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\textbf{ABSTRACT}

A novel adaptation of the two dimensional Homomorphic filter is introduced using the Dual Tree Complex Wavelet Transform (DT-CWT) for improved illumination invariant processing. The Homomorphic filter is conventionally implemented within the log-Fourier domain using an isotropic high-pass filter based on the assumption that the illumination signal occupies low spatial frequencies. In this case however, low frequency structural reflectance content will be incorrectly attenuated. Our method implements the Homomorphic filter using the DT-CWT and exploits the property of cross scale persistence (for structural content) to generate a filter that retains cross scale content and therefore reduces incorrect attenuation of structural reflectance content.

\textbf{Index Terms—} Wavelet, Homomorphic, Illumination

\section{1. INTRODUCTION}

Two dimensional Homomorphic filtering is a standard image enhancement technique that normalizes and stretches the contrast within an image while simultaneously attenuating image content attributable to surface illumination \cite{1}. It is used in many imaging applications such as medical image enhancement \cite{2–4}, illumination invariant pre-processing for face recognition \cite{5–8} and general image illumination normalisation \cite{1, 9}. Conventionally, Homomorphic filtering is implemented using an isotropic high pass filter (such as the Butterworth filter) within the Fourier domain \cite{1}. However, recent work has used wavelet transforms \cite{2, 3, 5–7}.

Homomorphic filtering makes the following assumptions:

1. Illumination and reflectance are multiplicative.

2. High and low spatial frequency content is assumed to represent mostly reflectance and illumination respectively.

The Homomorphic filter initially takes the logarithm of image intensity making the illumination and reflectance components additive and therefore linearly separable in the frequency domain. A high pass filter is then used on the log intensity of the image. This filter suppresses low frequencies (and therefore illumination content) while amplifying high frequencies (and therefore reflectance content) within the log-intensity domain.

Frequency domain filtering can only affect global frequency content. We were therefore motivated to implement an identical spatial-domain filter in order to exploit localised spatial-frequency relationships and dependencies leading to a more optimal separation of illumination and reflectance content. We have implemented such a filter using the Dual Tree Complex Wavelet Transform (DT-CWT) \cite{10}.

For conventional Homomorphic filtering, assumption 2 is a very generic presumption for all content. Our implemented filter uses the DT-CWT to exploit the property of cross scale persistence of structural reflectance thus preserving such content and more optimally separating the illumination and reflectance components.

This paper is organised as follows. Firstly, an overview of Homomorphic filtering, wavelets and wavelet based Homomorphic filtering is given in the remaining part of the introduction. This is followed by a description of the implemented DT-CWT based filter within section 2. Visual results of using this novel method are displayed together with quantitative comparisons against alternative methods within section 3. Finally a discussion and conclusion is presented in section 4.

\subsection{1.1. Homomorphic filtering}

A Lambertian illumination-reflectance model assumes that the intensity of an image \(f(x, y)\) can be represented as the product of illumination \(i(x, y)\) and reflectance \(r(x, y)\), i.e.

\[ f(x, y) = i(x, y)r(x, y) \quad (1) \]

As the Fourier transform of the product of two functions is not separable we define:

\[ z(x, y) = \ln f(x, y) = \ln i(x, y) + \ln r(x, y) \quad (2) \]

\[ Z(u, v) = F_i(u, v) + F_r(u, v) \quad (3) \]

where \(F_i(u, v)\) and \(F_r(u, v)\) are the Fourier transforms of \(i(x, y)\) and \(r(x, y)\) respectively. If we define our high pass filter as \(H(u, v)\), then

\[ S(u, v) = H(u, v)Z(u, v) = H(u, v)F_i(u, v) + H(u, v)F_r(u, v) \quad (4) \]

where \(S(u, v)\) is the Fourier transform of the result. Transforming back to the spatial domain,

\[ s(x, y) = \mathcal{F}^{-1}\{S(u, v)\} \]

\[ = \mathcal{F}^{-1}\{H(u, v)F_i(u, v)\} + \mathcal{F}^{-1}\{H(u, v)F_r(u, v)\} \quad (5) \]

where the first term due to the illumination is expected to be attenuated by the filter \(H\). The output image can be expressed as
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\[
g(x,y) = e^{g(x,y)}.
\]

\[
H(u,v) = \left(1 + \frac{1}{\beta} \right) \frac{1}{1 + \left[\frac{D_0}{D(u,v)} + 1\right]^{2n}} + \frac{1}{\beta}
\]

where \(D(u,v)\) and \(D_0\) are the radial frequency and the cutoff frequency respectively (both measured from the origin), \(\beta\) represents the relative high frequency boost and \(n\) determines the order of the filter. Although these parameters can be arbitrarily chosen, typical values of \([\beta = 3, D_0 = 0.3\) and \(n = 2\)] have been selected that gave good results in the experiments below. A cross section of the frequency response of \(H(u,v)\) using these parameters is shown in Fig. 5. This shows the high-pass nature of the filter and how the low frequencies are attenuated leading to DC being reduced by a factor of 3 (from \(\beta = 3\)). A general block diagram of the algorithm is illustrated in Fig. 1.

1.2. Wavelet Based Homomorphic Filtering

Implementing the high pass filter \(H\) within the frequency domain only allows the frequency content to be modified globally. Spatial filters such as Difference of Gaussian (DoG) filters [8] and wavelets [2, 3, 5–7] have been used to locally implement the high pass filter \(H\).

Yoon and Ro [9] have implemented \(H\) by simply weighting wavelet coefficients according to an equivalent Butterworth filter response at the central frequency of each subband. Similarly, Gut et. al. [2] have just implemented hard and soft thresholding constraints within all of the high pass wavelet subbands. Conversely, Gorgel et. al. [3] have implemented an illumination normalisation system by implementing wavelet coefficient shrinkage on the high pass subbands and a separate Homomorphic filtering on the low pass subbands.

However, none of these methods have adequately exploited the spatial localisation of wavelet transforms and also have (in the majority of cases) used real valued wavelets that do not provide the improved characteristics of the DT-CWT exploited within our work.

1.3. The Dual Tree Complex Wavelet Transform (DT-CWT)

In order to adapt to local content, a spatial domain filter will need to be used. We have selected the DT-CWT over a conventional wavelet transform as it provides the following advantages.

- An efficient filter-bank implementation,
- Limited redundancy (4 to 1 for images),
- Shift-invariance,
- Improved directional selectivity over the conventional Discrete Wavelet Transform (DWT).

The DT-CWT is implemented using two decomposition trees using iterated Hilbert pairs of filters that form real and imaginary components for each of the six directionally orientated subbands [10].

2. IMPLEMENTATION

2.1. Homomorphic Filter using the DT-CWT

Fig. 2 shows our Homomorphic filter implemented using the DT-CWT. It mirrors the implementation shown in Fig. 1 but with the high-pass filter implemented using \(W\), a weighted DT-CWT transform. \(W\) uses a forward and backward DT-CWT and weights the subband coefficients as follows.

The output of the DT-CWT in Fig. 2 is a set of indexed complex subbands \(B = \{b_1, b_2, \ldots, b_J\}\). Where \(n = 2 + 6J\) is the total number of subbands \((J = \text{number of decomposition levels}^1)\). The weight of each subband is calculated as

\[
w_k = H(u_k, v_k)
\]

where \(k \in \{1, 2, \ldots, n\}\) and \(u_k\) and \(v_k\) define the maximum frequency response position of the basis function for subband \(k\) (calculated on a \(512 \times 512\) grid). The output of the high pass filter \(W\) is therefore the set of subbands \(B^W = \{b_1^W, b_2^W, \ldots, b_J^W\}\) where each \(b_k^W\) is defined as the product of the input subband \(b_k\) and the associated weight \(w_k\) calculated from (8):

\[
b_k^W = b_k w_k \text{ for } k = 1, 2, \ldots, n.
\]

Fig. 5 shows the frequency response of the entire weighted DT-CWT 2D filter (sampled across the horizontal frequency axis) compared to \(H(u,v)\). This shows that the filter implemented using the DT-CWT is a good match to \(H(u,v)\). However in order to make the filter have an even closer match to \(H(u,v)\) we have generated modified weights \(w_{\text{mod}}\). These modified weights are generated using the Nelder-Mead Simplex method [11] using the Chebyshev error as the objective function to be minimised across the two dimensional frequency domain (sampled across a grid of \(512 \times 512\)). Additionally, the following constraints are imposed on the minimisation process:

- The weights monotonically increase as wavelet scale increases (for each orientation),
- The weights for orientations \(+45^\circ\) and \(-45^\circ\) are assumed to be identical (for each wavelet scale),
- The weights for orientations \(+15^\circ\), \(-15^\circ\), \(+75^\circ\) and \(-75^\circ\) are assumed to be identical (for each wavelet scale),
- The DC weight \((H(0,0)\) given to the low pass subbands) is not changed and directly used to weight the low pass subbands.

The 2D Chebyshev error is defined as

\[
\|E(u,v)\|_\infty = \max_{u \in [0,n], v \in [0,n]} |M(u,v) (W(u,v) - H(u,v))|
\]

\(^1\)J is set to 3 for all experiments within this paper.
where \( W(u,v) \) and \( H(u,v) \) are the sampled (on a grid of \( 512 \times 512 \)) frequency responses of \( W \) (including the forward and inverse DT-CWT) and \( H \) respectively. \( M(u,v) \) is a weighting function defined as a 2D isotropic Gaussian with mean at the origin and \( \sigma = 3 \). This weighting function emphasizes the importance of the central frequencies.

Fig. 3 shows the two dimensional surface representation of \( H(u,v) \) for the parameters given above. Using the Chebyshev error method for obtaining the DT-CWT weights the two dimensional frequency response of the weighted DT-CWT is shown on the right of Fig. 3. Fig. 3 and Fig. 5 together show that the method is able to accurately model the shape of the Butterworth filter. Furthermore, Fig. 4 shows the output of three filters of the top left face shown in Fig. 7. This figure illustrates how the DT-CWT implementation of the Homomorphic filter is visually indistinguishable from the FFT version.

### 2.2. Cross-Scale Weighting of the DT-CWT based Filter

The sampled and Chebyshev-error based weights of the DT-CWT derived above will unnecessarily attenuate non-illumination content. It has been recognised that structural content within natural images results in high correlation across co-located coefficients within the wavelet domain [12, 13]. Within our work the weights \( w_{ck} \) are adjusted for each coefficient according to the co-located coefficient magnitudes of the child subband one scale higher in frequency \((c_{j-1,\theta})\) where \( j \) and \( \theta \) are the scale and orientation of the considered coefficient. \( c_{j-1,\theta} \) was calculated as the magnitude of the co-located coefficient within the resized subband (using the Matlab `imresize` function).

![Fig. 3. 2D frequency response of \( H(u,v) \) and \( W \)](image)

![Fig. 4. Homomorphic filter implemented using FFT, DTCWT and DTCWT with Chebyshev weights (Original: Im3 from Fig. 7).](image)

2.2.1. Bayesian Estimation of Modified Weights

Firstly, we assume that the optimal weight \( x_{ck} \) of each coefficient is a linear sum of the given weight \( w_{ck} \) and an associated noise signal. Dropping the suffix \( ck \) for clarity and using Bayes’ rule we obtain a Maximum-a-Posteriori (MAP) estimate for \( (x_{ck}) \):

\[
\hat{x} = \arg \max_{x} P(x|w) = \arg \max_{x} P(w|x)P(x) \tag{11}
\]

For simplicity we assume both the likelihood \( P(w|x) \) and prior \( P(x) \) to be normally distributed.

\[
\text{likelihood} \quad P(w|x) = N(\mu_l, \sigma_l^2) \tag{12}
\]

\[
\text{prior} \quad P(x) = N(\mu_p, \sigma_p^2) \tag{13}
\]

The optimised weight \( \hat{x} \) is the MAP estimate of (11) given by the mean of the product distribution \( P(w|x)P(x) \). After some simple manipulations we find

\[
\hat{x} = \frac{\mu_l \sigma_p^2 + \mu_p \sigma_l^2}{\sigma_l^2 + \sigma_p^2} \tag{14}
\]

where \( \sigma_l = 1 \), \( \mu_l = w_{ck} \) and \( \mu_p = 1 \). \( \sigma_p \) is defined as \( 1/c_{j-1,\theta} \). This definition ensures that the optimal weights \( \hat{x} \) approach unity for large values of \( c_{j-1,\theta} \). This enables coefficients that have co-located high frequency content to be less attenuated as they are assumed to be attributable to structural reflectance content.

### 3. RESULTS

#### 3.1. Dataset

Fig. 6 and Fig. 7 show the images used for testing our approach. Image pairs 1-3 in figure 6 show three scenes captured from the Second Life rendering engine [14]. The first image (Im1) for each scene has no global illumination whereas the second image (Im2) has a global illumination generated from the sun and ambient occlusion. The lighting model within Second Life is generated using a Gaussian Bi-directional Reflectance Distribution Function (BRDF) [15]. The
3.2. Comparison of Results

Fig. 6 shows the results of a range of Homomorphic filtering techniques of \textit{Im2} (to be directly compared to \textit{Im1}). The FFT based filter is able to attenuate the effect of illumination (each FFT Homomorphic filtered pair are consistently similar for all pairs). The Bayesian DT-CWT based method is able to retain more low pass information where there is high frequency content. Table 1 shows the PSNR and SSIM (the structural similarity metric [17]) values for the images shown in Fig. 6. This shows the difference between the processed versions of \textit{im2} and the original “non-illuminated” image \textit{im1}. This table shows that the DT-CWT Homomorphic and DT-CWT Chebyshev methods give virtually identical results (as expected) for all three image pairs. The Bayesian DT-CWT method gives significantly better results for both PSNR and SSIM.

The results in Fig. 7 further demonstrates that FFT Homomorphic filtering is able to attenuate the effect of illumination. However, (as above) the Bayesian DT-CWT method is able to retain more low pass information where there is also co-located high-frequency content.

The output of the FFT based Homomorphic filter could be post processed (using contrast stretching or histogram equalisation techniques such as CLAHE [18]). However, we have used a direct comparison as the output may be used for further analysis methods such as tracking where further post processing will not be desirable.

4. CONCLUSION

This paper has presented an improved Homomorphic filter for illumination invariant processing. It also proposes a 2D filter design structure to match a 2D frequency domain filter (in this case a Butterworth filter) with a weighted DT-CWT transform. The results of the new Bayesian DT-CWT based Homomorphic filter show quantitative and qualitative improvements over the FFT based method while offering a flexible framework for implementing frequency domain spatial filtering.
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