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Abstract. Catchment classification is an efficient method to synthesize our understanding of how climate variability and catchment characteristics interact to define hydrological response. One way to accomplish catchment classification is to empirically relate climate and catchment characteristics to hydrologic behavior and to quantify the skill of predicting hydrologic response based on the combination of climate and catchment characteristics. Here we present results using an alternative approach that uses our current level of hydrological understanding, expressed in the form of a process-based model, to interrogate how climate and catchment characteristics interact to produce observed hydrologic response. The model uses topographic, geomorphologic, soil and vegetation information at the catchment scale and conditions parameter values using readily available data on precipitation, temperature and streamflow. It is applicable to a wide range of catchments in different climate settings. We have developed a step-by-step procedure to analyze the observed hydrologic response and to assign parameter values related to specific components of the model. We applied this procedure to 12 catchments across a climate gradient east of the Rocky Mountains, USA. We show that the model is capable of reproducing the observed hydrologic behavior measured through hydrologic signatures chosen at different temporal scales. Next, we analyze the dominant time scales of catchment response and their dimensionless ratios with respect to climate and observable landscape features in an attempt to explain hydrologic partitioning. We find that only a limited number of model parameters can be related to observable landscape features. However, several climate-model time scales, and the associated dimensionless numbers, show scaling relationships with respect to the investigated hydrological signatures (runoff coefficient, baseflow index, and slope of the flow duration curve). Moreover, some dimensionless numbers vary systematically across the climate gradient, possibly as a result of systematic co-variation of climate, vegetation and soil related time scales. If such co-variation can be shown to be robust across many catchments along different climate gradients, it opens perspective for model parameterization in ungauged catchments as well as prediction of hydrologic response in a rapidly changing environment.

1 Introduction

Catchment classification is an efficient method to synthesize our understanding of how climate variability and catchment characteristics (e.g. vegetation, soils, topography) interact to define hydrological response (McDonnell and Woods, 2004; Wagener et al., 2007). It is also a crucial step in improving predictions in ungauged basins (Sivapalan et al., 2003). Differences between the hydrologic responses of catchments can be quantified by means of specific signatures of catchment behavior, such as the runoff coefficient, the flow duration curve or the master recession curve. Gauged catchments can be clustered into separate groups with similar hydrologic signatures and this provides information about similarity of hydrologic responses (Sawicz et al., 2011). Such groups or classes can be regarded as a first step in catchment classification, which offer a catalogue of hydrologic behavior within
a region. However, catchment classification is only complete if we understand why certain catchments belong to certain groups of hydrologic behavior, such that we have the means to classify ungauged catchments into their most likely group of behavior.

One way to accomplish catchment classification is to empirically relate climate and catchment characteristics to hydrologic behavior and to quantify the uncertainty of predicting the hydrologic response based on a combination of climate and catchment characteristics. Such a classification system and the related prediction uncertainty will be conditioned by the selection of hydrologic signatures and climate/catchment characteristics, and may result in different classifications depending on the objective of classification (e.g., water balance partitioning, ecological services). In any case, we can call this approach the top-down approach since it is based on measurable hydrologic drivers/responses and landscape features. The measure of uncertainty quantifies the probability of misclassification, and provides insight about how much information is contained in the selected climate and catchment characteristics concerning hydrologic response (Snelder et al., 2005; Oudin et al., 2010). Since there are important surface and subsurface properties that cannot be readily measured or translated into hydrologically relevant information, the uncertainty of classification reflects in part (the lack of) the amount of cross-correlation between observable landscape properties (e.g., vegetation type) and unobservable landscape characteristics (e.g., rooting depth).

An alternative approach, that can partially alleviate the above-mentioned issue of observability, uses our current level of hydrological understanding, expressed in the form of a process-based model, to interrogate how climate and catchment characteristics interact to produce the observed hydrologic response (Sivakummar, 2008). Assuming an appropriate process-based model can be constructed for a wide range of catchments, we can use it to analyze the relationships between hydrologic response and catchment functioning (Samuel et al., 2008). A catchment can be considered as a filter that transforms the climate signal into a hydrologic response by partitioning, storing and releasing incoming energy and water (Black, 1997; Wagener et al., 2007). The different catchment stores (e.g., interception store, root zone store, aquifer store) interact with the different climate fluxes (e.g., rainfall intensity, maximum evapotranspiration) to produce specific time constants of hydrologic behavior (e.g., time to empty root zone store through evapotranspiration). The process-based model can thus be a very useful instrument to analyze different portions of the hydrologic response to identify the important time constants of catchment functioning. For instance, the recession part of a catchment’s hydrograph during the dormant season can be used to inform us about the time constant of aquifer release by matching modeled recession flows using lumped aquifer descriptors, such as horizontal hydraulic conductivity or depth to bedrock (Brutsaert and Nieber, 1977; Kirchner, 2009).

Through process-based modeling we can thus obtain estimates of hidden catchment characteristics that are not available in the top-down approach, and ask questions about how these catchment characteristics relate to climate gradients. Once a sufficient set of catchments across the climate-landscape gradients of a specific region have been analyzed using this bottom-up approach, we can use the model parameters to explain observed hydrologic similarity. Certain model parameters can be prescribed based on observable landscape characteristics (e.g., mean catchment slope, dominant vegetation type). Others cannot be determined a priori and need to be selected during the hydrologic analysis phase. Such hydrologic analysis should not be considered as an automated calibration procedure but rather as a step-by-step methodology to distill relevant information about different catchment functions using appropriate forcing and output variables (Boyle et al., 2000; Yilmaz et al., 2008). The advantage of automated parameter calibration is that it is objective and does not require interaction of the hydrologist with the optimization algorithm (Hogue et al., 2006). The disadvantage is that typical objective functions used to optimize model performance cannot guarantee that inappropriate combinations of parameter values lead to sets of “behavioral” models (Fenicia et al., 2007), and the functional role of specific parameters is often not preserved (Wagener et al., 2003).

It is the purpose of this paper to present a general method of hydrologic analysis by means of a process-based model to develop a bottom-up catchment classification system that is compatible with and complementary to top-down classification methods developed elsewhere (Sawicz et al., 2011). In Sect. 2 we present the process-based model to analyze hydrologic response across many catchment in the USA. The model is built around the hillslope-storage Boussinesq (hsB) equation developed by Troch et al. (2003). It uses geomorphologic functions to describe hillslope and channel network topology required to compute subsurface and surface routing. We have chosen this modeling approach because (1) it is parsimonious and thus reduces the problem of equifinality (Beven and Freer, 2001), and (2) it was shown that the hsB equation accurately represents saturated subsurface flow and storage dynamics across complex landscapes (Paniconi et al., 2003). In Sect. 3 we describe a step-by-step procedure to analyze the observed hydrologic response and to assign parameter values related to specific components of the model. It uses different parts of the catchment hydrograph to separate processes in an attempt to reduce parameter uncertainty and to increase the probability to assign a reasonable range of parameter values to different components of the model. In Sect. 4 we apply our hydrologic analysis procedure to 12 catchments selected from the MOPEX (Model Parameter Experiment) database across a climate gradient in the USA, and present a comparison of hydrologic functioning as revealed by our process-based model. In Sects. 5 and 6 we discuss our results and some shortcomings of the bottom-up approach to catchment classification.
2 Process-based model for hydrologic analysis

2.1 Modeling principles

The model we developed for the purpose of this study is based on the following principles: (1) the model should be process-based such that we can use it to analyze catchment behavior derived from routine hydro-meteorological observations at the catchment scale, such as daily discharge, temperature and precipitation; (2) the model should be as parsimonious as possible to avoid problems of over-parametrization and equifinality (Beven and Freer, 2001; Wagener and Gupta, 2005) and reduce computer processing time; and (3) the model should be applicable to a wide range of catchments across climate and physiographic gradients. In order to represent the dominant functions of a catchment we consider hillslopes and channel network as fundamental hydrologic units (Troch et al., 2003). Hillslope land surfaces interact with the atmosphere and partition water and energy fluxes, and drain surface runoff and subsurface flow into the catchment channel network for routing towards the outlet (i.e. point where discharge is measured). Instead of representing individual hillslopes and how they are connected to the channel network, we adopt the modeling approach of Troch et al. (1994) and use the hillslope width function and the channel width function at the catchment scale to represent the geomorphologic structure of the catchment. Each catchment is thus characterized by a hillslope width function (probability density function of water entering the catchment at a given flow distance from the channel network; see also Bogaart and Troch, 2006) and a channel width function (probability density function of surface and subsurface flow entering the channel network at a given flow distance from the outlet) that are derived from available digital elevation models (DEMs). Important additional terrain properties such as average hillslope/channel slope are also estimated from available DEMs. Other landscape properties, such as land use-land cover and soils, available from various spatial databases are further used to assign initial values to process parameters that control the different catchment functions, such as infiltration and interception.

2.2 Model structure and processes

2.2.1 Hillslope and channel routing

The semi-distributed hillslope-storage Boussinesq (hsB) model, developed by Troch et al. (2003), is used to model perched groundwater dynamics at the hillslope spatial scale:

\[
\frac{\partial S}{\partial t} = \frac{k_h}{f} \cos \alpha \frac{\partial}{\partial x} \left[ \frac{S}{W_h} \frac{\partial S}{\partial x} - \frac{S}{W_h} \frac{\partial W_h}{\partial x} \right] + k_h \sin \alpha \frac{\partial S}{\partial x} + f \cdot N \cdot W_h
\]

where \(S = f \cdot W_h \cdot h\) [m²] is saturated storage at flow distance \(x\) from the hillslope outlet and at time \(t\), \(W_h(x)\) [m] is the hillslope width function at flow distance \(x\) [m], \(h(x, t)\) [m] is water depth measured perpendicular to the bedrock, \(\alpha\) is bedrock slope angle [°], \(k_h\) [m s⁻¹] is the effective lateral saturated hydraulic conductivity and \(f \cdot [\cdot]\) is drainable porosity. The recharge rate \(N(x, t)\) [m s⁻¹] depends on root zone hydrologic processes at flow distance \(x\) and thus varies along the hillslope (see below). It was shown by Paniconi et al. (2003) that this model is an adequate and parsimonious representation of three-dimensional saturated subsurface flow along geometrically complex hillslopes. When saturated storage exceeds the local storage capacity \(S_c = f \cdot W_h(x) \cdot D\), where \(D\) is maximum perched aquifer depth) the model produces saturation excess overland flow. The partial differential equation is solved numerically for water table dynamics and outflow rate (see Troch et al., 2003 for details).

Some fraction of the total percolation from the root zone (see below) is assigned to enter a fractured bedrock aquifer below the perched groundwater table. We assume the outflow from this bedrock aquifer to sustain drought flow at the outlet, and the aquifer dynamics are represented with a lumped non-linear storage model:

\[
Q_b = a \cdot S_d^b
\]

where \(Q_b\) [m³ s⁻¹] is baseflow from the deep aquifer, \(S_d\) [m] is deep aquifer storage and \(a\) is an aquifer parameter (with \(b = 1\) representing a linear reservoir).

Hillslope runoff (either infiltration excess or saturation excess) draining into the channel network is routed by means of an analytical solution to the linearized de St.-Venant equation of open channel flow:

\[
q_c(x, t) = \frac{x}{(2 \pi)^{1/2} dr^{1/2}} \exp \left[ -\frac{(x - c \cdot t)^2}{2 d^2 t} \right]
\]

where \(q_c(x, t)\) [s⁻¹] is specific discharge resulting from a Dirac impulse input at flow distance \(x\) upstream, and \(c = (1 + a_0) V\)

\[
d^2 = g \cdot S_0 \cdot F^2 \left( 1 - a_0^2 \cdot F^2 \right).
\]

The parameters \(c\) [m s⁻¹] and \(d^2\) [m² s⁻¹] are referred to as the absolute celerity or drift velocity and the diffusion coefficient, respectively. \(V\) [m s⁻¹] is the flow velocity, \(S_0\) [−] is the channel bed slope, \(F\) [−] is the flow’s Froude number, \(g\) [m s⁻²] is the acceleration of gravity and \(a_0\) [−] is an empirical constant depending on the friction slope parameterization (equals 2/3 if Manning’s equation is used).

The normalized channel width function, \(W_c(x)\) [m⁻¹], is defined as:

\[
W_c(x) = \frac{1}{L_T} N_c(x)
\]
where \( N_c(x) \) is the number of channel links at a given flow distance from the catchment outlet and \( L_T \) is the total channel length. Interpreting the normalized channel width function as the probability density function of receiving lateral inflow at flow distance \( x \) from the outlet, the response of the channel network to an instantaneous unit input of water is:

\[
f_c(t) = \int_0^\infty q_c(x, t) \ W_c(x) \, dx
\]

with \( q_c(x, t) \) defined in Eq. (3). This parsimonious model of channel routing can be used to compute discharge at the catchment outlet given lateral inflows through either infiltration or saturation excess overland flow (assumed to enter the channel network at time of generation). Shallow subsurface flow above a confining soil/bedrock layer draining from the hillslope perched aquifer and deep fractured bedrock baseflow are produced at the catchment outlet and thus do not need to be routed through the channel network (see below).

### 2.2.2 Root zone water balance

The hillslope perched aquifer interacts with the root zone and exchanges recharge and capillary rise fluxes which depend on root zone moisture content and the flows between the root zone and the local water table \( h(x, t) \), called the transmission zone. The root zone water balance is given by:

\[
D_{rz} \frac{d \theta_{rz}}{dt} = i_c + c_t - t - r
\]

where \( D_{rz} \) [m] is depth of the root zone, \( \theta_{rz} [-] \) is volumetric soil moisture content of the root zone, \( i \) [m s\(^{-1}\)] is infiltration rate at the land surface, \( c_t \) [m s\(^{-1}\)] is capillary rise flux from the perched water table into the root zone, \( t \) [m s\(^{-1}\)] is transpiration from the dry canopy and \( r \) [m s\(^{-1}\)] is recharge rate from the root zone into the transmission zone. The root zone water balance is solved using a daily time step such that all fluxes are daily averages.

The infiltration rate \( i \) is given by:

\[
i = \min \left( p_t, i_c \right)
\]

where \( p_t \) is throughfall rate and \( i_c \) is infiltration capacity of the soil. If throughfall rate exceeds the infiltration capacity surface runoff is produced, which is instantaneously added to the lateral flow into the channel network. The throughfall rate is computed as:

\[
p_t = 0 \Leftrightarrow \omega < \omega_c
\]

\[
p_t = p \Leftrightarrow \omega = \omega_c
\]

where \( \omega \) [m] is canopy storage, \( \omega_c \) is canopy storage capacity and \( p \) is precipitation rate. The actual canopy storage is computed using a simple canopy water balance that accounts for precipitation rate and evaporation from the wet canopy and is bounded by \([0, \omega_c]\). The canopy storage capacity is related to the leaf area index (LAI) of the catchment vegetation according to Dickinson (1984): \( \omega_c = 0.0002 \times \text{LAI} \).

The infiltration capacity of the soil is modeled by means of the time compression approximation suggested by Milly (1986):

\[
i_c = \frac{1}{2} k_v \left\{ 1 + \left[ -1 + \left( 1 + \frac{1}{2} k_v \left( \frac{4 i_c}{s_s} \right)^{1/2} \right)^{-1} \right] \right\}^{-1}
\]

where \( k_v \) [m s\(^{-1}\)] is the vertical hydraulic conductivity, \( s_s \) [m s\(^{-0.5}\)] is the soil sorptivity and \( I_c \) [m] is the cumulative infiltration since start of rain/snow melt event.

The rate of capillary rise is modeled according to Gardner (1958) for steady upward flow from a water table:

\[
c = \beta_c \frac{a}{(Z - \Psi_c)^b}
\]

where \( \Psi_c \) [m] is the depth of the capillary fringe, \( \beta_c [-] \) is a reduction factor that varies linearly with \( \theta_{rz} \) between residual moisture content and saturated moisture content, and \( a \) and \( b \) are parameters that are related to the Brooks-Corey soil water retention parameters (Eagleson, 1978). \( Z \) [m] is the depth (distance) between the bottom of the root zone and the local water table, and thus varies along the hillslope.

Percolation or recharge from the bottom of the root zone is assumed to be solely gravity driven and is computed as:

\[
r = k_v \left( \frac{\theta_{rz} - \theta_k}{\theta_s - \theta_k} \right)^{2.5 + B}
\]

where \( \theta_i \) is residual moisture content and \( \theta_s \) is saturated moisture content, and \( B \) is the Brooks-Corey pore size distribution index.

The transmission zone between root zone and perched aquifer transmits water received from the root zone towards the perched aquifer at a rate defined through Eq. (12) with a transmission zone specific vertical hydraulic conductivity and moisture content. It also transmits capillary rise flux from the perched aquifer to the root zone unaltered, without storage of water. The effective depth of the transmission zone is dynamic and depends on the root zone and perched aquifer storage dynamics (\( Z \) decreases as \( S \) increases). The difference between the recharge flux from the transmission zone and the capillary rise flux, \( c_t \), defines the net recharge, \( N_t \), to the shallow aquifer.

### 2.2.3 Land surface energy balance

Evaporation from wet canopy and transpiration from vegetation are estimated by means of the land surface energy budget:

\[
R_n = \lambda E + H + G
\]
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with $R_n$ [W m$^{-2}$] net radiation, $E$ [kg s$^{-1}$ m$^{-2}$] vaporization rate, $\lambda$ [J kg$^{-1}$] latent heat of vaporization, $H$ [W m$^{-2}$] sensible heat flux and $G$ [W m$^{-2}$] soil heat flux. Net radiation is estimated from the surface radiation budget accounting for incoming and outgoing shortwave and longwave radiation, depending on surface albedo and emissivity. Since outgoing longwave radiation depends on surface temperature, we solve the energy budget iteratively and assume the surface emissivity constant. The latent heat flux can be approximated as (Brutsaert, 2005):

$$\lambda E = \frac{\rho c_p}{\lambda} \left[ e_s(T_s) - e_a \right]$$  \hspace{1cm} (14)

where $\rho_a$ [kg m$^{-3}$] is the density of the air, $c_p$ [J kg$^{-1}$ K$^{-1}$] is the specific heat of the air at constant pressure, $\gamma$ [Pa K$^{-1}$] is the psychrometric constant, $r_a$ [s m$^{-1}$] is the aerodynamic resistance, $r_c$ [s m$^{-1}$] is the canopy (stomatal) resistance, $e_s(T_s)$ [Pa] is saturated vapor pressure at surface temperature $T_s$, and $e_a$ [Pa] is the vapor pressure of the air. The aerodynamic resistance is given by:

$$r_a = \frac{1}{u(z) k^2} \left\{ \ln \left( \frac{z - d}{z_0} \right) \right\}^2$$  \hspace{1cm} (15)

with $u(z)$ [m s$^{-1}$] wind speed at height $z$, $k$ is von Karman’s constant (= 0.41), $d$ [m] is zero plane displacement height and $z_0$ [m] is the roughness length of the canopy. The sensible heat flux is estimated from:

$$H = \frac{\lambda c_p}{r_a} (T_s - T_a)$$  \hspace{1cm} (16)

where $T_a$ [K] is air temperature.

We solve the land surface energy budget for surface temperature at daily time steps such that we can assume the net ground heat flux to be zero. When the canopy is wet ($\omega > 0$) the canopy resistance is zero. Evaporation from wet canopy is then given by:

$$e_{wc} = \omega_{wc} E (r_c = 0)$$  \hspace{1cm} (17)

and $\omega_{wc}$ is the areal fraction of wet canopy estimated from Deardorff (1978):

$$\omega_{wc} = (\omega/\omega_c)^{2/3}.$$  \hspace{1cm} (18)

The transpiration rate removing moisture from the root zone is given by (Teuling and Troch, 2005):

$$t = (1 - \omega_{wc}) V_{RF} \beta_t \left( 1 - e^{-\mu \cdot LAI} \right) E (r_s, \text{min})$$  \hspace{1cm} (19)

where $V_{RF}$ [-] is the vegetation root fraction, $\mu$ [-] is the vegetation light use efficiency, $E(r_s, \text{min})$ [m s$^{-1}$] is the potential vaporization rate using a minimal canopy resistance, $\beta_t$ is the transpiration reduction coefficient, given by:

$$\beta_t = \max \left[ 0, \min \left( 1, \frac{\theta_{iz} - \theta_w}{\theta_z - \theta_w} \right) \right]$$  \hspace{1cm} (20)

with $\theta_z$ soil moisture content at wilting point and $\theta_c$ the critical moisture content when transpiration reduction starts.

### 2.2.4 Snow accumulation and melt

We add a simple snow model for catchments with significant snow days (see below). The snow model accumulates all incoming precipitation in a snow pack when the air temperature is below a certain threshold $T_{m}$. When air temperature rises above this threshold temperature, the snow melt rate is given by:

$$Q_m = M (T_h - T_{m})$$  \hspace{1cm} (21)

with $M$ [m s$^{-1}$ K$^{-1}$] a melt coefficient. The daily melt volume is subsequently removed from the stored snow water equivalent in the snow pack and added to the throughfall.

### 2.3 Model forcing

In this study, we run the model at daily time steps, even though it can be run at shorter time steps (e.g. hourly). Required model forcing are daily precipitation, air temperature, downward short- and longwave radiation, relative humidity, atmospheric pressure and wind speed. Other required model inputs include time evolution of catchment-wide leaf area index (LAI) and albedo. We will discuss the different sources of these input variables in Sect. 4. It should be noted that since we use a semi-distributed version of the hsB-SM model the model forcing data is basin-averaged, and soil and vegetation type are effectively uniform, as in Woods (2003). This no doubt will add to modeling uncertainty but is unavoidable in order to keep the number of model parameters to a minimum.

### 2.4 Characteristic time scales and dimensionless numbers

The different components of the process-based model, in combination with catchment-scale climate forcing, reveal characteristic time scales of hydrologic response that are related to catchment hydrologic functions of partitioning, storage, and release of water. Therefore, such characteristic time scales are important indicators of catchment behavior and can help to relate above and below ground landscape characteristics to water balance dynamics. They can also be combined to form dimensionless numbers that can be related to hydrologic regimes through empirical or analytically derived scaling relations (Berne et al., 2005; Harman and Sivapalan, 2009).

#### 2.4.1 Canopy time scales

The time scale associated with filling up the canopy interception storage capacity, $\omega_c$, is given by:

$$\tau_{ci} = \frac{\omega_c}{\overline{p}}$$  \hspace{1cm} (22)
where $\overline{r}$ is the average rainfall intensity when it rains. The time scale associated with emptying the interception storage is given by:

$$\tau_{ee} = \frac{\omega_c}{\bar{e}_{wc}} \quad (23)$$

with $\bar{e}_{wc}$ the average wet canopy evaporation. Obviously, both the average rainfall intensity and average wet canopy evaporation vary throughout the year, such that the seasonal canopy time scales can be either larger or smaller than the annual averages defined above. In any case, the interception storage capacity is at most a few mm such that in most climates the canopy time scales are of the order of a few days at maximum, and typically less than one day. The time scales are also of same order of magnitude and thus their ratio, reflecting the competition between filling and emptying the interception storage, is close to 1.

### 2.4.2 Snow pack time scales

The characteristic time scale of snowmelt can be defined as:

$$\tau_m = \frac{\bar{s}}{\overline{Q}_m} \quad (24)$$

where $\bar{s}$ is the average maximum snow accumulation, and $\overline{Q}_m$ is the average snow melt rate during snow melt season. This time scale is important to define what type of runoff generation mechanism is likely to dominate (saturation excess vs. shallow subsurface flow) during snow melt by comparing it with characteristic time scales of root zone and perched aquifer processes (see below).

### 2.4.3 Root zone time scales

The time scale related to filling the root zone storage by rainfall is defined as:

$$\tau_{rf} = \frac{D_{rz} (\theta_s - \bar{\theta})}{\bar{P}_t} \quad (25)$$

where $\bar{\theta}$ is the average soil moisture content of the root zone and $\bar{P}_t$ is the average throughfall rate when $T_a > T_m$. Similarly, the time scale related to filling the root zone by snow melt is given by:

$$\tau_{s} = \frac{D_{rz} (\theta_s - \bar{\theta})}{\overline{Q}_m + \bar{P}_t} \quad (26)$$

It is possible to specify different average soil moisture contents during the rainy season and the snow melt season to reflect different wetness conditions, if necessary. Time scales related to emptying the root zone storage in the absence of capillary rise are:

$$\tau_{er} = \frac{D_{rz} (\theta_{FC} - \bar{\theta})}{\bar{r}} \quad (27)$$

$$\tau_{re} = \frac{D_{rz} (\bar{\theta} - \theta_w)}{\bar{r}}$$

where $\theta_{FC}$ is soil moisture content at field capacity, $\tau$ is the average recharge rate and $\bar{r}$ is the average transpiration rate.

Different combinations of these time scales express competition between different processes affecting the water balance dynamics. For instance, the ratio of the latter two reveals the competition in the catchment between baseflow generation and vegetation water use.

### 2.4.4 Transmission zone time scales

As mentioned earlier, the depth of the transmission zone is time variable as it depends on the soil moisture dynamics in the root zone as well as on storage dynamics in the perched aquifer. Nevertheless, an average transmission zone storage capacity can be numerically derived from the model simulations and used to define the following time scales of transmission zone filling and emptying:

$$\tau_{tf} = \frac{Z (\theta_s - \bar{\theta})}{\bar{r}} \quad (28)$$

$$\tau_{te} = \frac{Z (\theta_s - \theta_{FC})}{\bar{r}_t} \quad (28)$$

In Eq. (28), $Z$ is average transmission zone depth, $\theta_s$ is saturated moisture content of the transmission zone, $\bar{\theta}$ is average moisture content and $\bar{r}$ and $\bar{r}_t$ are average recharge rate from root zone and transmission zone, respectively.

### 2.4.5 Perched aquifer time scales

Much work has been done on defining characteristic time scales of shallow aquifer dynamics (Brutsaert, 1994; Troch et al., 2004; Berne et al., 2005; Harman and Sivapalan, 2009). The characteristic time scale of advection-driven (kinematic) flow in perched aquifers is given by (Berne et al., 2005; Harman and Sivapalan, 2009):

$$\tau_U = \frac{L f}{2 k_h (\sin \alpha - a_c pD \cos \alpha)} \quad (29)$$

where $L$ is hillslope length (maximum flow distance between divide and nearest channel), $pD$ is average saturated thickness, and $a_c$ is the rate of con/divergence of the hillslope width function. Likewise, the characteristic time scale of diffusion-driven flow is given by:

$$\tau_K = \frac{L^2 f}{4 k_h pD \cos \alpha} \quad (30)$$

Their ratio, $\tau_K/\tau_U$, defines the hillslope Péclet number ($Pe$; Berne et al., 2005) and high values of $Pe$ indicate that shallow subsurface flow is mainly dominated by gravity drainage.

Harman and Sivapalan (2009) extended the similarity framework of Berne et al. (2005) to account for the responsiveness of the hillslope subsurface flow to temporal variability of the recharge events, as well as for the effects of lower
boundary condition of hillslope drainage. They used the concept of hydrologic regimes of Robinson and Sivapalan (1997) to develop a hillslope subsurface flow classification system based on the Pe number and the dimensionless characteristic time of recharge events:

\[
\pi_t = \frac{\tau_c}{\tau_{hc}}
\]

(31)

where \(\tau_c\) is the average storm duration and \(\tau_{hc}\) is the concentration time of the hillslope. Either the advection or the diffusion time scale defined above can be used to estimate the hillslope concentration time. Their classification system defines slow/fast, advection/diffusion dominated subsurface flow, depending on the numerical value of Pe (below 1: diffusion; above 1: advection) and \(\pi_t\) (below 1: slow; above 1: fast, although the separation between fast and slow flow in the diffusion dominated case depends on the boundary condition assumed: fixed (small) flow depth vs. kinematic).

2.4.6 Fractured bedrock time scales

Time scales for non-linear reservoirs representing baseflow dynamics have been proposed by Woods (2003). In many cases, the master baseflow recession curve of a given catchment converges to a straight sloping line in semi-logarithmic plots of \(\ln(Q_b)\) versus time, indicating that most deep aquifer dynamics are best represented by a linear reservoir equation with \(b = 1\). In that case, the characteristic time scale of deep (fractured bedrock) aquifer dynamics is given by \(1/\alpha\), the reservoir time constant.

2.4.7 Channel network time scales

The advective characteristic time scale of channel flow is given by:

\[
\tau_c = \frac{L_c}{V}
\]

(32)

where \(L_c\) is flow length along the channel network from the centroid to the outlet and \(\bar{V}\) is average flow velocity. Obviously, the channel flow Froude number is an appropriate dimensionless number to characterize the flow regime.

3 Model identification procedure

3.1 Linking parameter values to dominant process behavior

The above-described hydrologic model is one of many alternative process-based models that can be formulated to describe different surface and subsurface stores and their interactions that generate streamflow (Jothityangkoon and Sivapalan, 2009; Clark et al., 2008). Within the context of such models, routine hydro-meteorological observations can be analyzed to inform us about the different catchment functions of partitioning, storage and release of incoming water and energy fluxes. During different parts of the hydrologic response not all components of the model are equally active, such that one can link parameter values to specific storage dynamics to avoid unwanted parameter interactions often encountered in automatic calibration procedures. In the following we describe a step-by-step procedure of linking model parameters to specific hydrologic responses generated by the proposed model. This procedure can easily be modified when other process-based models are used.

3.1.1 Dormant vs. growing season

First, we divide the hydrologic year into two periods: one when the vegetation is dormant and one when the vegetation is active (growing season). This decision is based on analyzing the average leaf area index (LAI) curve derived from several years of remote sensing observations at the catchment scale. In this study we use MODIS (Moderate Resolution Imaging Spectroradiometer; http://modis-land.gsfc.nasa.gov/lai.htm) data and more specifically the LAI product available at https://lpdaac.usgs.gov/lpdaac/products/modis_products_table from 2000 to 2008. From the annual signals of LAI the average LAI curve is derived and subsequently rescaled using the minimum and maximum average LAI. The hydrologic year is then separated into the dormant season and growing season using the time instances when the rescaled LAI curve crosses the 50 % cut-off level (Fig. 1). This method is similar to the phenology model for monitoring vegetation responses developed by White et al. (1997), and seems to be able to capture the inflexion points of the average LAI curve well.

3.1.2 Step 1: baseflow recession and aquifer dynamics

An obvious starting point for hydrologic analysis of catchment response is when the catchment is non-driven and relaxes from previous hydro-meteorological fluxes that have replenished some/all stores. In order to isolate several possible release fluxes from the catchment it is best to start focusing on baseflow recessions during the dormant season. Such recession hydrographs will be minimally affected by root water uptake and subsequent transpiration losses and thus can be considered mainly controlled by aquifer properties. Our process-based model considers two separate aquifer stores: the near-surface perched aquifer that develops during wet period above a confining layer (i.e. fractured bedrock with reduced vertical hydraulic conductivity), and a deep aquifer that receives a fraction of all percolation water from the root zone (i.e. a fractured bedrock aquifer). To relate baseflow recessions to these aquifer stores we perform a baseflow separation as follows:

\[
Q_b(t) = \varepsilon Q_b(t - 1) + \frac{1 - \varepsilon}{2} [Q(t) - Q(t - 1)]
\]

(33)
with $Q(t)$ total streamflow at time $t$, $Q_b$ the computed baseflow contribution to total streamflow ($Q_b \leq Q$), and $\varepsilon$ a low-pass filter parameter (Arnold and Allen, 1999; Eckhardt, 2005). The filter parameter $\varepsilon$ is set for all catchments at 0.925. Since the purpose of the study is to address hydrologic similarity across a climate gradient, the selection of a different cut-off level would not change the relative differences between the catchments (a desired characteristic of the data manipulation), but obviously will affect to some degree the absolute values. Next, all recession periods during the dormant season are selected for recession curve analysis (Fig. 2). The catchment master recession curve (MRC) is constructed by time shifting individual recession curves to match the lower end of the baseflow values, and progresses from low to high baseflow values. This procedure is described in more detail in Posavec et al. (2006). Subsequently, the MRC is defined as the smoothed lower envelope of all observed recession curves. According to our conceptual model of baseflow generation, we can consider the early part of the MRC as being composed of both perched and deep aquifer contributions while the late part of the MRC is solely composed of deep aquifer contributions. Therefore, starting from the low flow end of the MRC, the deep aquifer parameters are estimated to match that part of the MRC. In all applications of the model to our study sites (see Sect. 4) we have observed that the lower end of the MRC can be approximated by means of a linear reservoir model, characterized by a time constant of storage release given by the reciprocal value of the slope of the linear regression line through the lower end of the MRC (Fig. 2). Parameter values are estimated using the downhill Simplex method (Nelder and Mead, 1965) with least square error objective function. The inset of Fig. 2 shows a Brutsaert-Nieber plot of recession rates versus baseflow of binned observations and MRC. The lower end reveals
the linear reservoir response of the deep aquifer whereas the upper end shows the non-linear recession characteristics against which the hillslope-storage Boussinesq equation is calibrated.

Using the deep aquifer model we can now identify the perched aquifer contributions to the early part of the MRC. Once isolated from the deep aquifer contributions, the perched aquifer recession curve is used to estimate the parameters controlling release from the hillslope-storage Boussinesq model (viz. horizontal hydraulic conductivity, \( k_h \), and drainable porosity, \( f \)). The maximum perched aquifer baseflow contribution is used to define the steady-state recharge rate required to generate this amount of drainage. This recharge rate is then applied to the \( h_sB \) model to bring it to steady-state, after which recharge is set to zero and the model parameters are estimated such that the time history of relaxation from the maximum baseflow matches the observed recession. Since these parameters also define the total storage during steady state, this procedure is repeated until no further improvements, measured by means of least square error, are obtained using the downhill Simplex parameter estimation algorithm (Nelder and Mead, 1965). The maximum water table depth during steady state is next used to define the upper boundary of perched aquifer storage capacity, expressed as maximum perched aquifer depth, \( D \).

Other conceptualizations of observed baseflow dynamics could have been proposed to capture the early-time non-linear behavior, such as the transmissivity feedback mechanism (Bishop, 1991). Given the size of the selected catchments and the lack of biogeochemical data it is very difficult to unambiguously decide which subsurface flow mechanism is responsible for the observed baseflow dynamics and both conceptualizations (the one used in this study and the one based on transmissivity feedback) are equally likely.

### 3.1.3 Step 2: streamflow generation during dormant season

The total amount of baseflow produced by our model does not depend on the parameters assigned during the previous step, but on the total amount of infiltrated water that percolates down to the perched water table and the deep aquifer. Likewise, total streamflow generated by our model during the dormant season will include direct runoff produced either through infiltration excess or saturation excess. The next step therefore is to assign values to parameters controlling the infiltration and percolation processes in the root zone. From available soil databases, such as STATSGO and SURGO, we select the dominant soil type within a given catchment. From this soil type we assign values of total porosity and residual porosity, \( \theta_r \) and \( \theta_f \), using look-up tables from Clapp and Hornberger (1978). Other soil hydraulic parameters, viz. sorptivity and vertical hydraulic conductivity, are estimated by means of the downhill Simplex algorithm using a multi-objective function that accounts for the absolute values of normalized residuals between modeled and observed baseflow, direct runoff, and total streamflow volumes. In this way we select infiltration and percolation parameters that match all runoff generation mechanisms active in the catchment during the dormant season. Parameters that control root water uptake are set to typical values from look-up tables associated with dominant vegetation type.

Once reasonable parameter values for the hydraulic properties of the root zone soil are obtained, other critical processes such as deep aquifer percolation and snow melt, are added to the list of parameters to be optimized. The fraction of total percolation that enters the deep aquifer will control late time recession dynamics. Snowmelt during the dormant season may or may not be an active process, depending on the climate of the basin. In any case, we test whether better modeling performance can be achieved by adding these three parameters (fraction of total percolation rate, melt rate \( M \), and threshold temperature \( T_{th} \)). Since we use basin-average and daily averaged temperature to force the snow melt model, the value of the temperature threshold and melt rate should be interpreted with care.

### 3.1.4 Step 3: streamflow generation during growing season

During the growing season, parameters that control root water uptake and vegetation transpiration will have an important effect on hydrological partitioning of incoming water and energy fluxes. These parameters include soil and vegetation parameters such as critical moisture content, \( \theta_c \), wilting point moisture content, \( \theta_w \), vegetation root fraction, \( V_{RF} \), vegetation light use efficiency, \( \mu \), as well as aerodynamic parameters, such as zero plane displacement height, \( d \), and roughness length, \( z_0 \). These aerodynamic parameters are related to the vegetation height through (Brutsaert, 2005):

\[
d = 0.67 \, H_v
\]

\[
z_0 = 0.123 \, H_v
\]

and therefore vegetation height, \( H_v \), is used during the parameter estimation procedure. The five parameters are estimated using the same procedure as described above (downhill Simplex). Once reasonable parameter values are obtained, the snowmelt parameters are revisited to investigate if better model performance can be obtained by means of modified values from previous iterations.

### 3.1.5 Step 4: channel network routing

The next step takes the daily-generated surface runoff (both infiltration excess and saturation excess) and uses Eq. (6) to route these volumes to the catchment outlet. These routed volumes are added to the daily subsurface flow from the perched aquifer and fractured bedrock aquifer. The two routing parameters, \( c \) and \( F \), are estimated by maximizing the
Nash-Sutcliffe efficiency (Nash and Sutcliffe, 1970) measure for streamflow values.

3.2 Matching hydrologic signatures

The final step in our model identification procedure is to compare modeled and observed hydrologic signatures, such as the annual runoff coefficient, annual baseflow index and the slope of the flow duration curve (Gupta et al., 2008; Yilmaz et al., 2008). The annual runoff coefficient for any given hydrologic year is defined as:

\[ R_{QP} = \frac{\sum_{t=1}^{365} Q(t)}{P(t)} \]  \hspace{1cm} (35)

where \( t \) is day in hydrologic year (1 October–30 September). Similarly, the annual baseflow index is defined as:

\[ I_{BF} = \frac{\sum_{t=1}^{365} Q_b(t)}{Q(t)} \]  \hspace{1cm} (36)

The slope of the flow duration curve is defined as (Yadav et al., 2007; Sawicz et al., 2011):

\[ S_{FDC} = \frac{\ln (Q_{33\%}) - \ln (Q_{66\%})}{0.66 - 0.33} \]  \hspace{1cm} (37)

where \( Q_{33\%} \) and \( Q_{66\%} \) are the flow values exceeded 33 % and 66 % of the time, respectively. Discrepancies between modeled and observed hydrologic signatures are used to repeat the parameter estimation procedure after Step 1 until no further improvements in reproducing these signatures are obtained.

4 Study sites and model identification results

4.1 Study sites across climate gradient

We applied the above described hydrologic analysis procedure to 12 MOPEX catchment east of the Rocky Mountains, USA. These catchments were previously used in van Werkhoven et al. (2008) to study SAC-SMA (Sacramento Soil Moisture Accounting) model parameter sensitivities across a hydroclimate gradient using multiple time periods between 1980–1989.

As can be seen from the listed wetness indices and runoff coefficients in Fig. 3, these catchments represent a wide range of climate and hydrologic regimes. Table 1 lists some catchment characteristics of our 12 study sites. Catchment area ranges from 1000 km² to 4500 km². Mean catchment elevation ranges from about 100 to 800 m a.s.l. The mean annual precipitation ranges from 750 mm to 1500 mm, and the mean annual potential evapotranspiration ranges from 1500 mm to 700 mm.

4.2 Forcing data and a priori parameter assignments

4.2.1 Forcing data

The model uses the following eight variables as input time series: precipitation, land surface albedo, air temperature, long and short wave downward radiation, atmospheric pressure, actual vapor pressure and wind speed. Daily precipitation data is provided through the MOPEX website (ftp://hydrology.nws.noaa.gov/pub/gcip/mopex/US_Data/) (Duan et al., 2006). The other seven variables are derived from the 3-h, 1/8 degree hydroclimate data set developed by Maurer et al. (2002), and available at http://
Table 1. Watershed characteristics.

<table>
<thead>
<tr>
<th>River</th>
<th>Outlet location</th>
<th>ID</th>
<th>Area (km²)</th>
<th>Mean Elevation (m)</th>
<th>Mean Annual P (mm)</th>
<th>Mean Annual PE (mm)</th>
<th>Mean Annual RC (Q/P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guadalupe</td>
<td>Spring Branch, TX</td>
<td>GUA</td>
<td>3406</td>
<td>542</td>
<td>765</td>
<td>1528</td>
<td>0.15</td>
</tr>
<tr>
<td>San Marcos</td>
<td>Luling, TX</td>
<td>SAN</td>
<td>2170</td>
<td>295</td>
<td>827</td>
<td>1449</td>
<td>0.22</td>
</tr>
<tr>
<td>English</td>
<td>Kalona, IA</td>
<td>ENG</td>
<td>1484</td>
<td>254</td>
<td>893</td>
<td>994</td>
<td>0.30</td>
</tr>
<tr>
<td>Spring</td>
<td>Waco, MO</td>
<td>SPR</td>
<td>3015</td>
<td>329</td>
<td>1076</td>
<td>1094</td>
<td>0.28</td>
</tr>
<tr>
<td>Rappahannock</td>
<td>Fredericksburg, VA</td>
<td>RAP</td>
<td>4134</td>
<td>204</td>
<td>1030</td>
<td>920</td>
<td>0.37</td>
</tr>
<tr>
<td>Monocacy</td>
<td>Frederic, MD</td>
<td>MON</td>
<td>2116</td>
<td>194</td>
<td>1041</td>
<td>896</td>
<td>0.40</td>
</tr>
<tr>
<td>East Fork White</td>
<td>Columbus, IN</td>
<td>EAS</td>
<td>4421</td>
<td>268</td>
<td>1015</td>
<td>855</td>
<td>0.37</td>
</tr>
<tr>
<td>S. Branch Potomac</td>
<td>Springfield, WV</td>
<td>POT</td>
<td>3810</td>
<td>651</td>
<td>1042</td>
<td>761</td>
<td>0.33</td>
</tr>
<tr>
<td>Bluestone</td>
<td>Pipestem, WV</td>
<td>BLU</td>
<td>1021</td>
<td>787</td>
<td>1018</td>
<td>741</td>
<td>0.41</td>
</tr>
<tr>
<td>Amite</td>
<td>Denham Springs, LA</td>
<td>AMI</td>
<td>3315</td>
<td>77</td>
<td>1564</td>
<td>1073</td>
<td>0.39</td>
</tr>
<tr>
<td>Tygart Valley</td>
<td>Philip, WV</td>
<td>TYG</td>
<td>2372</td>
<td>709</td>
<td>1166</td>
<td>711</td>
<td>0.63</td>
</tr>
<tr>
<td>French Broad</td>
<td>Asheville, NC</td>
<td>FRE</td>
<td>2448</td>
<td>819</td>
<td>1383</td>
<td>819</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Fig. 4. Observed versus simulated runoff coefficients for all 12 catchments for the period 1990–1999. The error bars represent ±1 standard deviation of the observed and modeled annual runoff coefficients, respectively.

Fig. 5. Observed versus simulated baseflow indices for all 12 catchments for the period 1990–1999. The error bars represent ±1 standard deviation of the observed and modeled annual baseflow indices, respectively.

4.3 Modeling results

Figure 4 compares observed and modeled average runoff coefficient for the period 1990–1999 for all 12 catchments. We used 1990–1994 to calibrate the model and ran the calibrated model for 1990–1999. As can be seen, the model has captured very well the average annual water balance, and similar results were obtained for the inter-annual variability of hydrologic partitioning (not shown). From Fig. 5 we can see that the model also captured very well the fraction of total streamflow that is generated as baseflow. The observed baseflow indices in Fig. 5 are computed after baseflow separation, as described in Sect. 3, while the modeled baseflow indices are computed from the generated baseflow volumes from the perched and deep aquifer in the model. There is a slight tendency to underestimate the baseflow contribution to streamflow but the differences between observed and modeled average baseflow index are not statistically significant.
In order to evaluate the model performance at daily time steps, Fig. 6 shows the observed and modeled flow duration curves for the period 1990–1999 for all catchments. Even though the model efficiency to reproduce observed hydrographs is moderate (see inset values of Nash-Sutcliffe efficiencies in Fig. 6), the match with observed flow duration curves is remarkable at all flow levels (with a few exceptions). This suggests that the model captures the dynamic transformation of climate forcing into streamflow rather well but that timing of individual storm events may not be modeled accurately. For the purpose of this study we consider it more important to be able to reproduce the different modes of response (in terms of frequencies of low, medium and high flow) given certain climate forcing than to match/overparameterize the model to fit hydrographs.

Figure 7 compares the monthly regime curves of precipitation, evapotranspiration and discharge for two catchments in different climate settings. San Marcos catchment in Texas (left panel of Fig. 7) is a water-limited catchment, whereas Amite catchment in Louisiana (right panel of Fig. 7) is a more energy-limited catchment. The model reproduces the discharge regime curve for both catchments remarkably well, illustrating that the model is capable of filtering different climate signals in ways that are comparable with the real catchment filters. Similar results were obtained for the other 10 catchments (not shown).

5 Discussion

5.1 Model parameters and time scales

Table 2 lists all model parameters for all 12 catchments, together with catchment characteristics derived from available geographic information, such as drainage area, mean catchment slope and mean channel slope. Total porosity was selected from look-up tables (Clapp and Hornberger, 1978) based on dominant soil type. All other parameters were obtained using the methods described in Sect. 3. From these model parameters we have computed the different time scales discussed in Sect. 2.4 (see Table 3). Many different dimensionless numbers can now be formulated as ratios of time scales. In the next section we relate these time scales and dimensionless numbers to hydrologic signatures to reveal scaling relationships that could be used to determine hydrologic similarity between different catchments.

An attempt to perform an automated parameter sensitivity analysis failed due to the highly coupled and non-linear character of the model equations, which caused instabilities in the numerical solution of Eq. (1). In future work we will reformulate the presented model and replace the dynamic groundwater equation with derived storage-discharge relationships. This will remove most of the issues of numerical stability and will allow testing of the parameter uncertainty and sensitivity
required to assess how representative the listed parameter values in Table 2 are.

5.2 Regionalization and scaling relationships

We regressed all readily available catchment characteristics, such as drainage area and mean catchment slope, to the different model parameters, in an attempt to reveal regionalization patterns. Not many linear regressions between catchment characteristics and model parameters were statistically significant at 95% confidence limits. Table 4 shows all regression relationships that were significant with $p < 0.05$ (some were significant at $p < 0.01$, indicated by *). Figure 8 shows some of these statistically significant relationships for the no-snow dominated catchments. Only very few significant relationships showed up for all 12 catchments or for the 6 snow dominated catchments, indicating that the parameters of the snow dominated catchments were not related to catchment characteristics and therefore could not be regionalized. The remaining regression relations for the 6 no-snow catchments appear to be rather strong. In particular, information of minimum and maximum LAI can be translated to root zone and vegetation parameters in the model quite reliably. Mean elevation of the 6 catchments seems to be strongly related to the saturated hydraulic conductivity of the transmission zone, while catchment slope defines vegetation height. The latter relationship is most likely caused by the a priori choice of vegetation height from land cover databases that show a similar relation between vegetation height and catchment slope (K. Sawicz, personal communication, 2010). However, these regressions are mainly the result of our hydrograph analysis to inform model parameters rather than from regression catchment characteristics and hydrologic response. Obviously more work is needed to define the robustness of these relationships, their physical meaning (why is hydraulic conductivity of the transmission zone related to mean elevation?), as well as answering the question why no significant relationships showed up for the snow dominated catchments. It is possible that the soil parameters defined during the dormant season are affected during the snow accumulation period while in fact most partitioning processes controlled by these soil parameters are inactive. Another possible explanation is that different parameters of the model control different runoff generation mechanisms in different climates (van Werkhoven et al., 2008). We will address this issue in our on-going research.

Next, we regress the model time scales to hydrologic signatures (runoff coefficient, baseflow index and slope of the flow duration curve; Table 5). Figure 9 shows some of these regression relationships. Even though our initial regression analysis is based on simple linear regression, some
Fig. 9. Linear and non-linear regression relationships, significant at \( p < 0.05 \) (* indicates \( p < 0.01 \)), between hydrologic signatures and model time scales. Triangles indicate no snow catchments and dots represent snow catchments.

Regression functions were altered when non-linear relations were apparent from the data trends. Again, no strong regression relationships showed up for the snow-dominated catchments, so Fig. 9 shows only significant relationships for no snow catchments. It should be kept in mind that the reported \( R^2 \) values apply to the initial linear regression analysis (as well as the significance levels), even though after inspection of the data trends it was clear that non-linear (power law) regressions better represent the patterns. The runoff coefficient is related to 3 time scales of the models: the time scale related to emptying the canopy store (function of potential evaporation, and thus strongly related to climate), the time scale associated with emptying the root zone by transpiration (a function of actual evapotranspiration and thus part of the competition between ET and drainage), and the time scale related to emptying the transmission zone through drainage (clearly defining the generation of slow flow at the expense of ET). RC is clearly also affected by the mean storm duration, a climate time scale and not a model time scale. Zooming in on the latter two model time scales and how they relate to RC, it is interesting to note that RC increases when it takes longer for the root zone to be emptied by ET, indicating in such situations water can move through the root zone to become baseflow or is more likely to generate quick flow. Likewise, RC is higher when it takes less time to empty the transmission zone through drainage, indicating the (lack of) feedback between subsurface moisture storage and ET through capillary fluxes.

Baseflow index is strongly and linearly related to the time scale associated with filling up the root zone by rainfall. When that time scale is short, less water will leave the catchment as baseflow and more as surface runoff. This does not seem to be affected much by climate, since even in our most arid catchments the baseflow index can be high (e.g. GUA which is a karst dominated catchment).

The only relationship that holds for all 12 catchments is between the slope of the FDC and the time scale of the deep aquifer. This relationship is especially robust because of the physical link between short time scales of the linear reservoir behavior and the release of water from the catchment, as captured by the slope of the FDC.

Finally, we regressed hydrologic signatures with different dimensionless numbers, created as ratios of the model time scales. We used \( \pi_{i-j} \) to indicate the dimensionless number created by time scale \( i \) over time scale \( j \), with \( i \) and \( j \) indices referring to time scales listed in Table 3. For instance, \( \pi_{2-8} \) is defined by the ratio of the time scale to empty canopy storage by potential ET and the time scale of the perched aquifer advection. It is clear from Fig. 10 that the aridity index is a strong control on the runoff coefficient, for all 12 catchments.
There is no surprise since the left panels of Fig. 10 are nothing but the Budyko curve for our catchments. However, for
the no-snow catchments, a dimensionless number defined by the
rule scale to empty the canopy storage (linked to PET) and
the diffusion time scale of perched aquifer drainage (linked
to catchment early-stage drainage), does equally well to ex-
plain the observed variance compared to the aridity index ($R^2$
of 0.935 at $p < 0.01$ vs. 0.926 at $p < 0.05$, respectively).
Figure 11 suggests that the same dimensionless number
($\pi_{15-12}$: ratio of interstorm duration to deep aquifer time
constant) explains both the baseflow index and the slope of
the FDC for all 12 catchments, even though stronger rela-
tionships are possible when separating snow from no-snow
catchments and when using different dimensionless num-
bers. In any case, the time scales of aquifer drainage always
play an important role to explain these hydrologic signatures,
indicating that subsurface catchment characteristics are con-
trolling release of water stored in the saturated zone.

5.3 Co-variation of climate, vegetation and soil time
scales

Finally, we investigated how different ratios of time scales
are related to each other. If significant (linear or non-linear)
relationships exist between different dimensionless numbers
characterizing the catchments, this could indicate that dif-
ferent time scales interact to create systematic emerging
patterns of hydrologic partitioning across the climate grad-
ient. For example, Fig. 12 shows a strong linear relationship

\[ R^2 = 0.86; p < 0.0001 \] between $\pi_{14-9}$ and $\pi_{2-8}$. Catchments
with low values of these two dimensionless numbers have cli-
mates characterized by high PET and short storm durations,
have low canopy storage capacity (low LAI), slowly drain
the root zone and transmission zone, and have low perched
aquifer storage capacity and hence high transmission zone
storage capacity. The opposite is true for catchments with
high values for these 2 dimensionless numbers. The data
suggest either a linear trend between those two extremes or a
non-linear (sigmoid) trend. The latter has a lower mean abso-
lute error regarding the data points. All this indicates that cli-
mate, vegetation and subsurface characteristics of root zone,
transmission zone and perched aquifer somehow co-evolve
along the climate gradient.

To test whether the observed trend can be explained solely
by trends in mean storm duration (time scale 14 in y-axis) and
mean potential evapotranspiration (denominator of time
scale 2 in x-axis), we plotted these two climate variables
against each other in the bottom panel of Fig. 12. It is clear
that the trend of the top panel cannot be explained by cli-
mate only, and that we have to take vegetation and subsur-
face characteristics identified through our process-based hy-
drograph analysis into account. This reinforces the notion
that climate, vegetation and subsurface storage and release
properties of these basins co-vary systematically across the
climate gradient.

### Table 2. Model parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>GUA</th>
<th>SAN</th>
<th>ENG</th>
<th>SPR</th>
<th>RAP</th>
<th>MON</th>
<th>EAS</th>
<th>POT</th>
<th>BLU</th>
<th>AMI</th>
<th>TYG</th>
<th>FRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area (km$^2$)</td>
<td>3406</td>
<td>2170</td>
<td>1484</td>
<td>3015</td>
<td>4134</td>
<td>2116</td>
<td>4421</td>
<td>3810</td>
<td>1021</td>
<td>3315</td>
<td>2367</td>
<td>2448</td>
</tr>
<tr>
<td>Mean catchment slope ($\pi$)</td>
<td>0.093</td>
<td>0.063</td>
<td>0.057</td>
<td>0.025</td>
<td>0.116</td>
<td>0.073</td>
<td>0.018</td>
<td>0.276</td>
<td>0.235</td>
<td>0.029</td>
<td>0.239</td>
<td>0.243</td>
</tr>
<tr>
<td>Mean channel slope ($\pi$)</td>
<td>0.0017</td>
<td>0.0022</td>
<td>0.0016</td>
<td>0.0012</td>
<td>0.0013</td>
<td>0.0028</td>
<td>0.0007</td>
<td>0.0027</td>
<td>0.0011</td>
<td>0.0010</td>
<td>0.0044</td>
<td>0.0016</td>
</tr>
</tbody>
</table>

*Table 2. Model parameters.*

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil type</td>
<td>$cl^1$ $cl^2$ $cl^3$ $sil^1$ $sil^2$ $sil^3$ $l^1$ $l^2$ $l^3$ $st^1$</td>
</tr>
<tr>
<td>Moisture content at saturation</td>
<td>0.476</td>
</tr>
<tr>
<td>Snow melting rate (mm d$^{-1}$)</td>
<td>70</td>
</tr>
<tr>
<td>Transmissibility zone hydraulic conductivity (cm$^d$-1)</td>
<td>0.05</td>
</tr>
<tr>
<td>Horizontal hydraulic conductivity (m$d$-1)</td>
<td>259</td>
</tr>
<tr>
<td>Recharge fraction to deep aquifer (%)</td>
<td>0%</td>
</tr>
<tr>
<td>Deep aquifer parameter (d$^{-1}$)</td>
<td>0.013</td>
</tr>
<tr>
<td>Vegetation height (m)</td>
<td>6.75</td>
</tr>
<tr>
<td>Vegetation root fraction (%)</td>
<td>60%</td>
</tr>
<tr>
<td>Light use efficiency (%)</td>
<td>60%</td>
</tr>
<tr>
<td>Minimum leaf area index ($)</td>
<td>0.4</td>
</tr>
<tr>
<td>Maximum leaf area index ($)</td>
<td>1.3</td>
</tr>
<tr>
<td>Channel network velocity (m s$^{-1}$)</td>
<td>0.053</td>
</tr>
<tr>
<td>Snow temperature threshold (C)</td>
<td>2</td>
</tr>
<tr>
<td>Snow melting rate (mm d$^{-1}$ C$^{-1}$)</td>
<td>–</td>
</tr>
</tbody>
</table>

1 $cl$ = clay; 2 $sil$ = silt; 3 $scl$ = sandy clay; 4 $l$ = loam; 5 $sil$ = sandy loam

Table 3. Time scales.

<table>
<thead>
<tr>
<th>No.</th>
<th>Time Scale (days)</th>
<th>GUA</th>
<th>SAN</th>
<th>ENG</th>
<th>SPR</th>
<th>RAP</th>
<th>MON</th>
<th>EAS</th>
<th>POT</th>
<th>BLU</th>
<th>AMI</th>
<th>TYG</th>
<th>FRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Canopy filling</td>
<td>0.07</td>
<td>0.07</td>
<td>0.12</td>
<td>0.10</td>
<td>0.19</td>
<td>0.19</td>
<td>0.14</td>
<td>0.29</td>
<td>0.24</td>
<td>0.12</td>
<td>0.19</td>
<td>0.15</td>
</tr>
<tr>
<td>2</td>
<td>Canopy emptying</td>
<td>0.04</td>
<td>0.05</td>
<td>0.22</td>
<td>0.15</td>
<td>0.23</td>
<td>0.29</td>
<td>0.19</td>
<td>0.29</td>
<td>0.30</td>
<td>0.20</td>
<td>0.33</td>
<td>0.27</td>
</tr>
<tr>
<td>3</td>
<td>Snow melting</td>
<td>–</td>
<td>–</td>
<td>22.7</td>
<td>–</td>
<td>–</td>
<td>19.6</td>
<td>26.7</td>
<td>33.7</td>
<td>8.0</td>
<td>–</td>
<td>20.7</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>Root zone filling by rainfall</td>
<td>13.1</td>
<td>12.5</td>
<td>22.7</td>
<td>5.5</td>
<td>15.3</td>
<td>15.3</td>
<td>3.8</td>
<td>13.5</td>
<td>9.7</td>
<td>2.3</td>
<td>8.9</td>
<td>18.9</td>
</tr>
<tr>
<td>5</td>
<td>Root zone filling by melting</td>
<td>–</td>
<td>–</td>
<td>43.6</td>
<td>–</td>
<td>–</td>
<td>41.2</td>
<td>23.1</td>
<td>50.7</td>
<td>7.6</td>
<td>–</td>
<td>19.7</td>
<td>–</td>
</tr>
<tr>
<td>6</td>
<td>Root zone emptying by drainage</td>
<td>59.5</td>
<td>31.6</td>
<td>25.9</td>
<td>62.1</td>
<td>35.4</td>
<td>23.4</td>
<td>25.2</td>
<td>42.8</td>
<td>75.2</td>
<td>42.6</td>
<td>15.5</td>
<td>69.4</td>
</tr>
<tr>
<td>7</td>
<td>Root zone emptying by transpiration</td>
<td>20.6</td>
<td>21.4</td>
<td>53.8</td>
<td>45.0</td>
<td>48.6</td>
<td>42.8</td>
<td>20.0</td>
<td>76.1</td>
<td>31.7</td>
<td>23.8</td>
<td>40.9</td>
<td>94.5</td>
</tr>
<tr>
<td>8</td>
<td>Transmission zone filling</td>
<td>833</td>
<td>411</td>
<td>110</td>
<td>298</td>
<td>167</td>
<td>169</td>
<td>108</td>
<td>121</td>
<td>310</td>
<td>104</td>
<td>74</td>
<td>125</td>
</tr>
<tr>
<td>9</td>
<td>Transmission zone emptying</td>
<td>742</td>
<td>424</td>
<td>112</td>
<td>370</td>
<td>248</td>
<td>175</td>
<td>126</td>
<td>122</td>
<td>372</td>
<td>198</td>
<td>77</td>
<td>193</td>
</tr>
<tr>
<td>10</td>
<td>Boussinesq aquifer advective</td>
<td>0.8</td>
<td>1.3</td>
<td>9.3</td>
<td>25.8</td>
<td>13.6</td>
<td>2.1</td>
<td>11.2</td>
<td>1.5</td>
<td>0.8</td>
<td>4.6</td>
<td>0.9</td>
<td>1.5</td>
</tr>
<tr>
<td>11</td>
<td>Boussinesq aquifer diffusion</td>
<td>9.4</td>
<td>6.7</td>
<td>68.4</td>
<td>141.4</td>
<td>198.3</td>
<td>17.1</td>
<td>44.4</td>
<td>59.2</td>
<td>65.6</td>
<td>15.0</td>
<td>31.5</td>
<td>37.7</td>
</tr>
<tr>
<td>12</td>
<td>Deep aquifer</td>
<td>–</td>
<td>80.0</td>
<td>18.8</td>
<td>28.6</td>
<td>29.4</td>
<td>31.3</td>
<td>52.6</td>
<td>34.5</td>
<td>25.6</td>
<td>83.3</td>
<td>18.9</td>
<td>52.6</td>
</tr>
<tr>
<td>13</td>
<td>Channel flow</td>
<td>2.7</td>
<td>2.0</td>
<td>4.2</td>
<td>2.8</td>
<td>3.0</td>
<td>3.0</td>
<td>6.9</td>
<td>4.3</td>
<td>4.0</td>
<td>4.1</td>
<td>3.3</td>
<td>9.1</td>
</tr>
<tr>
<td>14</td>
<td>Mean Storm Duration</td>
<td>5.09</td>
<td>5.85</td>
<td>4.88</td>
<td>5.24</td>
<td>7.05</td>
<td>6.06</td>
<td>7.41</td>
<td>11.68</td>
<td>7.14</td>
<td>6.40</td>
<td>11.24</td>
<td>9.02</td>
</tr>
<tr>
<td>15</td>
<td>Mean InterStorm Duration</td>
<td>2.86</td>
<td>2.88</td>
<td>2.49</td>
<td>2.43</td>
<td>2.24</td>
<td>2.17</td>
<td>1.91</td>
<td>1.70</td>
<td>1.99</td>
<td>2.44</td>
<td>1.76</td>
<td>2.11</td>
</tr>
</tbody>
</table>

Table 4. Linear correlation coefficients between catchment characteristics and model parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Cutbacks without snow</th>
<th>Cutbacks with snow</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Area</td>
<td>Catchment slope</td>
</tr>
<tr>
<td>Wilting point</td>
<td>−0.19</td>
<td>−0.34</td>
</tr>
<tr>
<td>Critical point</td>
<td>−0.21</td>
<td>0.31</td>
</tr>
<tr>
<td>Infiltration K</td>
<td>−0.36</td>
<td>−0.49</td>
</tr>
<tr>
<td>Sorptivity</td>
<td>−0.54</td>
<td>−0.55</td>
</tr>
<tr>
<td>Root zone depth</td>
<td>−0.09</td>
<td>0.51</td>
</tr>
<tr>
<td>Depth to bedrock</td>
<td>0.15</td>
<td>−0.59</td>
</tr>
<tr>
<td>Root zone K</td>
<td>−0.05</td>
<td>0.77</td>
</tr>
<tr>
<td>Transmission zone K</td>
<td>−0.47</td>
<td>0.77</td>
</tr>
<tr>
<td>Drainable porosity</td>
<td>0.65</td>
<td>0.31</td>
</tr>
<tr>
<td>Horizontal K</td>
<td>0.04</td>
<td>−0.20</td>
</tr>
<tr>
<td>Fraction to deep Aq.</td>
<td>−0.49</td>
<td>−0.26</td>
</tr>
<tr>
<td>Deep aquifer param.</td>
<td>−0.49</td>
<td>−0.18</td>
</tr>
<tr>
<td>Vegetation height</td>
<td>0.26</td>
<td>0.86</td>
</tr>
<tr>
<td>Root fraction</td>
<td>−0.17</td>
<td>0.44</td>
</tr>
<tr>
<td>Light use efficiency</td>
<td>−0.18</td>
<td>−0.35</td>
</tr>
<tr>
<td>Channel velocity</td>
<td>−0.67</td>
<td>−0.49</td>
</tr>
<tr>
<td>Snow temp. threshold</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Melting rate</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Bold prints are significant at 95% CL; * indicates significance at 99% CL.
Table 5. Linear correlation coefficients between hydrologic signatures and model time scales.

<table>
<thead>
<tr>
<th>Time Scale</th>
<th>Runoff coefficient</th>
<th>Baseflow index</th>
<th>Slope FDC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>No-Snow</td>
<td>Snow</td>
</tr>
<tr>
<td>Canopy filling</td>
<td>0.46</td>
<td>0.72</td>
<td>0.03</td>
</tr>
<tr>
<td>Canopy emptying</td>
<td>0.80*</td>
<td>0.92*</td>
<td>0.65</td>
</tr>
<tr>
<td>Snow melting</td>
<td>−0.29</td>
<td>-</td>
<td>−0.29</td>
</tr>
<tr>
<td>Root zone filling by rainfall</td>
<td>−0.01</td>
<td>0.29</td>
<td>−0.44</td>
</tr>
<tr>
<td>Root zone filling by melting</td>
<td>−0.54</td>
<td>-</td>
<td>−0.54</td>
</tr>
<tr>
<td>Root zone emptying by drainage</td>
<td>−0.11</td>
<td>0.30</td>
<td>−0.27</td>
</tr>
<tr>
<td>Root zone emptying by transpiration</td>
<td>0.45</td>
<td>0.85</td>
<td>0.30</td>
</tr>
<tr>
<td>Transmission zone filling</td>
<td>−0.68</td>
<td>−0.81</td>
<td>−0.17</td>
</tr>
<tr>
<td>Transmission zone emptying</td>
<td>−0.66</td>
<td>−0.84</td>
<td>−0.14</td>
</tr>
<tr>
<td>Boussinesq aquifer advective</td>
<td>−0.23</td>
<td>−0.06</td>
<td>−0.48</td>
</tr>
<tr>
<td>Boussinesq aquifer diffusion</td>
<td>−0.03</td>
<td>0.13</td>
<td>0.53</td>
</tr>
<tr>
<td>Deep aquifer</td>
<td>−0.23</td>
<td>−0.09</td>
<td>0.34</td>
</tr>
<tr>
<td>Channel flow</td>
<td>−0.18</td>
<td>−0.18</td>
<td>0.08</td>
</tr>
<tr>
<td>Mean Storm Duration</td>
<td>0.65</td>
<td>0.94*</td>
<td>0.50</td>
</tr>
<tr>
<td>Mean InterStorm Duration</td>
<td>−0.70</td>
<td>0.89</td>
<td>−0.47</td>
</tr>
</tbody>
</table>

Bold prints are significant at 95% CL; * indicates significance at 99% CL.

Fig. 11. Significant linear relationships between baseflow index and slope of the FDC and different dimensionless numbers related to model time scales (4: root zone filling by rain; 9: transmission zone emptying; 11: Boussinesq aquifer diffusion; 12: deep aquifer; 15: mean inter-storm duration). Triangles indicate no snow catchments and dots represent snow catchments.

Apparently, our hydrograph analysis with the aid of the process-based model resulted in a systematic variation of subsurface properties, expressed as time scales related to the root zone and transmission zone, between dry less vegetated and wet more vegetated catchments. At the far left in Fig. 12 appear the catchments situated in Texas (GUA and SAN) and Missouri (SPR) and at the far right are catchments situated in West Virginia (POT and TYG). If such relationship between climate, vegetation and soil time scales can be shown to hold for other catchments along similar climate gradients, it can provide guidance for catchment model parameterization that would apply to ungauged basins. Obviously more research is required to support this conclusion.

5.4 Limitation of bottom-up modeling approach to explain hydrologic similarity

There are a number of disadvantages associated with the procedure outlined in this paper. First, model construction is to some degree subjective and different hydrologists will develop different generic catchment models with the same purpose of capturing hydrologic response. Therefore, model time scales derived from individual model components are not universal and will depend on the model construction. Model inter-comparison is needed to check to what degree different model formulations will lead to different conclusions about the cause of hydrologic similarity. The observed scaling relations between model time scales and hydrologic signatures presented in this study should therefore be interpreted with care, as they are probably unique to the modeling procedure used in this study, and more work is needed to test their robustness.
Fig. 12. Left panel: relationship between two dimensionless numbers characterizing co-variation between climate forcing, canopy storage and belowground storage and release characteristics of the 12 catchments. The data suggest either a linear or a sigmoid functional relationship, with MAE (mean absolute error) smallest for the latter; right panel: lack of significant relationship between mean storm duration and potential evapotranspiration illustrating that trend in top panel is not due to climate gradient only.

Second, the described hydrograph analysis to select appropriate model parameters is time consuming. Some of the hydrograph analysis can be performed with the aid of computer scripts, but still requires supervision of a skilled hydrologist. Applying our procedure to all 280 catchments used by Sawicz et al. (2011) is therefore beyond the scope of this work, but will ultimately be required to test the robustness of our preliminary results.

Third, our method requires daily observations of precipitation, temperature, streamflow, and other hydrometeorological variables. These are, by definition, not all available in ungauged basins. Even though several model parameters can be selected a priori from available databases and remote sensing products, it is unclear whether this can lead to the construction of behavioral models that can guide catchment classification methods in ungauged basins. However, the observed co-variation between model time scales along a climate gradient is an encouraging result for application in ungauged basins.

6 Conclusions

In this study, we developed a parsimonious process-based modeling procedure to investigate hydrologic similarity across catchments. The basic idea behind this approach is that we use the model to interrogate hydrologic behavior manifested in streamflow dynamics that are the result of how catchment properties, such as soils, aquifers, geomorphology and vegetation filter available water and energy fluxes. Different parts of the hydrograph reflect different catchment functions (e.g. baseflow recession during dormant season) that can be captured in individual model components through parameter selection informed by careful hydrograph analysis. The resulting parameter values reveal characteristic model time scales of partitioning, storage and release of water at the catchment scale. These model time scales can be grouped as dimensionless numbers that serve as similarity indices to explain specific hydrologic behavior.

We applied this procedure to 12 catchments across a climate gradient in the eastern US. The process-based model is capable of representing accurately observed hydrologic responses at annual, seasonal and daily time scales. Some model parameters are related to specific catchment properties, which offer potential for regionalization. At the same time, we show that inter-catchment variability of three hydrologic signatures (runoff coefficient, baseflow index and slope of the flow duration curve) can be explained by variability in model time scales and their dimensionless ratios.

Perhaps the most intriguing result of our study is shown in Fig. 12. Figure 12 suggests that climate, vegetation and soil storage and conductivity co-vary predictably across a climate gradient. Apparently, available energy and storm characteristics interact with catchment properties, such as vegetation cover and belowground water storage and release capacity, and result in specific water balance partitioning. It is well known that local vegetation and soil properties vary systematically along climate gradients in similar geologic settings (Rasmussen et al., 2011; Anderson and Goulden, 2011). It stands to reason that co-evolution of climate, vegetation and soils is also present at larger scales, and that such co-evolution of catchment properties manifest itself in how catchments partition incoming water and energy fluxes. Obviously, at regional scales the initial conditions set by geology and tectonics can strongly control evolutionary trajectories and can result in complicated patterns that are difficult to unravel. Our preliminary results suggest that such co-evolution of catchment properties can be revealed through process-based model interrogation of observed hydrologic behavior, confirming a similar experience.

in Australian catchments (Jothityangkoon and Sivapalan, 2009), which highlights the diagnostic role that process models can be expected to perform in the future. If we go further and develop ways to understand how such co-evolution came about, how it is manifested in hydrologic response, and how it is affected by geologic and tectonic processes, we can make important progress in our ability to predict hydrologic response in ungauged basins as well as in our ability to predict how hydrologic systems will evolve in a changing environment (Wagener et al., 2010).
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