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ABSTRACT: Classical Hamiltonian trajectories are initiated at random points in phase space on a fixed energy shell of a model two degrees of freedom potential, consisting of two interacting minima in an otherwise flat energy plane of infinite extent. Below the energy of the plane, the dynamics are demonstrably chaotic. However, most of the work in this paper involves trajectories at a fixed energy that is 1% above that of the plane, in which regime the dynamics exhibit behavior characteristic of chaotic scattering. The trajectories are analyzed without reference to the potential, as if they had been generated in a typical direct molecular dynamics simulation. The questions addressed are whether one can recover useful information about the structures controlling the dynamics in phase space from the trajectory data alone, and whether, despite the at least partially chaotic nature of the dynamics, one can make statistically meaningful predictions of trajectory outcomes from initial conditions. It is found that key unstable periodic orbits, which can be identified on the analytical potential, appear by simple classification of the trajectories, and that the specific roles of these periodic orbits in controlling the dynamics are also readily discerned from the trajectory data alone. Two different approaches to predicting trajectory outcomes from initial conditions are evaluated, and it is shown that the more successful of them has ~90% success. The results are compared with those from a simple neural network, which has higher predictive success (97%) but requires the information obtained from the “by-hand” analysis to achieve that level. Finally, the dynamics, which occur partly on the very flat region of the potential, show characteristics of the much-studied phenomenon called “roaming.” On this potential, it is found that roaming trajectories are effectively “failed” periodic orbits and that angular momentum can be identified as a key controlling factor, despite the fact that it is not a strictly conserved quantity. It is also noteworthy that roaming on this potential occurs in the absence of a “roaming saddle,” which has previously been hypothesized to be a necessary feature for roaming to occur.

1. INTRODUCTION

There is burgeoning interest in the application of machine learning (ML) methods to problems in computational chemistry,1–21 with special attention having been paid to the fitting of potential energy surfaces (PES) for chemical reactions.22–29 So far, there has been less attention paid to using ML techniques for analysis of chemical trajectory data,30–50 although it appears that this could be a fruitful area of research.

As a first step to undertaking such studies, we present here an analysis of trajectory data generated on a simple two degrees of freedom (2DoF) potential, which allows us to compare information derived from an empirical analysis of the trajectory data alone with that obtainable by a more conventional dynamical systems theory approach.

This paper is organized as follows. In the Method section we present the potential and describe the generation of the trajectory data from it. The Results and Discussion contains three subsections. In the first, we show how phase-space structures controlling the dynamics can be inferred from simple classifications of the trajectories, and how these are related to unstable periodic orbits that can be identified on the analytical potential. In the second subsection we present two different algorithms for predicting the outcomes of trajectories from their initial conditions alone. We compare them with each other.
and with the predictive ability of a simple neural network. We also discuss how it can be possible to make outcome predictions in a formally chaotic dynamical system. In the final subsection we address the appearance of trajectories that show so-called roaming behavior and discuss the possible implications for roaming in general. Finally, in the Conclusion we summarize the key findings and discuss the implications of the results for application of ML techniques to the analysis of trajectory data from classical molecular dynamics simulations.

2. METHOD

The potential studied in this work is related to the simple one-dimensional Morse function, depicted in eq 1

$$V_{MI}(x) = D_1(1 - e^{-\sqrt{k/D_1}(x-r_c)^2})$$

and graphically in Figure 1, which has long been used by chemists to represent a general dissociation of a diatomic molecule to two atoms. If one took the units of energy to be kcal/mol, and units of distance to be Å, the parameters for the Morse potential function shown in Figure 1 would roughly correspond to the vibration of a CH bond. A straightforward extension of this function comes from adding a second configuration-space dimension, as shown in eq 2 and Figure 2. The potential used in this work arises by allowing interaction between two identical two-dimensional Morse functions, as shown in eq 3 and Figure 3. This potential can be thought of as representative of the interaction of an atom with a fixed bond length, homonuclear diatomic molecule. The parameter $b$ in eq 3 controls the distance between the two Morse functions and thereby the energy of the index one saddle created between them.

$$V_{MI}(x, y) = D_1(1 - e^{-\sqrt{k/D_1}(\sqrt{x^2+y^2}-r_c)^2})$$

$$V_{DM}(x, y) = D_1(1 - e^{-\sqrt{k/D_1}(\sqrt{(x-b)^2+y^2}-r_c)^2}) + D_1(1 - e^{-\sqrt{k/D_1}(\sqrt{(x+b)^2+y^2}-r_c)^2}) - D_1$$

In general, the potentials studied here belong to the class of “circles,” characterized by one or more depressions in an otherwise flat plane. We will refer to the particular subclass represented by eq 3 as double-Morse potentials. For all the work described in this paper, the value of $b$ was set at 5. The Hamiltonian used for generation of the trajectories is shown in eq 4. It treats the masses of the diatomic molecule as effectively infinite, so that the center of mass of the system is at the origin. For all the results reported in this paper, the third body had unit mass (i.e., $m = 1$).

$$H(x, p_x, y, p_y) = \frac{p_x^2}{2m} + \frac{p_y^2}{2m} + V_{DM}(x, y)$$

The double-Morse potentials bear obvious similarity to that for the classic Euler three-body problem, in which the attractive potential to each center varies as $r^{-3}$, where $r$ is the distance of the third body from that center. However, the present potential has one important difference: the dynamics on the Euler potential are completely integrable whereas those on the present potential are not, as illustrated by the Poincaré surface of section in Figure 4. Figure 4 shows that the bound
dynamics on the double-Morse potential are largely chaotic, although small islands due to a stable periodic orbit (PO) are apparent. Given that chaotic dynamics are usually associated with extreme sensitivity of outcome to initial conditions,\textsuperscript{41} one might expect that it would be very difficult, at best, to predict outcomes of trajectories on this potential from their initial conditions. However, our interest is in trajectories with an energy slightly above that of the plane, and for these it does turn out to be possible to make outcome predictions with quite high success rates, as discussed below.

Trajectories on the double-Morse potential with $b = 5$ were initiated at random configuration-space coordinates in the rectangle $-15 \leq x \leq 15, -10 \leq y \leq 10$. The two Cartesian components of the momentum were selected randomly, but with the constraint that the total energy for each trajectory was 101 units. Trajectories were integrated using a velocity Verlet algorithm with a fixed time step of $10^{-4}$ units. One million trajectories were run, and the total energy was conserved to better than one part in $10^8$ for each one. Because the total energy was chosen to be above the threshold energy of the flat part of the potential, every trajectory could in principle lead to dissociation of the third particle. Trajectories that had $|x| > 20$ or $|y| > 15$ were assumed to be on dissociative paths and were terminated. However, trajectories could also enter one or other minimum on the potential. Trajectories that achieved $r_A \leq r_e$ or $r_B \leq r_e$, where $r_A = \sqrt{(x + b)^2 + y^2}$ and $r_B = \sqrt{(x - b)^2 + y^2}$, were also terminated. From each starting point, a trajectory was integrated forward in time until it satisfied one of the three termination criteria and then backward in time until it satisfied one of those criteria. Trajectories, some of which are shown in Figure 5, were initiated at the blue dots and integrated forward and backward in time to the two red dots. Each trajectory consequently belonged to one of six connectivity classes, for which we use a two-letter designation, indicating the regions of the potential at the two termini of the trajectory. The initial conditions and connectivity classes for all 10^6 trajectories were recorded and, together, constituted the data set to be analyzed.

3. RESULTS AND DISCUSSION

Empirical Analysis of Trajectory Data. An obvious first step in the analysis of the trajectory data was merely to plot separately the configuration-space (e.g., $\{x,y\}$) coordinates of the initial conditions for each connectivity class. Unsophisti-
In addition to the apparent configuration-space boundaries between connectivity classes, the plots of initial conditions for the AA and BB classes in Figure 6 each show small numbers of points that are well separated from the principal groups, and seem possibly to be tracing out paths in configuration space. These points turn out to be initial conditions corresponding to so-called roaming trajectories. \(^{30–37}\) Roaming is discussed in more detail below, in a subsection dedicated to the topic.

Clear relationships could be discerned between the individual data sets shown in Figure 6. The “non-roaming” AA and BB data points (i.e., those within the roughly circular principal data clusters of each class) were found to fit within the lacunae that are obvious in the AC, BC, and CC data sets. This is illustrated in Figure 7. Although Figure 6 makes it appear that the AA and BB data points approach the origin of the plot more closely than they should if they did indeed fit within the lacunae, this is an artifact of the plots. It was necessary to plot the AA and BB data with a larger point size than the others in order to make the few roaming points visible. When all data are plotted with same point size, there is no overlap among AA, BB, and CC sets, as confirmed in the right-hand panel of Figure 7.

Further boundaries could be found when the momentum data of the initial conditions were included. The Cartesian components of the momentum did not prove to be particularly revealing, but their transformation into angular momentum values did. In particular, calculating the angular momentum, \(lp_{\theta}\), with respect to an origin at the center of the A region of the potential (i.e., \(\{-b,0\}\)) for initial conditions with \(x < 0\), and with respect to an origin at the center of the B region (i.e., \(\{b,0\}\)) for initial conditions with \(x > 0\) revealed new boundaries in phase space, as illustrated in Figure 8. None of the AA or BB data points were found to have \(lp_{\theta} < 9.01\) units. This value appeared clearly in the phase space plots of all the data sets (see Supporting Information), although not always in the role of an inviolable boundary, as it seems to be for the AA and BB sets. The origin and significance of this value are described below.

In order to understand the boundaries between data sets that appear in the empirical analysis of the trajectory data, we choose here to use our prior knowledge about the underlying potential. This is obviously not a step that would be possible for trajectory data generated by direct molecular dynamics, but it serves to illustrate that the boundaries found in the data correspond to phase space objects that one can find by more conventional analysis of dynamics on an analytical potential. We hypothesize that the same would be true for other 2DoF potentials and that related effects might be seen in higher dimensional data.

On a 2DoF potential, boundaries between different types of trajectory behavior correspond to dividing surfaces (DS) built from unstable POs. \(^{32}\) A detailed development of the construction of DSs for 2DoF systems using a certain class of unstable periodic orbits was given in a beautiful series of papers by Pollak, Pechukas, and Child in the 1970s and 1980s. \(^{33–46}\) The resulting periodic orbit dividing surfaces, or PODS, possess many desirable features for determining the rate of crossing of trajectories of this DS. In particular, the DS has the “non-recrossing” property. Mathematically, this means that the Hamiltonian vector field is transverse to the DS. Another property of the DS constructed in this manner is that the flux across the DS is minimal, in the sense that perturbations to the DS lead to a larger flux. One might expect, then, that the boundaries depicted in Figures 6 and 7 would correspond to the configuration-space projections of such periodic orbits. This is indeed the case. Three types of unstable PO have been located (using the method described by Pollak, Pechukas, and Child) at an energy of 101 on the double-Morse potential with \(b = 5\). They are illustrated in Figure 9.

The Type 1 and Type 2 POs come in counter-rotating pairs. \(^{37}\) The Type 3 PO comes as a set of four, consisting of counter-rotating pairs around each of the PES wells. One can guess by inspection that the Type 1 PO forms the boundary around the AB data set depicted in Figure 6. This guess turns out to be correct. None of the initial conditions for AB trajectories could be found with configuration space coordinates outside the perimeter of the Type 1 PO; nor could initial conditions for the AA and BB trajectory classes. This information immediately gives one insight into the role of the Type 1 POs. The dividing surface built on the two Type 1 POs controls dissociation. Any point outside of these POs in configuration space will inevitably (for the selected total energy) yield a trajectory that will head off to infinity in positive and/or negative time integration. Such trajectories consequently cannot belong to the AA, AB, or BB connectivity classes. One might expect, given this analysis, that the initial conditions for CC class trajectories would all be found outside the Type 1 PO perimeter, but the data in Figure 6 show that this is clearly not the case. The reason is that there exist trajectories that can pass from infinity very close to the index one saddle and then back out to infinity, as illustrated in Figure 10. Note that the Type 3 POs do not quite pass through the index one saddle at the origin (see Figure 9). The CC trajectories of the kind just described must (for reasons outlined below) pass through the very narrow gap between the Type 3 POs surrounding the A and B wells. The probability of any trajectory having the initial conditions to do this is low, which is why the density of CC points inside the Type 1 PO...
One can also guess by inspection that the Type 3 POs form the boundaries between the (non-roaming) AA and the CC data sets, and between the (non-roaming) BB and CC data sets. Again, this turns out to be correct. And, again, this information gives one insight into the roles of the dividing surfaces built on the Type 3 POs. It is apparent from Figure 6 that no AC class trajectory can ever pass inside the Type 3 POs around the B well. (It is perhaps worth pointing out that, although the trajectory data points are referred to as initial conditions in this paper, they actually correspond to arbitrary points along any of their respective trajectories, since integration backward in time from each point generates the true “initial” conditions for that trajectory.) Similarly, no BC class trajectory can ever pass inside the Type 3 POs around the A well. And no CC trajectory can ever pass inside any of the Type 3 POs. This latter point provides the reason that the few CC trajectories passing close to the index one saddle must squeeze between the Type 3 POs around each well. The reason that the Type 3 POs define these exclusion zones for some of the trajectories is that any trajectory (for the energy considered here) with configuration space coordinates inside one of the Type 3 POs will inevitably access the minimum in the potential for the PO in question. Hence, the Type 3 POs surrounding the A well all exclude trajectories belonging to connectivity classes that lack the letter A. A corresponding statement applies to the Type 3 POs surrounding the B well. Discussion of the role of the Type 2 PO is deferred until the subsection devoted to roaming.

The origin of the apparently special value of \( |p_\theta| \approx 9.01 \) seen in the phase-space plots becomes apparent when one considers the angular momentum of each of the types of PO. As described earlier, the dynamics on this potential are not completely integrable, and so there are no conserved quantities beyond energy. Nonetheless, as Figure 11 shows, the angular momentum of the Type 1 PO is very nearly conserved, provided that one chooses the right origins for computing it.
One sees that the angular momentum of the Type 1 PO is very nearly constant all the time that the trajectory is in the half (defined by the sign of \(x\)) of the potential corresponding to the origin with which the angular momentum is calculated. The value of \(l_{p,\theta}\) in the region \(0.5 \leq |x| \leq 10.5\) is \(9.019 \pm 0.001\) units. Similar results for the Type 2 and Type 3 POs are shown in Figure 12.

![Figure 12](image)

The Types 2 and 3 POs clearly show larger variations in \(l_{p,\theta}\) than the Type 1, as they approach \(x = 0\), but nonetheless have effectively constant angular momentum for large parts of their excursions. For both POs, the value of \(l_{p,\theta}\) in the region \(2.0 \leq |x| \leq 10.5\) is \(9.019 \pm 0.003\) units. Thus, in the regions where their angular momentum is close to constant, all three POs have very nearly the same value of \(l_{p,\theta}\), and this value is very close to the boundary seen empirically in the phase-space plots of initial conditions. Not only do the three types of PO have very similar values of angular momentum, they also run very close to each other in configuration space for large parts of their excursions. An explanation for these observations is discussed in the Supporting Information.

In summary, then, the boundaries that one finds empirically between sets of initial conditions corresponding to the different connectivity classes correspond to the locations of key unstable periodic orbits in phase space.

**Algorithms for Prediction of Outcomes for Trajectories from Their Initial Conditions.** A common approach to simple, supervised tasks in ML is to assign a new input to one of a number of previously defined classes by calculating its distances from the centers of the data clusters for each class, specified in some chosen space. The assignment is then made on the basis of the smallest distance. In the present case, the obvious analogous approach would be to compute coordinates in the phase space of the centers for the six clusters of initial conditions, corresponding to each connectivity class, and then to predict the outcome of any new trajectory by assigning it to the class to which its initial conditions are closest. Attempts to do this with the Cartesian coordinates and Cartesian components of the momentum were unsuccessful, but this is not very surprising, because the initial \(y\) coordinate, by itself, carries almost no information about the likely outcome of the trajectories on this potential, and because, as described above, the initial \(p_x\) and \(p_y\) values did not separate the different classes of trajectory very well in phase space. Consequently, some experimentation was undertaken to find combinations of phase space coordinates that might lead to better separation. The representation of the data leading to the best observed feature separation (although not proven to be the best possible) is summarized in eq 5 and Table 1. The square of the distance, \(R\), for any point from the data center for each class was computed as shown in eq 5,

\[
R^2 = w_1(r - r_c)^2 + w_2(x - x_c)^2 + w_3(|p_x| - |p_{c,\theta}|)^2
+ w_4(|\tan^{-1}(p_x, p_y)| - |\tan^{-1}(p_{c,\theta}, p_{c,\theta})|)^2
\]

where the \(w_i\) represent the four weights listed in Table 1, and \(r = \sqrt{(x - \text{sign}(x)b)^2 + y^2}\). No effort was made to normalize values of the four coordinates prior to the calculation, because the introduction of the weights for each coordinate allowed normalization constants to be combined with the weights. Initial guesses at the coordinates of each data center (terms with subscript \(c\) in eq 5) were made simply by computing averages for each parameter within a given connectivity class. However, because it was recognized that shapes of data clusters

| Table 1. Coordinates of Data-Cluster Centers in Phase Space |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                 | AA              | AB              | AC              | BB              | BC              |
| \(r_c\)         | 2.654           | 4.738           | 5.649           | 2.654           | 5.649           |
| \(x_c\)         | -5.062          | 0.000           | -4.074          | 5.062           | 4.074           |
| \(l_{p,\theta}\)| 12.940          | 6.682           | 6.621           | 12.940          | 6.621           |
| \(|\tan^{-1}(p_x, p_y)|_c\) | 0.143           | 1.437           | 0.008           | 0.143           | 0.008           |
| training set success | 84.9            | 83.3            | 85.2            | 85.2            | 85.0            |
| test set success   | 85.7            | 82.3            | 85.6            | 84.6            | 84.0            |

*Coordinate \(r = \sqrt{(x - \text{sign}(x)b)^2 + y^2}\). The angular momentum was calculated as described in the text.*
may well be unsymmetrical, the final values of the coordinates and their weights were assigned on the basis of optimization by simulated annealing. The quantity optimized was not simply the overall success of the predictions, because that was found to lead to very uneven success rates between connectivity classes. Instead, the quantity optimized was $S/(1 + \sigma)$, where $S$ is the overall success rate and $\sigma$ is the standard deviation in success rates between each class. The success rates were the percentage of data points in a given connectivity class for which the predicted class was identical to the actual class. The training data set consisted of the original $10^6$ trajectories described in the text. A test data set consisting of an additional $10^6$ trajectories that had not been included in the calculation of fitting parameters was then evaluated using the optimized parameters, with results given in Table 1.

Although these results were encouraging, not least because they were obtained by a general approach that is commonly employed in ML algorithms, it was recognized that not all the information presented in Section 2 of this paper had been utilized and that higher success rates might be achievable if it were. In particular, the localization of initial conditions for the six connectivity classes to different regions of configuration space implied that, if curves defining perimeters for these regions could be found, then outcomes could be predicted separately within each region. Such an approach would have two potential advantages. First, within some regions there would be only three possible outcomes instead of the six for the entire data set. (For example, outside of the curve corresponding to the Type 1 PO, only AC, BC, and CC classes occur.) Second, one could use different criteria to make predictions in different regions, potentially providing greater flexibility to the prediction algorithm.

In order to utilize this approach, it was necessary to define perimeter curves for the different configuration-space regions shown in Figure 13. For the present potential, we know that the perimeter curves correspond to the configuration-space projections of unstable periodic orbits, but in the case of trajectory data generated from direct dynamics simulations, one would not have that information. Consequently, an attempt was made to find perimeter curves simply from the trajectory data themselves. In the case of the curve corresponding to the Type 1 PO, the AB trajectory data were used. The curve corresponding to the left-hand Type 3 PO was generated from the AA, AC, and CC data, and that corresponding to the right-hand Type 3 PO, from BB, BC, and CC data. No attempt was made to find a curve corresponding to the Type 2 PO, because there were too few data points available to do so. In each case the largest area curve that excluded the appropriate data points, or the smallest area curve that contained the appropriate data points was sought. Each curve was described parametrically in terms of sine or cosine series in $x$ and $y$. Detailed functional forms are given in the Supporting Information.

With the perimeter curves defined, each data point could be assigned to one of the regions of Figure 13. For the training data set, criteria were then sought that could best differentiate among the connectivity classes within an appropriate region. This was accomplished by plotting distribution functions of different coordinates or coordinate combinations for the separate connectivity classes within a region. Some representative examples are shown in Figures 14−17 for initial conditions found to be inside the perimeter that we know to represent the left-hand Type 3 PO.

Best-fit functions were found for each of the distributions. When normalized to unit area, these functions provided empirical estimates of the probability that a trajectory in the chosen region and belonging to a particular connectivity class would have any given value of the parameter in question. Assignment of a new data point to a connectivity class then involved the following steps: first the point had to be assigned to one of the regions of configuration space shown in Figure 13. Next, the appropriate parameters for that region were computed from its initial conditions. The probability of each parameter value belonging to a given connectivity class was calculated from the distribution functions. Finally, all of the probabilities for the different parameters were multiplied to give an overall assignment probability. The connectivity class having the largest overall probability was chosen as the one to which the data point should be assigned.

The success rates by class for the training set and the test set are shown in Table 2.

The overall prediction success was 90.7% for the training set and 89.8% for the test set. Preliminary work using neural network ML algorithms has shown significant further improvement in prediction success, with the best achieved so far being 97%. However, even with ML approaches, the success rate depends on the choice of phase space coordinates and momenta used, just as it did with analysis presented above. A combination of machine learning and physical insight is, at least in this example, more successful.
than either used alone. Details of the neural network are given in the Supporting Information.

An obvious question to be addressed is how it can be possible to obtain the results reported in this section, given the partially chaotic dynamics on the double-Morse potential. There are two probable components to the answer. The first concerns the energies involved in the generation of Figure 4 and in the generation of the data sets for the prediction exercises. The Poincaré surface of the section shown in Figure 4 came from tracking a single trajectory for $1.5 \times 10^6$ time units. In order to allow the trajectory to last that long in the vicinity of the minima, it was necessary to prevent it from heading off to infinity by choosing an energy slightly below the threshold value. However, the trajectories in the present data sets were generated with an energy 1% above that of the threshold. Hence, all of these trajectories were, in the limit of infinite time, unbound. Thus, the Poincaré surface of section shown in Figure 4, while serving to demonstrate that the dynamics on this potential are not completely integrable, is not representative of the dynamics at energies above the dissociation threshold. In fact, it is likely that at energies above threshold the present system exhibits the phenomenon of chaotic scattering, where finite-lifetime scattering trajectories coexist with a measure zero set of trapped (infinite lifetime) trajectories associated with a so-called "chaotic repellor."

The second component of the answer concerns the durations of trajectories in the present study, which were typically <100 time units, because of the termination criteria described in Section 1. The termination criterion for trajectories entering the minima on the PES requires some thought. Given that total energy was conserved, it is clear that trajectories entering the minima would eventually have reemerged and, at some point, headed off to infinity. The justification for terminating them on first entry to a minimum is that this potential is supposed to be representative of that for a higher dimensional chemical system, in which there would be additional coordinates coupled to those considered here. Under such circumstances one expects the release of large amounts of kinetic energy, as occurs on entering a deep PES minimum, to be accompanied by at least
some energy redistribution into the other coordinates. If the total energy is only slightly above the threshold, as it was in the present studies, then loss of even a small amount to other coordinates would effectively trap the trajectory in the minimum for an extended period. In general, one sees in classical molecular dynamics that there tends to be a relatively brief (often less than a picosecond) period of time during which reactive trajectories are on the highest energy parts of a PES. Even if the dynamics on the potential is intrinsically chaotic on the long (strictly speaking, infinite) time scale for which chaos is defined, during these short time intervals there may be a good deal more order to the dynamics than a chaotic description would imply. This phenomenon appears to lead to a more significant role for nonstatistical dynamical effects in chemical transformation than would have been expected if the dynamics were truly chaotic.

**Roaming Trajectories on the Double-Morse Potential.** The AA and BB data plots in Figure 6 each revealed small numbers of points at values of $x$ unexpected for their class—i.e. AA class with $x > 0$ and BB class with $x < 0$. These corresponded to points on “roaming” trajectories, which start in one well and terminate in the same well, but do so by orbiting around the other well. Each of these data points had angular momentum close to the previously identified critical value of $\sim 9.01$. This observation allowed a search for more such points by oversampling in the angular momentum range 9.00–9.05. The results are shown in Figure 18, for the BB class. The initial conditions for the roaming trajectories were found to be bounded by the Type 1 and Type 2 POs, as illustrated in Figure 18. Plots of representative roaming BB trajectories are shown in Figure 19.

The occurrence of the roaming AA and BB trajectories is of some interest because in the extensive research on roaming it...
has been hypothesized that the roaming phenomenon requires
the existence of a special “roaming saddle” on the PES. No such saddle exists on this potential.

One might characterize these trajectories as “unproductive roamin since they begin and end in the same well. However, in prototypical chemical examples of roaming, such as in formaldehyde, the corresponding trajectories would be productive. A hydrogen atom begins attached to the carbon atom of formaldehyde, roams around the oxygen, and then returns to the carbon. In the experimentally identifiable event called “roaming,” the hydrogen atom does not then reattach to the carbon, but instead abstracts the second hydrogen. However, this last step, while important in making the roaming detectable, is not really the interesting part of the roaming event. It is the rotation of the hydrogen atom around the HCO fragment that has been the focus of attention and that is well reproduced in the roaming AA and BB trajectories here. The fundamental question in roaming has been why the roaming particle does not dissociate, despite having sufficient energy to do so. The answer on the double-Morse potential considered here is that roaming occurs when trajectories happen to have initial conditions that bring them close in phase space to the unstable periodic orbits. Since all of the roaming trajectories have termini in one or the other well they can never exactly coincide with any of the periodic orbits shown in this paper, which never enter either well. However, it is possible to get asymptotically close to a periodic orbit, and the closer a trajectory gets, the longer it will spend roaming around on the PES. So in short, roaming trajectories on this potential are simply “failed” POs. It may be that, on higher dimensional potentials, the roaming trajectories can similarly be considered “failed”NHIMs (normally hyperbolic invariant manifolds), which are the higher dimensional analogs of periodic orbits, although that remains a conjecture for now. Additional analysis of the roaming trajectories on this potential is provided in the Supporting Information.

4. CONCLUSIONS
The principal conclusions from this work are as follows.

1. The different connectivity classes of trajectories on the double-Morse potential have initial conditions that are not randomly distributed either in configuration space or in phase space.
2. Because of the fact outlined in point 1, one can make probabilistic predictions of outcome for trajectories on this potential, given only their initial conditions. The highest success achieved to date for such predictions (97%) comes from a combination of physical insight and ML by neural network.
3. The dynamics on this potential are demonstrably chaotic below the threshold energy for dissociation. Nonetheless, this does not preclude high success in predicting outcomes for trajectories at energies above the dissociation threshold, even in the presence of chaotic scattering.
4. The phase-space structures that control the dynamics on this potential can be deduced from the trajectory data alone.
5. Roaming trajectories are found, despite the fact that the potential has no “roaming saddle.”
6. The roaming trajectories are seen to be “failed periodic orbits,” i.e. trajectories that come very close to the key unstable periodic orbits at some point in their transit.

Point 4 of the conclusions is arguably the most significant for future work. It holds out the possibility that empirical analysis of trajectory data, even when generated by direct dynamics techniques without benefit of an explicit potential energy surface, might yield insights into the phase space structures controlling the dynamics.

One way to view the results presented here is that they indicate how “reactivity boundaries” might be determined in an automated ML fashion. The nature of reactivity boundaries for N ≥ 2 DoF systems is the subject of ongoing research. For the high-dimensional data that would arise from typical molecular dynamics of polyatomic molecular systems, empirical analysis of reactivity boundaries would be very difficult to accomplish by hand, but may be amenable to machine learning techniques.
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