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Data-Driven Based Optimal Output-Feedback Control of Continuous-Time Systems

Zican Li, Tao Wu, Jing Na*, Jun Zhao, Guanbin Gao and Guido Herrmann

Abstract—In this paper, we propose a novel method to solve the optimal output-feedback control problem of continuous-time (CT) linear systems based on a data-driven based reinforcement learning (RL). An output-feedback Riccati equation is first derived by further tailoring its counterpart of state-feedback optimal control. Then, based on this modified Riccati equation, we further derive an output Lyapunov function, where only the system output rather than the unknown state is involved. This allows to obtain the optimal output-feedback gain based on the measured output only. Then, an online data-driven based policy iteration is suggested to obtain the feedback gain \( K \) and matrix \( P \). Finally, a simulation example is given to prove the effectiveness of the proposed algorithm.

Index Terms—Optimal control; Output-feedback control, Data-driven, Policy iteration, Riccati equation.

I. INTRODUCTION

The purpose of controller design is usually to find a control strategy that stabilizes a closed-loop control system. However, in the control system design, stability is usually the minimum requirement [1]. In this respect, optimal control [2, 3] aims at finding a control that minimizes a predefined cost function, besides the stability. Hence, optimal control has always been a major discipline in the control theory.

In traditional optimal control designs, e.g., optimal regulation control problem [4] and optimal tracking control problems [5, 6], the system dynamics are always assumed to be known, and then offline calculations should be carried out to solve the derived optimal equations. For instance, for linear systems, we can get the solution of the well-known linear quadratic regulation (LQR) problem by solving the associated algebraic Riccati equation (ARE). For nonlinear systems, the derived optimal HJB equation is even more difficult to solve though the system dynamics are fully known.

In recent years, many scholars have revisited optimal control designs [7] by incorporating the principle of adaptation into dynamic programming. This idea leads to a new method named approximate dynamic programming (ADP), which was originally proposed by Werbos [8]. In this framework, neural networks (NNs) are trained to approximate the optimal cost function and then adopted for solving optimal control problem [9, 10]. To derive optimal state-feedback controllers for both linear [11-15] and nonlinear systems [16-20], the idea of reinforcement learning (RL) has also been further exploited, which result in some novel policy iteration (PI) algorithms. However, it is known that in most of above ADP methods, only the state-feedback control problem has been addressed, which means that the system states should be fully known or measurable. This assumption is stringent in some practical applications, where only the system output is available or measurable.

In fact, the output-feedback optimal control problem has not been fully addressed in the ADP literature. The work in [21] used an iterative algorithm to solve the output ARE, which can be conducted offline only. To achieve online solution of optimal output-feedback control, a recent paper [22] suggested an improved PI-based RL algorithm by further tailoring the idea of integral reinforcement learning (IRL). However, the Lyapunov function used in the IRL is based on the system state; this approach in turn leads to a two-step optimal control synthesis, where an observer [23] has to be used to reconstruct immeasurable system states.

Inspired by the above facts, a novel data-driven based policy iteration approach is suggested in this paper to address the output-feedback optimal control problem, where only the measured system output and the input gain matrix are needed. Firstly, after revisiting the LQR problem, an output-feedback Riccati equation is derived by further tailoring its counterpart of the state-feedback control. Then, based on this modified Riccati equation, we can derive an output Lyapunov function, where only the system output rather than the unknown system state is involved. This equation allows to develop a data-driven based policy iteration algorithm to get the output-feedback gain and the solution of modified output ARE online. In this new method, we do not need the immeasurable system state. Consequently, the observer used in [22] to estimate the immeasurable system states is avoided in this paper, which could improve the computational cost.

The rest of this paper is organized as follows. In Section II, we briefly revisit the standard LQR problem, and then we construct an output Riccati equation based on output-feedback. In Section III, a method of data-driven based policy iteration is developed to solve the optimal output-feedback control gain \( K \) and matrix \( P \). In Section IV, a simulation is given to indicate that the effectiveness of the proposed algorithm. Conclusions are given in Section V.
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II. PROBLEM FORMULATION

A Preliminaries

The following continuous-time linear system will be studied in this paper

\[
\begin{align*}
\dot{x} &= Ax + Bu \\
y &= Cx
\end{align*}
\]

where \(x \in \mathbb{R}^n\) and \(y \in \mathbb{R}^p\) are the system state vector and output, and \(u \in \mathbb{R}^m\) denotes the control input, respectively. \(A \in \mathbb{R}^{n \times n}\) and \(B \in \mathbb{R}^{n \times m}\) define the system drift dynamics and input matrix, \(C \in \mathbb{R}^{p \times n}\) is the output matrix.

The purpose of optimal control problem for system (1) is to find appropriate control action \(u\) such that the following cost function can be minimized

\[
J(x(t)) = \int_{t_0}^{\infty} [x^T(t)Q(t) + u(t)Ru(t)]dt
\]

where \(Q = Q^T \geq 0\) and \(R = R^T > 0\) are the weights matrix corresponding to the system state and control input.

Without loss of generality, we suppose that the pair \((A, B)\) is controllable, and the pair \((A, C)\) is observable. If the full knowledge of the system states are measurable, the system can be controlled by using the measured system states, which leads to the so-called state-feedback control, i.e., the conventional linear quadratic regulation (LQR) problem, where the state-feedback control action for system (1) can be given as

\[
\begin{align*}
u &= -K_x x \\
K_x &= R^{-1}B^TP
\end{align*}
\]

where the positive definite matrix \(P\) is the solution for the following algebraic Riccati equation (ARE)

\[
A^TP + PA + Q - PBR^{-1}B^TP = 0
\]

By Bellman’s optimality principle and the optimal control given in (3), the optimal cost function can be displayed as

\[
J(x(t)) = \int_{t_0}^{\infty} [x^T(t)(Q + K RK_x)x(t)]dt = x^T(t)Px(t)
\]

Many algorithms have been reported to solve the ARE given in (4), e.g., offline iteration [17], and online integral reinforcement learning [22]. In fact, the state feedback optimal control has been widely addressed in the literature. In particular, many recent attention has been paid on solving this problem by using the idea of ADP.

B Problem Formulation

In contrast to state-feedback control, the output-feedback optimal control for system (1) is more challenging since only the system output \(y\) can be used for the optimal control implementation. Hence, the aim of this paper is to design an output optimal feedback controller for system (1) to minimize the above cost function (2).

For the static output-feedback control, the control action can be derived directly by the output measurements associated with a constant feedback gain, such that

\[
u = -Ky
\]

where \(K \in \mathbb{R}^{m \times r}\) is a constant gain matrix to be determined.

To synthesis the feedback gain \(K\) in (6), we first find that the control (6) can be further rewritten as \(u = -Ky = -KCx\). Then, substituting (6) into (5), the optimal cost function can be written as

\[
J(x(t)) = \int_{t_0}^{\infty} x^T(t)(Q + C^T K^T R K C x)dt = x^T(t)Px(t)
\]

The derivative of (7) regarding time can be calculated as

\[
x^T(t)(A - BK C)x + x^T(t)Px + x^T(t)(Q + C^T K^T R K C)x = 0
\]

Substituting the output-feedback control (6) into (1), we know that Eq. (8) can be further presented as

\[
x^T(t)(A - BK C)^T P + P(A - BK C)^T + Q + C^T K^T R K C)x = 0
\]

Since the above equation holds for all \(x \in \mathbb{R}^n\), then the following output feedback ARE can be obtained

\[
(A - BK C)^T P + P(A - BK C)^T + Q + C^T K^T R K C = 0
\]

If we can solve the above output ARE (10), then the feedback gain \(K\) can be derived accordingly. However, since both the unknown matrices \(K\) and \(P\) are involved in (10), it could be difficult to solve (10) directly.

In viewing of the state-feedback control (3) and the output feedback control (6), we can have

\[
KC = K_x = R^{-1}B^TP
\]

due to the fact \(u = -Ky = -KCx\) holds mathematically.

Hence, substituting (11) into (10), we can verify that the ARE (10) can be reduced to the standard ARE (4). Hence, based on the analysis given in [24], we know that

**Theorem 1:** [22] Consider linear system (1), if we can find a control gain matrix \(K\) fulfilling the matching condition (11) with the standard ARE (4), then the output-feedback control given in (6) is globally optimal.

**Proof:** The detailed proof has been provided in [24].

As pointed in above analysis and statements in [22], the existence of the above output-feedback gain \(K\) depends on the matching condition (11), which may be stringent, i.e., there might be no \(K\) to satisfy (11) and (4). Hence, we should relax this matching condition. As shown in [22], we could relax the matching condition (11) into the following condition by introducing an extra matrix \(L\)

\[
KC = R^{-1}(B^TP + L)
\]

where \(L\) is an arbitrary matrix, which is chosen to obtain a feasible control gain. Then similar to the analysis shown in
Theorem 1, we can substitute (12) into ARE (10), such that it follows
\[ A^T P + PA + Q - PBR^{-1}B^TP + LR^{-1}L = 0 \] (13)

Hence, we have the following results:

**Theorem 2:** [22] Consider linear system (1), then the output feedback control (6) is stabilizable if and only if:
1) \((A, B)\) is stabilizable and \((A, C)\) is detectable;
2) There exist matrices \(K\) and \(L\) such that the conditions in (12) and (13) are fulfilled, and \(P\) is the solution of Lyapunov equation (13).

**Proof:** A similar proof of Theorem 2 was provided in [22].

Comparing (11) and (4) with (12) and (13), it is found that the matrix \(L\) shows the difference between the optimal state-feedback control and the optimal output-feedback control. Hence, one can conclude that the solutions of (12) and (13) give a suboptimal output-feedback control. Based on this fact, an offline policy iteration algorithm based on the Lyapunov equation (12) and (13) was suggested in [22].

**Algorithm 1** [22]: **Offline Policy Iteration for Output-feedback Control**

1) Start with an admissible control policy \(K_0\) and \(L = 0\)
2) **(Policy evaluation)** Given a control input gain \(K_i\), find the gain matrix \(P_i\) using the equation
\[
(A-BK_iC)^T P_i + P_i(A-BK_iC) + Q + C^T K_i R(K_i)C = 0
\]
(14)

3) **(Policy improvement)** The control policy and the matrix \(L\) can be updated by using
\[
K_{i+1} = R^{-1}(B^T P_i + L)C^T (CC^T)^{-1}C^T
\]
\[
L_{i+1} = RK_{i+1}C - B^T P_i
\]

An offline solution for the output-feedback control can be obtained via the above PI algorithm, which demands the precise dynamics of system (1), e.g., system matrices \(A\) and \(B\). If it achieves convergence, then the equation (12) and (13) give necessary and sufficient conditions. Following this observation, the recent work [22] developed an integral RL (IRL) algorithm to obtain the suboptimal output-feedback policy without knowing the concrete knowledge of system drift dynamics \(A\). However, the method proposed in [22] requires the system state \(x\) to be known in the iteration, which is not the case in the output-feedback control designs. Hence, an observer should be developed in [22], which leads to a two-step control implementation with fairly demanding computational costs. In contrary to [22], we will propose an alternative PI algorithm based on the reinforcement learning to find the optimal output-feedback control solution.

### III. SOLVING OUTPUT-FEEDBACK OPTIMAL CONTROL VIA DATA-DRIVEN METHOD

Inspired by [11], we will introduce an alternative method to obtain the solution (10) by using data-driven adaptive method. The both sides of the equation by \(C^T\), it follows that
\[
C^T(A^T_{i+1}P_i + P_iA_i)C = -C^T(CQ + C^T K_i^T R K_i C)C^T
\]
(16)

The both sides of equation (16) are further multiplied by system state variable \(x\), such that
\[
x^T C^T (A^T_{i+1}P_i + P_iA_i)Cx = -x^T C^T(CQ + C^T K_i^T R K_i C)C^T x
\]
(17)

According to the fact \(y = Cx\), the equation (17) can be further represented as
\[
y^T C(A^T_{i+1}P_i + P_iA_i)Cx = -y^T C(Q + C^T K_i^T R K_i C)C^T y
\]
(18)

Comparing (18) with (9), it is clearly shown that the system state \(x\) can be replaced by the output \(y\), and thus we can address the optimal gains based on the output \(y\), which leads to the exact output-feedback optimal control. Consequently, the required observer to provide the estimate of the system state \(x\) used in [22] is not necessary. Moreover, as shown in (18), the system input gain \(B\) does not appear explicitly, which could relax the requirements on the system.

In the following, we will develop an online algorithm to obtain a suboptimal output-feedback solution. Inspired by [11], we apply \(\text{vec}(\cdot)\) operator on both sides of (18) and use the Kronecker product. Then, we can further reformulate (18) as
\[
2(C^T y \otimes A_i C^T y)^T \text{vec}(P) = -(C^T y \otimes C^T y)^T \text{vec}(Q + C^T K_i^T R K_i C)
\]
(19)

The equation (19) is established by applying \(\text{vec}(\cdot)\) operator and Kronecker product on (18). To obtain the optimal solution \(P\), we can further rewrite (18) in a more compact form as
\[
\omega_i \chi_i = \xi_i
\]
(20)

where \(\omega_i \in \mathbb{R}^{d \times d}\) and \(\xi_i \in \mathbb{R}^d\) are known or measured system dynamics, \(\chi_i\) is an unknown vector of the matrix \(P\), which need to be solved. According to (19) and (20), the concrete
formulations of $\omega_i$, $\chi_i$ and $\xi_i$ can be given as
\[
\omega_i(y, A, B, C, K_i) = 2\left[ C^T y \otimes A_i C^T y \right]^T
\]
\[
\chi_i(P_i) = \text{vec}(P_i)
\]
\[
\xi_i(y) = -\left[ C^T y \otimes C^T y \right]^T \text{vec}(Q + C^T K_i^T R K_i C)
\]  
(21)

Considering the fact $P_i^T = P_i$, we can further redefine the equation (21) as
\[
\omega, \chi, \xi = (22)
\]

where
\[
\sigma_i = [\omega_{i1}, \omega_{i2}, \omega_{i3}, \omega_{i4}, \omega_{i5}, \omega_{i6}, \omega_{i7}, \omega_{i8}, \omega_{i9}, \omega_{i10}, \omega_{i11}, \omega_{i12} + \omega_{i13}, \omega_{i14}, \omega_{i15}, \omega_{i16}]
\]
\[
\Xi_i = \left[ P_{i1}, P_{i2}, P_{i3}, P_{i4}, P_{i5}, P_{i6}, P_{i7}, P_{i8}, P_{i9}, P_{i10} \right]^T
\]  
(23)

where $\sigma_i \in \mathbb{R}^{12 \times 1}$ and $\Xi_i \in \mathbb{R}^{10 \times 1}$. The constant $j$ is given by $l \geq j \geq 1$ and $j \in \mathbb{Z}^+$, where $i \in \mathbb{Z}^+$ is the number of the iteration. Hence, the problem now is to obtain the unknown values $r_i$ involved in (23), which can then be used to derive the optimal output-feedback gain $K_i$ and $L_i$.

Under the condition that $\sigma_i$ has a full column rank, the unknown values $\Xi_i$ in (22) during each iteration can be determined by
\[
\Xi_i = (\sigma_i^T \sigma_i)^{-1} \sigma_i^T \xi_i
\]  
(24)

Then based on the idea of reinforcement learning and PI, we can get $P_i$ and $L_i$ through the following Algorithm 2:

**Algorithm 2: Online Policy Iteration for Output-feedback Control**

1) Set the initial conditions as $L = 0$ and $K = 0$.
2) Get the optimal solution of $P_i$ from equation (24).
3) Update the matrices $K_i$ and $L_i$ using (15).
4) Set $k \leftarrow k + 1$, and echo Step 2 and Step 3 until $\|P_i - P_{i-1}\| \leq \sigma_i$ for a small threshold constant $\sigma_i$.
5) Use the control policy $u = -K_i y$ as the optimal control action on the system.

The implementation of the proposed online computational adaptive optimal output-feedback control method given in Algorithm 2 can be detailed in Fig.1.

**Remark 1:** As shown in the above policy iteration procedure of adaptive optimal tracking control algorithm, we use the input and output data $u_i$, $y_i$ to online calculate the solution of ARE. In particular, in this section, by using the $\text{vec}(\cdot)$ operator and the Kronecker product, the optimal output feedback control policy can be derived online, without using the system state $x$. Hence, we do not need to design an extra observer to solve the optimal control policy.

Next, the convergence of Algorithm 2 will be shown to guarantee under some rank condition.

**Lemma 1:** [11] For all $l \geq l_0$ with $l_0 > 0$, if the rank of matrix $\sigma_i$ in (22) equals to $n^2(n+1)$, then the basis function vector $\sigma_i$ has full column rank for any $i \in \mathbb{Z}^+$.

Then, following a similar analysis as shown in [11], we can show that by using Algorithm 2 with rank condition in Lemma 1, the sequences $\{P_i\}^\infty$ and $\{K_i\}^\infty$ obtained from equation (24) will converge to its optimal values $P^*$ and $K^*$. Moreover, by using the obtained output-feedback control policy $K$ on system (1), we can show that the system state can converge to zero, which will not be detailed due to the imposed page limit.

**IV. SIMULATION**

In this section, a simulation example is given to show the effectiveness of the proposed method for solving the
output-feedback control problem. For this purpose, we consider the continuous-time linear system (1), where the system matrices are given as follows

$$A = \begin{bmatrix} 0.090 & 0.180 & 0.460 & 0 \\ 0.300 & 0.007 & 0.040 & -0.050 \\ -0.010 & -0.100 & -0.090 & 0 \\ 0 & 0.030 & 0 & 0.300 \end{bmatrix}$$

$$B = \begin{bmatrix} 1.420 \\ 0.200 \\ 0.100 \\ 0.1410 \end{bmatrix}$$

$$C = \begin{bmatrix} 5 & 0.049 & 5 & 0.100 \\ 0.010 & 0.200 & 1 & 0 \\ 0.100 & 1 & 0.100 & 1 \end{bmatrix}$$

(25)

In order to conduct the simulation, the initial value of the matrix $L$ can be selected as $L = \begin{bmatrix} 0 & 0 & 0 & 0 \end{bmatrix}$. The initial value of output-feedback gain $K$ can be chosen as $K = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}$.

Moreover, the weighting matrix $Q$ and $R$ in the cost function (2) are given by

$$Q = \begin{bmatrix} 6 & 0 & 0 & 0 \\ 0 & 6 & 0 & 0 \\ 0 & 0 & 1.5 & 0 \\ 0 & 0 & 0 & 15 \end{bmatrix}$$

$$R = \begin{bmatrix} 11 \end{bmatrix}$$

(26)

We first use the offline Algorithm 1 to solve this problem. According to equation (14) and (15), the optimal output-feedback gain $K^*$ can be obtained as

$$K^* = \begin{bmatrix} -0.0238 \\ 0.1527 \\ 0.5289 \end{bmatrix}$$

(27)

Note that to obtain the above solutions, we need to carry out the offline calculations, and both the system drift dynamics $A$ and input dynamics $B$ should be fully known.

We now use Algorithm 2 to solve the problem. According to equation (22), $\sigma_i$ and $\xi_i$ can be gained based on the measured system output $y$ and input $u$. Then we can further get $\bar{\mathbf{F}} = \left[ P_{11}, P_{12}, P_{13}, P_{14}, P_{21}, P_{22}, P_{23}, P_{24}, P_{31}, P_{32}, P_{33}, P_{34}, P_{41}, P_{42}, P_{43}, P_{44} \right]^T$, which we need to online calculate based on the measured system output and input.

With the equation (24) and (15) and the proposed Algorithm 2, where the threshold constant is set as $\sigma = 1 \times 10^{-10}$. Then we can obtain the output-feedback gain $K$ and optimal control gain matrix $P$ as

$$K = \begin{bmatrix} 0.0701 \\ 0.1398 \\ 0.5347 \end{bmatrix}$$

(28)

$$P = \begin{bmatrix} 1.1621 & -3.4362 & 4.5561 & 10.2876 \\ -3.4362 & 5.1383 & 7.3415 & 0.6072 \\ 4.5561 & 7.3415 & -2.8648 & 1.4184 \\ 10.2876 & 0.6072 & 1.4184 & 1.1646 \end{bmatrix}$$

The convergence performance of the output-feedback gain $K$ and optimal control matrix $P$ are given in Fig. 2 and Fig. 3, respectively. As it is shown, the convergence can be obtained after 7 iteration, which can prove the effectiveness of the suggested Algorithm 2.

Fig.2 Evolution of the parameters of matrix $P$.

Fig.3 Evolution of the parameters of matrix $K$.

Fig.4 The convergence trajectory of system state.
Comparing (27) with (28), we can find that the obtained solution in (28) by using the online Algorithm 2 is close to the solution given in (27), which is obtained via the offline Algorithm 1.

Finally, Fig. 4 gives the controlled system states with the initial condition $x_0 = [1, 1, 1, 2]^T$. One may find from Fig. 4 that the system states all converge to zero, which validates that the proposed control can guarantee the stability of the closed-loop control system.

V. CONCLUSION

A new method has been proposed to address the optimal output-feedback control problem of continuous-time linear systems in this paper. Firstly, the output-feedback problem and the state-feedback control has been compared, and then the output-feedback Riccati equation is transformed into an alternative form, which allows to derive its solution without using the system states. Then, we propose a method of data-driven based policy iteration to resolve the derived Riccati equation. The innovation of the proposed algorithm lies in that neither the system state nor the observer design is used in the proposed control algorithm. Finally, a numerical simulation example is given to indicate the effectiveness of the developed method. In our future work, we will study the optimal output-feedback control problem for nonlinear systems.
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