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Abstract

Numerous analytical models have been applied to describe the evaporation/condensation kinetics of volatile components from aerosol particles for use in many applications. However, the applicability of these models for treating cases that lead to substantial and rapid changes in particle temperature due to, for example, evaporative cooling remain to be compared with measurements. We consider three typical treatments, comparing predictions of the evaporation rates of pure water droplets over a wide range in gas phase relative humidity (RH) and exploring the sensitivity of the predictions to uncertainties in the thermophysical gas and condensed-phase parameters. We also compare predictions from the three treatments to measurements of the evaporation rates of pure water droplets with varying RH using an electrodynamic balance (EDB), concluding that only two of the model treatments are sufficiently able to account for the level of evaporative cooling (typically as high as 12 K). Finally, we show that the RH can be inferred accurately from the evaporation rate of pure water droplets over the full range in accessible RH and comparison with the model predictions (within absolute uncertainties of 2.5 % RH over the range 20% to 95 % RH), considering the level of agreement with independent measurements
made through determining the equilibrated size of aqueous sodium chloride and sodium nitrate droplets.
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1 Introduction

Predicting the kinetics of condensation and evaporation of volatile components from aerosol droplets is important in a broad range of applications, from predicting rates of droplet drying and loss of solvent in a spray drier and in consumer products\(^1\), to the condensation kinetics of water in activating aerosol particles forming cloud droplets\(^2^–^4\), and in the delivery of drugs from pressurized metered dose inhalers and nebulisers\(^5^–^7\). In many of these contexts, there is little direct experimental verification of microphysical models for predicting condensation and evaporation rates. Notable exceptions include the many measurements that have been made of water condensation kinetics on water droplets and, conversely, the evaporation kinetics\(^8^,^9\). Measurements can be divided into two types, those that probe the evolution of an entire size distribution\(^10^,^11\) and those that examine the mass transfer kinetics at the level of an individual particle\(^12^,^13\). While the former have been used to examine condensation kinetics even in a supersaturated gas phase environment, aerosol particle samples have inherent polydispersity and the evolving size may only be measured at a final point in time or with coarse time-resolution. In single droplet studies, it has been suggested that measurements can be compromised by sample/surface impurities\(^9\). In both cases, an accurate measurement of the gas phase composition is essential to interpret and model the condensation/evaporation kinetics. For example, small uncertainties in the gas phase relative humidity (RH), also referred to as the degree of saturation (RH/100), can have a significant
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impact on simulated mass transfer rates, and can compromise, for example, estimations of quantities such as the mass accommodation coefficient\textsuperscript{14}.

At the microphysical level, the framework for predicting droplet evaporation/condensation kinetics must include the competition between surface exchange (e.g. mass and thermal accommodation coefficients) and mass transport in the gas phase\textsuperscript{15,16}. In the limit of large particle size, the Knudsen number is \ll 1 at atmospheric pressure and the condensation/evaporation process is limited by transport in the gas phase. In this limit, and assuming a steady temperature, the diffusional mass flux, driven by the difference between the partial pressure of the volatile component at infinite distance and the vapour pressure of the component above the droplet surface, can be estimated from an equation attributed to Maxwell\textsuperscript{15}. Uncertainties in gas phase diffusion coefficients, vapour pressures, gas velocities and particle size must be fully accounted for in any prediction\textsuperscript{14}. For droplets smaller than \textasciitilde 200 nm at atmospheric pressure, the Knudsen number is \gg 1 and the molecular nature of the interfacial exchange (as defined by the Hertz-Knudsen equation) must be accounted for recognizing, for example, that not every collision of a gas-phase condensing molecule with the surface may lead to accommodation and that the mass accommodation coefficient may be \textless 1\textsuperscript{8,17}.

In both the limits of high and low Knudsen number, the interplay of heat and mass transport must be considered\textsuperscript{15}. For example, a high mass flux from an evaporating droplet may lead to evaporative cooling, suppressing the droplet temperature, thereby suppressing the evaporation rate and mass flux. This coupling between heat and mass transfer must be incorporated in the framework used to simulate mass transfer rates. As a result, uncertainties in the thermophysical properties of the gas phase must be
fully quantified and accounted for when interpreting experimental data\textsuperscript{14}. Although numerous comparisons between experiments and models have been performed with limited temperature differences between an aqueous droplet and surrounding vapour (e.g. see\textsuperscript{14,18–23} for measurements where the temperature difference is \textless 3 K), more extensive comparisons in the limit of rapid droplet evaporation/condensation and more significant differences in temperature would be valuable. Indeed, despite the anticipated simplicity of measuring and predicting the evaporation kinetics of pure water droplets, a refined microphysical description of the evaporation process that provides accurate predictions over a wide range in conditions is still lacking\textsuperscript{8,24–26}. Thus, the purpose of this publication is to assess the performance of models for the evaporation of pure water droplets, initially \textasciitilde25 \textmu m in radius, into dry nitrogen at room temperature. Under these conditions, the droplet lifetime may be only \textasciitilde2 s and temperature suppressions much greater than 3 K can be expected.

As a single particle levitation technique, the Electrodynamical Balance (EDB) is capable of trapping charged droplets in an electrical field and measuring the time-dependence of parameters such as droplet size and composition\textsuperscript{27,28}. By fitting the time-dependent size using an appropriate model, the physical properties of materials, e.g. vapour pressure, evaporation coefficient, diffusion coefficient and hygroscopicity, can be measured\textsuperscript{28}. Indeed, we have used the EDB technique previously to explore the evaporation kinetics of pure water droplets, estimating the vapour pressure of pure water down to 248 K\textsuperscript{20} and determining limits for the evaporation coefficient\textsuperscript{14,20}, assumed equal to the mass accommodation coefficient by microscopic reversibility. We have also used the EDB technique to infer the hygroscopic growth curve of solutes up to very high water activity (\textgreater 0.995) from the evaporation kinetics measurements\textsuperscript{21–23,29}. In all of these cases, we have use a semi-analytical treatment for droplet...
evaporation provided by Kulmala et al.\textsuperscript{30} (referred to as the Kulmala model below), a valid approach provided the temperature suppression during evaporation does not exceed 3 K. This limits the accessible range of drying rates that can be modelled and, as a consequence, the lowest RH and highest temperature of the gas phase that drying can be studied at.

In this study we will compare the performance of the Kulmala model with two further models that should provide a more accurate treatment of evaporation rates even at much larger temperature suppressions. Ahn and Liu\textsuperscript{31} developed a model (referred to as the Liu model) considering the coupled mass and heat transfer. This model was further modified by Su et al.\textsuperscript{32} by taking into account the enhancement of the interfacial mass flux due to the relative movement between the levitated droplet and the flowing gas. Further, Kulmala and Vesala\textsuperscript{33} and Heidenreich\textsuperscript{34} developed a model (referred to as the K-V-H model) to describe condensation of a single-component droplet in the continuum regime, comprehensively taking into account the effects of Stefan flow, thermal diffusion and the Dufour effect.

As an additional benefit to providing a more comprehensive and accurate model framework for treating the evaporation of water droplets over a broader range of drying rates and environmental conditions, we anticipate that this refined model will improve the accuracy with which we are able to make hygroscopicity measurements. Our ability to measure the hygroscopic growth of a solute containing aerosol droplet (referred to as the sample droplet) to very high water activity and over very short time frame is dependent on an extremely accurate characterization of the gas phase RH\textsuperscript{21,22}. This is achieved by using a probe droplet of known hygroscopic response, and thus evaporation kinetics profile, to infer the RH. This is a much more accurate method for determining the RH than conventional sensors such
as capacitance probes\textsuperscript{20}. Indeed, unlike other probes, the RH measured in this way becomes increasingly accurate as the RH is increased. At the very highest RHs accessed in our measurements we use the evaporation kinetics of a water probe droplet to infer the difference between the gas phase saturation and the droplet vapour pressure, and thus the RH. However when using the Kulmala model, this becomes increasingly inaccurate as the RH decreases, the evaporation rate of the water droplet increases and, thus, the temperature suppression of the droplet increases beyond 3 K\textsuperscript{21}. We will show that the refined model we present here allows us to retrieve the gas phase saturation over a much wider RH range as it accounts for this temperature suppression directly.

In Section 2, we derive a corrected form of the K-V-H model by considering the transitional correction for connecting the regimes of free-molecule to continuum range transport along with the impact of a flowing gas phase over a stationary droplet. We also examine of the sensitivity of K-V-H model prediction to the thermophysical properties (the diffusion coefficient, $D_v$, and thermal conductivity, $K$) and kinetic parameters (mass accommodation coefficient, $\alpha_M$, and thermal diffusion factor, $\alpha_D$), yielding a plausible range for $\alpha_D$. In Section 3, we evaluate the performances of the Kulmala model, the Liu model and the K-V-H model by comparing their predictions of the evaporation profiles of water droplets under different RH conditions. In Section 4, we report new measurements of the evaporation kinetics of water droplets at varying RH using the EDB, and use the three models to obtain the corresponding RH, assessing the performance of the three models. Finally, we present comparative measurements of the evaporation profiles of aqueous NaCl or NaNO\textsubscript{3} droplets and pure water droplets under dry conditions, comparing the consistency of the inferred environmental conditions from the evaporation profiles of these two types of probe droplet.
2 Evaporation Models

2.1 Expressions of Mass Flux and Heat Flux

The mass flux, \( I \), at the droplet surface during evaporation is defined by

\[
I = -\frac{dm}{dt} = -4\pi \rho r^2 \frac{dr}{dt}
\]  

(1)

where \( m \), \( \rho \) and \( r \) are the mass, density and radius of the droplet, respectively. We now describe three models for estimating the size and time-dependence of the mass flux that we evaluate further in this paper.

2.1.1 The Kulmala Model

In the Kulmala model, the mass flux from a droplet evaporating in to a flowing gas is expressed as

\[
I = -4\pi r (S_\infty - a_w) \frac{Sh}{2} \left[ \frac{RT_\infty}{\beta M_v D_v p_{eq}(T_\infty) A} + \frac{a_w L^2 M_v}{\beta_T R K T_\infty^2} \right]^{-1}
\]  

(2)

where \( S_\infty \) is the saturation ratio in the gas phase far from the droplet, \( a_w \) is the water activity of the droplet (equal to unity for pure water droplets), \( R \) is the gas constant and \( T_\infty \) is the gas phase temperature far from the droplet. \( M_v \) is the molar mass of the evaporating species (in this case water), \( D_v \) is the diffusion coefficient of water in the carrier gas (composed of water vapour and nitrogen) and \( p_{eq} \) is the saturation vapour pressure of water. \( A \) is the Stefan flow correction factor (very close to unity under the conditions investigated), \( L \) is the latent heat of water, \( K \) is the thermal conductivity of the carrier gas, \( \beta_M \) and \( \beta_T \) are the Fuchs-Sutugin transitional correction factors for mass and heat transfer, respectively.

The Sherwood number, \( Sh \), is expressed as

\[
Sh = 2 + 0.6 \left( \frac{2V_g}{v_{N_2}} \right)^{1/2} \left( \frac{v_{N_2}}{D_v} \right)^{1/3}
\]  

(3)

where \( V_g \) is the gas flow velocity and \( v_{N_2} \) is the kinematic viscosity of the gas.
The surface temperature of the droplet, $T_d$, can be estimated by

$$T_d = T_\infty - \frac{4L}{\pi r K_\infty \beta T}$$

where $K_\infty$ is the thermal conductivity of the gas far from the droplet. Equation (3) is valid only when the difference between the droplet surface temperature and the gas phase temperature is less than 3 K.

Although the dependence of the droplet vapour pressure on temperature can be calculated accurately from the Clausius-Clapeyron equation, the Kulmala model approximates the exponential term by the first term in a Taylor series expansion. When the difference between the droplet surface temperature and the gas phase temperature exceeds 3 K, this approximation introduces significant error to the estimated value of the mass flux.

### 2.1.2 The Liu Model

In the Liu model, the droplet radius and the droplet temperature at the surface as a function of time are expressed as

$$r \frac{dr}{dt} = \frac{S h D_p M_e}{\rho R} \left( \frac{p_\infty}{T_\infty} - \frac{p_d}{T_d} \right) \beta_M$$

$$T_d - T_\infty = \frac{S h D_p M_e}{K R} \left( \frac{p_\infty}{T_\infty} - \frac{p_d}{T_d} \right) \beta_M \beta_T$$

Where $p_\infty$ and $p_d$ are the partial pressures of the vapour far from and at the droplet surface, respectively.

### 2.1.3 The K-V-H Model

The mass flux of evaporation for a stagnant droplet in the continuum regime can be expressed as

$$I_c = -\frac{4\pi D_e (T_\infty) M_v p_t}{RT_\infty} \left[ C_1 \ln \frac{1-p_d}{1-p_\infty} + C_2 \frac{\alpha_d}{2} \left( \frac{p_\infty}{p_t} + \frac{p_d}{p_t} \right) \right] = I_{c1} + I_{c2}$$

where $I_{c1}$ is the mass flux component generated by the concentration gradient in the evaporating species between the droplet and the far field, and $I_{c2}$ is the mass flux component generated by the temperature
gradient between the droplet and the far field. The latter is also called the thermal diffusion effect. $\alpha_D$ is the thermal diffusion factor and $p_t$ is the total pressure. The coefficients $C_1$ and $C_2$ in Equation (7) are defined by

$$C_1 = \frac{(2-\mu)(1-f)}{1-f^{2-\mu}}$$

(8)

$$C_2 = \frac{(3-\mu)(1-f)^2}{1-f^{3-\mu}}$$

(9)

where $f$ is defined as $T_d/T_\infty$. $\mu$ is the exponential factor in the expression of $D_v$ as a function of temperature. The $\mu$ value is usually between 1.5 and 2 depending on temperature and composition.$^{35}$

For water diffusing in nitrogen under atmospheric pressure and room temperature, the proposed value of $\mu$ is 1.81.$^{36}$

Heidenreich (1994)$^{34}$ derived an expression of heat transfer in the continuum regime in spherical coordinates:

$$Q_c = H_l I_c = -4\pi z^2 K \frac{dT}{dz} + H_v I_c + \alpha_D B R T I_c$$

(10)

The $H_l I_c$ term represents the heat flux at the droplet surface at equilibrium. The $-4\pi z^2 K \frac{dT}{dz}$, $H_v I_c$ and $\alpha_D B R T I_c$ terms are components generated from thermal conduction, vapour mass diffusion and Dufour effect, respectively. $H_l$ and $H_v$ are the specific enthalpies of liquid water and water vapour, respectively. $B$ is the correction factor accounting for the Dufour effect and is defined by

$$B = \frac{x_v x_g}{x_v M_v + x_g M_g} \left( \frac{x_g M_g}{x_v M_v} + 1 \right) = \frac{x_g}{M_v}$$

(11)

where $x_v$ and $x_g$ are the mole fractions of water vapour and nitrogen gas, respectively, and can be defined by $x_v = p_v/p_t$ and $x_g = p_g/p_t$ when both species behave as an ideal gas. $x_v$ and $x_g$ equal 0.023 and 0.977, respectively, at RH=100%, and 0 and 1 at RH=0%. Hence, $B$ is 0.054278 at RH=100% and 0.055556 at RH=0%. Under the conditions investigated in this work (0<RH<100% and atmospheric pressure), $B$
can be treated as a constant.

Equation (10) is rearranged as

$$[H_v(T) - H_l(T_d) + \alpha_B R T] \cdot I_c = 4 \pi z^2 K \left(\frac{dT}{dz}\right)$$ \hspace{1cm} (12)

After variance separation, Equation (12) is changed to

$$\int_T^\infty \frac{I_c}{4 \pi z^2} \, dz = \int_{T_d}^T \frac{K(T)}{H_v(T) - H_l(T_d) + \alpha_B R T} \, dT$$ \hspace{1cm} (13)

Within a limited temperature range, the thermal conductivity, $K$, and the enthalpy of vaporization, $H_v$, vary linearly with temperature$^{34}$, so they can be expressed as

$$K = K_0 + K_1 \cdot T$$ \hspace{1cm} (14)

$$H_v(T) = H_v(T_d) + c_p \cdot (T - T_d)$$ \hspace{1cm} (15)

where $c_p$ is the specific heat capacity of water vapour at constant pressure. The parameterization of $c_p$ as a function of temperature is given in the CRC Handbook$^{37}$. We can define

$$A_0 = H_v(T_d) - H_l(T_d) - c_p T_d = L(T_d) - c_p T_d$$ \hspace{1cm} (16)

$$A_1 = c_p + \alpha_B BR$$ \hspace{1cm} (17)

By using Equation (14) - (17), Equation (13) can be changed to

$$\int_T^\infty \frac{I_c}{4 \pi z^2} \, dz = \int_{T_d}^T \frac{K_0 + K_1 T}{A_0 + A_1 T} \, dT$$ \hspace{1cm} (18)

After integration

$$\frac{I_c}{4 \pi r} = \frac{1}{A_1} \left[ (K_0 - \frac{K_1 A_0}{A_1}) \ln \frac{A_0 + A_1 T_{\infty}}{A_0 + A_1 T_d} + K_1 (T_{\infty} - T_d) \right]$$ \hspace{1cm} (19)

Therefore,

$$T_d = T_{\infty} - \frac{I_c A_1}{4 \pi r K_1} + \left( \frac{A_0}{A_1} - \frac{K_0}{K_1} \right) \ln \frac{A_0 + A_1 T_d}{A_0 + A_1 T_{\infty}}$$ \hspace{1cm} (20)

In the transitional regime, the mass flux ($I_T$) and heat flux ($Q_T$) must be corrected by transition correction factors (refer to section 2.3.1) and can be written as$^{16}$
\[ I_T = \beta_M I_c \quad (21) \]
\[ Q_T = \beta_T Q_c \quad (22) \]

Taking into account the mass flux enhancement due to the relative movement between the droplet and a flowing gas\(^2\), Equation (21) can be corrected to
\[ I = \frac{S}{2} \beta_M I_c \quad (23) \]

According to the definitions of Equation (22) and (23), \( I_c \) in the left-hand-side in Equation (12) is replaced by \( \left( \frac{S}{2} \beta_M I_c \right) \), while the right-hand-side is corrected by a factor of \( \beta_T \). After separating variances,
\[
\int_T^\infty \frac{S}{2} \beta_M \beta_T I_c 4\pi \gamma^2 dz = \int_T^\infty H(t) - H(t_d)\beta_T + \beta_T I_c 4\pi \gamma^2 dT \quad (24)
\]

Comparing with Equation (13), a correction factor of \( \left( \frac{S}{2} \beta_M \right) \) is introduced in the left-hand-side of Equation (24). Because this factor is independent of \( r \), Equation (24) is integrated as
\[
\frac{S}{2} \beta_M \beta_T I_c 4\pi r = \frac{1}{A_1} \left( \frac{K_0 - K_1 A_0}{A_1} \right) \ln \left( \frac{A_0 A_1 T_d}{A_0 A_1 T_d + A_0 A_1 T_d} \right) + K_1 (T_\infty - T_d) \quad (25)
\]

Typically, the correction factor can take values of up to 1.08 for the water droplet evaporation measurements presented here. For a gas velocity of 3 cm s\(^{-1}\), a droplet size of 25 \( \mu \)m radius and a gas phase saturation ratio of 0.2, the surface temperature of the droplet can be estimated to be 281.1 K and the correction factor is 1.084. This factor has been used widely in previous publications\(^{14,15,20,21,25,32} \).

Finally,
\[
T_d = T_\infty - \frac{I_c A_1}{4\pi r K_1} \frac{S}{2} \beta_M \beta_T + \left( \frac{A_0}{A_1} - \frac{K_0}{K_1} \right) \ln \left( \frac{A_0 A_1 T_d}{A_0 A_1 T_d + A_0 A_1 T_d} \right) \quad (26)
\]

The expressions for the estimation of \( T_d \) in the Kulmala model and the Liu model (refers to Equation (4) and (6)) are actually identical, both assuming \( K \) and \( H \) are constants. Comparatively, \( K \) and \( H \) are assumed to vary linearly with temperature in the K-V-H model.
2.2 The Thermophysical Properties

Expressions for the thermophysical properties of water and nitrogen used in the comparison of the three models are listed in Table 1. The origin of each expression, and any uncertainty associated with it, is discussed below.

2.2.1 Vapour Pressure of Water, \( p_{eq} \)

The parameterization for the vapour pressure of water, \( p_{eq} \), listed in Table 1, is applicable between 123 K and 332 K\(^{38} \). The relative error in the calculated value of \( p_{eq} \) stated by the authors is less than 0.05\% and, thus, the influence of this error on the accuracy of the three model predictions is not considered in this work.

2.2.2 Diffusion Coefficient of Water in Humidified Nitrogen, \( D_v \)

According to Blanc’s law\(^{39} \), the diffusion coefficient of water in a mixture of nitrogen and water (ie. humidified nitrogen), \( D_v \), is estimated by

\[
D_v = \left[ \frac{x_v}{D_{vv}} + \frac{x_g}{D_{vg}} \right]^{-1} \quad (27)
\]

Where \( D_{vv} \) is the self-diffusion coefficient of water vapour and \( D_{vg} \) is the diffusion coefficient of water vapour in nitrogen. As discussed in section 2.1.3, \( x_v \) equals 0.023 and 0 for 100\% RH and 0\% RH, respectively. The parametrizations of \( D_{vv} \) and \( D_{vg} \) are listed in Table 1. The \( D_{vg}/D_{vv} \) ratio at 293.15 K is calculated to be \( 2.49 \times 10^{-5}/1.64 \times 10^{-5} = 1.52 \) and hence the \( D_v/D_{vg} \) ratio across the whole humidity range (0 to 100\%) varies between 0.988 and 1. Thus, even at 100\% RH, the difference between \( D_v \) and \( D_{vg} \) is only 1.2\%. Given that the dominant uncertainty in the value of \( D_v \) comes from the reported ±6\% uncertainty in the value of \( D_{vg} \), we approximate \( D_v \) with \( D_{vg} \) throughout this work without any significant loss of precision. The influence of the uncertainty in \( D_{vg} \) on the evaporation rate predicted...
by the Kulmala, Liu and K-V-H models will be discussed later.

### 2.2.3 Thermal Conductivity of Humidified Nitrogen, K

The thermal conductivity \( K \) of a mixture, comprising two species with thermal conductivities \( K_v \) and \( K_g \) and partial pressure \( p_v \) and \( p_g \) respectively, is estimated from:

\[
K = \frac{K_v}{1 + 0.556 p_g/p_v} + \frac{K_g}{1 + 1.189 p_g/p_v}
\]  

(28)

In this study, \( K_v \) and \( K_g \) are the thermal conductivities of water vapour and nitrogen, respectively, which together make up a humidified nitrogen atmosphere. The expressions for \( K_v \), determined by Sengers and Watson (1986)\(^{41}\), and \( K_g \), reported by Lemmon and Jacobsen (2004)\(^{42}\), are listed in Table 1 and are recommended by Miles et al. (2012)\(^{14}\). Under the conditions investigated here (atmospheric pressure and 293.15 K), the calculated \( K_g/K \) ratio at a maximum RH of 100% is 0.998, meaning the value of \( K_g \) is only 0.2% less than the value of \( K \), even for the highest partial pressure of water in the gas phase. As Lemmon and Jacobsen give the uncertainty in the value of \( K_g \) calculated using their parameterization as ± 2%, we have here used \( K_g \) instead of \( K \) in model predictions for convenience. From the expression of \( K_g \) in Table 1, coefficients \( K_0 \) and \( K_1 \) in Equation (14) are 3.9827\times10^{-3} and 7.3167\times10^{-5}, respectively.

The influence of the ± 2% uncertainty in the value of \( K_g \) on the evaporation rate predicted by the different models will be discussed later.

### 2.3 Kinetic Parameters

#### 2.3.1 The Mass Accommodation Coefficient, \( \alpha_M \), and Thermal Accommodation Coefficient, \( \alpha_T \)

The Fuchs-Sutugin transitional correction factors for mass (\( \beta_M \)) and heat (\( \beta_T \)) transfer are defined by:

\[
\beta_M = \frac{1 + K n_M}{1 + \left( \frac{4}{3} \frac{n_M}{\bar{M}} + 0.377 \right) n_M K n_M + \frac{4}{3} \frac{n_M}{\bar{M}} + 0.377 \frac{n_M}{\bar{M}}}  
\]  

(29)
\[
\beta_T = \frac{1 + Kn_T}{1 + (\frac{\lambda + 0.377}{3\sigma_T}) Kn_T + \frac{4}{3\sigma_T} Kn_T^2}
\]  

(30)

where \( Kn_M = \lambda_M / r \) and \( Kn_T = \lambda_T / r \) are the Knudsen numbers for mass and heat transfer, respectively. \( \lambda_M = 3D_v/\bar{c} \) and \( \lambda_T = 3K/\rho g C_v \bar{c} \) are the mean free paths for mass and heat transfer, respectively. \( C_v \) is the specific heat capacity of gas at constant volume and is nearly constant within a narrow temperature range (743.2 J kg\(^{-1}\) K\(^{-1}\) at 293.15 K\(^{37}\)). \( \bar{c} = \sqrt{8RT/\pi M_g} \) is the average mean speed of gas molecules where \( M_g \) is the molar mass of the gas.

Previous studies have demonstrated that the \( \alpha_M \) value of water should be greater than 0.5\(^{14,20,43}\) and even close to unity\(^{44,45}\). The \( \alpha_T \) value of water is usually assumed to be unity, which has been verified by numerical simulation and experimental results\(^{17,46,47}\). The effect of \( \alpha_M \) on the model predictions is discussed later.

2.3.2 Thermal Diffusion Factor, \( \alpha_D \)

When the evaporation process is slow, the temperature at the droplet surface remains close to the gas phase temperature. Thus, the mass flux component introduced by the temperature gradient (\( Ic_2 \) in Equation (7)) is very small, and the effect of \( \alpha_D \) can be ignored. When the evaporation process is rapid and the suppression of the droplet surface temperature below the gas phase becomes large, \( I_2 \) becomes significant. The effect of the value of \( \alpha_D \) on the mass flux during evaporation and condensation is illustrated in Figure 1. The evaporation/condensation process would be accelerated if \( \alpha_D < 0 \) or decelerated if \( \alpha_D > 0 \).

At present, the \( \alpha_D \) value in the water vapour-nitrogen system is not well known. Different ranges of \( \alpha_D \)
value have been estimated and reported, e.g., between -0.3 and 0.3\textsuperscript{48}, between -0.1 and 0.1\textsuperscript{16}, and between -0.034 and -0.024\textsuperscript{14}. The effect of the value of $\alpha_D$ on the K-V-H model predictions will be discussed later and the plausible value of $\alpha_D$ will be presented.

3 Parameters Sensitivity Analysis and Model Comparison

3.1 Sensitivity Analysis of Parameters in the Kulmala, Liu and K-V-H Models

Previous studies have examined the sensitivity of the Kulmala model predictions to the value of $\alpha_M$, and to the uncertainties in the values of $D_v$ and $K_g$ (± 6% and ± 2% respectively)\textsuperscript{14}. These uncertainties have an impact on the estimation of the gas phase RH inferred from an evaporation rate measurement. The uncertainty using the Kulmala model is given by

$$RH_{Kulmala} = RH_{H2O}^{(0.169RH^2-0.364RH+0.194)} + (0.026RH+0.021)$$

arising primarily from the uncertainty in $D_v$ and $K_g$\textsuperscript{29}. $RH_{H2O}$ is the RH (expressed as a saturation) extracted assuming the values of $K_g$ and $D_v$ as calculated using the literature parameterisations. The uncertainty bounds on the RH value are then determined from considering $D_v$ and $K_g$ values where both are increased by their maximum uncertainty, or both decreased by their maximum uncertainty, impacting on the predicted evaporation rate.

In this work, we apply the same analysis approach to the Liu and K-V-H models, analyzing their sensitivity to the thermophysical and kinetic parameters identified in section 2.2 and 2.3. The sensitivity of the K-V-H model predictions to the value of $\alpha_M$ and $\alpha_D$ are discussed below; the sensitivity of the Liu model to the value of $\alpha_M$ has already been discussed in a previous publication\textsuperscript{32}. The impact of the uncertainties in the parameters $D_v$ and $K_g$ (± 6% and ± 2%, respectively) were also determined for both

### 3.1.1 Thermal Diffusion Factor, $\alpha_D$

Previous theoretical and experimental studies\textsuperscript{20,21,24} have concluded that the Kulmala model is capable of accurately describing slow evaporation processes, i.e., the evaporation profile (radius vs time) of a water droplet evaporating at RH>80% when the suppression in droplet temperature is $<$3 K. Here, we use the Kulmala model to predict the radius of an evaporating water droplet as a function of time for a period of ~24 s, and then treat the prediction as a reference curve, as shown in Figures 2(a) and (b). The conditions used in the Kulmala simulation are: RH=90\%, $T_\infty$=293.15 K, $V_g$=0.03 m/s, $r_0$=25 $\mu$m, $\alpha_M$=1 and $\alpha_T$=1. The evaporation kinetics of a water droplet under the same conditions were predicted using the K-V-H model when varying $\alpha_D$ = 0, -0.2, -0.3, -0.4 and -0.5, as shown in Figure 2(a). It can be seen that the radius vs time curve predicted from the Kulmala model lies between the curves for $\alpha_D$ = -0.4 and -0.5 from the K-V-H model, with higher resolution simulations showing that $\alpha_D$ = -0.43 gives the best agreement between the two models. As expected, $\alpha_D$ = 0 shows a much slower droplet evaporation rate as it does not include the additional mass flux due to the temperature gradient between the droplet surface and the gas phase. As discussed in section 2.3.2, the evaporation process would be decelerated if $\alpha_D$>0 and therefore these values are excluded from the comparison. A value for $\alpha_D$ of -0.43 is consistent with the negative values reported in previous studies\textsuperscript{34}.

### 3.1.2 Mass Accommodation Coefficient, $\alpha_M$

By assuming $\alpha_D$ = -0.43, $\alpha_T$ = 1 and varying $\alpha_M$ = 0.1, 0.2, 0.5 and 1, we used the K-V-H model to predict the evaporation kinetics of a water droplet under the same conditions described in 3.1.1. As shown in
Figure 2(b), the predicted evaporation rate progressively decreases as $\alpha_M$ is reduced below 1, consistent with predictions from the reference Kulmala model. As with our earlier work, the difference between the K-V-H curves at $\alpha_M=0.5$ and $\alpha_M=1$ is too small to be resolved by the EDB measurement (where the accuracy in sizing is ± 100 nm). When the $\alpha_M$ value used in the K-V-H model decreases to 0.2 and 0.1, the droplet radius is overestimated significantly and this would be resolvable from the EDB measurements. As discussed in section 2.3.1, the $\alpha_M$ value should be greater than 0.5, hence, the effect of $\alpha_M$ in this range on the K-V-H model prediction can be ignored.

3.1.3 Uncertainties in $D_v$ and $K_g$

The effect of uncertainties in the diffusion coefficient and thermal conductivity on predictions from the Liu and K-V-H models were investigated in two ways. First, their effect on the evaporation rate of a pure water droplet as predicted by the two models was determined by simulating evaporation profiles at a given RH using three sets of parameter combinations: (i) $D_v$ and $K_g$ values as given by the literature parameterisations; (ii) $(1+0.06)\times D_v$ and $(1+0.02)\times K_g$; (iii) $(1-0.06)\times D_v$ and $(1-0.02)\times K_g$. The results of the simulations are shown in Figure 3 for a range of RHs. The uncertainties in $D_v$ and $K_g$ have the largest impact on the Liu model, with the value of $dr^2/dt$ changing by between ± 3 to 4% depending on the RH. The K-V-H model (using $\alpha_D = -0.43$) is less susceptible to the uncertainties, with changes of between ± 1.5 and 2.75% depending on RH. The effect of the uncertainties on the evaporation rate predicted using the Kulmala model is also included for comparison. We restrict our calculations for this system to RH > 80%, recognizing the increasing errors in this model when pure water droplets evaporate at lower RHs leading to higher temperature suppressions.
In the second step in the analysis, the uncertainty in the RH that would be extracted from fitting a water droplet evaporation profile using the Liu and K-V-H models was determined when taking into account the ±6% and ±2% uncertainties in \( D_v \) and \( K_g \) respectively. This is identical to the method used in the determination of equation (31) discussed previously for the Kulmala model. Water droplet evaporation profiles were measured at several relative humidities below 80% RH, with the Kulmala model used to simulate evaporation profiles at RHs above 80%. Each of these profiles was then fitted with three different versions of the Liu and K-V-H models: (i) with \( D_v \) and \( K_g \) as given in the parameterizations; (ii) with \((1+0.06)\times D_v \) and \((1+0.02)\times K_g \); and (iii) with \((1-0.06)\times D_v \) and \((1-0.02)\times K_g \). The results are shown in Figure 4. As would be expected given the results in Figure 3, the uncertainty in the retrieved RH is highest for the Liu model. The uncertainties in the RH extracted using the Liu and K-V-H models are given in equations (32) and (33) respectively, where the RH is given in the form of fractional saturation.

\[
RH_{Li} = RH_{H2O} + \frac{2.84E-4 \times RH^2 - 2.946E-2 \times RH + 2.922E-2}{5.712E-4 \times RH^2 - 3.248E-2 \times RH + 3.396E-2} 
\]

\[
RH_{KVH} = RH_{H2O} + \frac{6.0404E-3 \times RH^2 - 2.5803E-2 \times RH + 1.9873E-2}{5.7067E-3 \times RH^2 - 2.7790E-2 \times RH + 2.2087E-2} 
\]

3.2 Comparison of the Evaporation Kinetics of a Water Droplet Predicted by the Kulmala, Liu and K-V-H Models

The evaporation kinetics of water droplets over an RH range of 0 - 90% were simulated using the Kulmala model, the Liu model and the K-V-H model in order to perform an intercomparison. Model parameters were fixed at \( T_{\infty}=293.15 \) K, \( V_g=0.03 \) m/s, \( r_0=25 \) μm, \( \alpha_M=1 \), \( \alpha_f=1 \). The evaporation profiles at RH = 90%, 80%, 50%, 20% and 0% are shown in Figure 5. As expected, the droplet evaporation rate increases rapidly with decreasing RH. As before, the radius vs time curve at an RH=90% predicted by the Liu model, Figure 5(a), agrees well with the curve predicted by the Kulmala model (used as the
benchmark model), confirming the accuracy of the Liu model\(^2\). The prediction from the K-V-H model, assuming \(\alpha_D = -0.43\), similarly matches.

At RH=80\%, the predicted radius from the Liu model is smaller than that from the Kulmala model but matches well with that from the K-V-H model, assuming \(\alpha_D = -0.43\), as shown in Figure 5(b). Indeed, under all conditions of RH<80\%, the Kulmala model underestimates the evaporation rate and hence overestimates the droplet radius, diverging progressively further from the Liu and K-V-H models as the RH is reduced. This is due to the failure to properly treat the droplet surface temperature suppression during faster evaporation and indicates that the Kulmala model is not applicable in this RH range when considering measurements at 293.15 K. When the RH is reduced below 50\%, predictions from the Liu model are systematically at larger size at any time point when compared to K-V-H model although the models agree within their expected uncertainties, as shown in Figures 5(c), (d) and (e).

4 Using Water Probe Droplets to Determine RH over a Wide Range

To compare the ability of the Kulmala, Liu and K-V-H models to accurately predict the evaporation kinetics of a water droplet at a wide range of RHs and evaporation rates, a concentric cylinder electrodynamic balance (CK-EDB) was used to measure a series of water droplet evaporation profiles (radius vs time) for a range of RHs. These profiles were then used as test cases for performing model fits.

4.1 Experimental Description

The measurement procedure of the CK-EDB single particle technique is described in detail
elsewhere\textsuperscript{18,21,29} and is described only briefly here. The CK-EDB instrument, comprising two pairs of cylindrical electrodes in a concentric arrangement, is operated under atmospheric pressure. A dry nitrogen flow, with flow rate $Q_{\text{dry}}$ controlled by a Mass Flow Controller (MFS; MKS 1179A), and a humidified nitrogen flow, with flow rate $Q_{\text{wet}}$ controlled by a second MFS, are mixed together and continuously introduced into the EDB chamber from below through the annulus formed between the inner and outer electrode. This allows evaporating droplets to be exposed to gas phase humidities from >97\% RH down to dry conditions. The temperature of the trapping chamber is precisely controlled by a recirculating chiller (Julabo, F32) and can be measured in situ with a temperature probe. The coolant bath was set at 293.15 K for all reported measurements in this work. Single droplets generated on-demand by a microdispenser (Microfab MJ-ABP-01) are charged by an induction electrode and injected into the chamber, becoming trapped within the electrical field at the central null-position of the trapping electrodes. The droplet is illuminated by a laser beam with wavelength 532 nm and the resulting elastically scattered light is collected as a function of angle to generate a phase function which consists of a series of light and dark fringes generated by constructive and destructive interference. The fringe spacing is used along with the Geometrical Optics Approximation to calculate the droplet radius every 10 ms with an accuracy of $\pm$ 100 nm\textsuperscript{18,49}. During the measurement, a levitated droplet remains spherical as it remains sufficiently small that the capillary force dominates the gravitational force\textsuperscript{50}.

### 4.2 Measurement of the Evaporation Profiles of Water Droplets under Different Gas Flow Mixing Ratios and Determination of the Corresponding RH

By keeping the total gas flow, $Q_{\text{total}}(=Q_{\text{wet}}+Q_{\text{dry}})$, at 200 cm$^3$/min and varying the $Q_{\text{wet}}/Q_{\text{total}}$ ratio at 0.8, 0.7, 0.6, 0.5, 0.4, 0.3 and 0.2, the evaporation profiles of water droplets evaporating under a range of
different RH conditions were measured. Ten water droplet evaporation profiles were recorded at each RH to examine the reproducibility of the measurements and are shown in Figure 6(a).

The intercomparison of the three models proceeded as follows. The Kulmala, Liu and K-V-H models were used to simulate evaporation profiles over a wide range of RHs. These were then compared to the experimental evaporation curves in order to obtain the best fit value of RH as a function of $Q_{wet}/Q_{total}$ ratio, recognizing that high quality fits could be achieved in each case (example fit shown in Figure 6(b)). The inferred RHs are shown in Figure 6(c). When the $Q_{wet}/Q_{total}$ ratio is below 0.7, the RH predicted by the Kulmala model begins to deviate from the linear relationship expected between the RH and $Q_{wet}/Q_{total}$ ratio, with the deviation increasing with decreasing $Q_{wet}/Q_{total}$ ratio. This is due to the inherent problems in the Kulmala model when the droplet surface temperature suppression increases beyond 3 K. Once again this shows that this model is not suitable for accurate determination of low RH values. The RH values predicted by the Liu model and the K-V-H model agree well with each other, and follow the expected linear relationship between RH and $Q_{wet}/Q_{total}$ ratio. The three models do not agree with the 1:1 line shown on the figure as even on full wet flow (i.e. $Q_{wet}/Q_{total} = 1$) it would not be possible to generate an RH of 100%. At 20% RH, the surface temperature suppression predicted by the Liu and K-V-H models is 12.10 and 11.95 K respectively.

4.3 Comparison of RH Determined by NaCl and NaNO₃ Probe Equilibrium Size Method and Water Probe Method Proposed in this Work

We now further verify the accuracy of the Liu and K-V-H models for the simulation of the evaporation kinetics of pure water droplets under high mass flux conditions (low RH) where the temperature
suppression is large. Implicitly, this is also equivalent to verifying the accuracy of these models for determining the gas phase RH using water probe droplets at low humidities. To achieve this, we utilized the CK-EDB to alternately measure the evaporation kinetics of aqueous NaCl or aqueous NaNO₃ droplets and water droplets. The equilibrated radius of the aqueous NaCl probe droplets (with initial concentration of 125.01 g/L, a water activity of 0.923) was used to determine the gas phase RH at humidities greater than 50%, while equilibration of aqueous NaNO₃ probe droplets (with initial concentration of 86.13 g/L, a water activity of 0.914) was used to determine humidities below 50%. NaNO₃ was used in addition to NaCl as the latter effloresces at ~45% RH and thus could not be used for the low humidity measurements.

Multiple droplet evaporation profiles were recorded at a series of relative humidities between 10% and 80% RH, with the total gas flow, $Q_{\text{total}}$, kept constant in each measurement at 200 cm$^3$/min (an example of a typical measurement is shown in Figure 7). The Liu model and the K-V-H model were then used to fit the experimental water droplet evaporation profiles (assuming $\alpha_M = 1$, $\alpha_T = 1$ and $\alpha_D = -0.43$) to extract the value of the relative humidity. These values were compared with the reference RH as well as the RH retrieved when using the Kulmala model, in order to show the level of improvement achievable with the proposed models.

The values of the RH fitted by the two models as well as the reference RH values determined by the NaCl or NaNO₃ droplet equilibrium size method are illustrated in Table 2 and Figure 8 for comparison. The uncertainty in the RH retrieved using the NaCl probe droplet (arising from uncertainties in the initial droplet size, composition and equilibrated radius) has previously been reported and is given in
equation (34). Here we assume the uncertainty in the RH retrieved by the NaNO₃ droplets to be of a similar magnitude.²⁰

\[
R_{eq} = R_{NaCl} + \left( -0.0175 R_{eq}^2 - 0.0005 R_{eq} + 0.017 \right) 
- \left( -0.0266 R_{2}^2 + 0.0086 R_{2} + 0.017 \right) 
\]  

(34)

To test the accuracy of the Liu and K-V-H models at RHs > 80%, Kulmala model simulations were performed for 85% RH and 95% RH and these were used as benchmark evaporation profiles to be fitted by the Liu and K-V-H models. The results are also shown in Table 2 and Figure 8.

The data shows that the Liu and K-V-H models are both able to accurately represent the evaporation kinetics of water droplets over a wide mass flux range. From 95% RH down to ~40% RH, both model predictions show excellent agreement with the reference RH within its stated uncertainties. In contrast, fits performed using the Kulmala model start to deviate from the reference values below 60% RH. As the Kulmala model underestimates the droplet mass flux for a given humidity, a lower RH value is required to fit the experimental time-dependent radius curve. Below 40% RH, the Liu and K-V-H models begin to slightly underpredict the RH (indicating that they too also underpredict the droplet mass flux in this RH range); however, the level of agreement is still good, with a maximum deviation in RH of less than 7% for the Liu model and less than 5% for the K-V-H model at the lowest humidity tested. While both models agree well with the reference values over the whole RH range, the K-V-H model has a slightly better accuracy and higher precision than the Liu model, although the latter does have the advantage that it does not require the value of an additional correction parameter (the thermal diffusion factor α₀) to be accurately known. Therefore, comparing with the equilibrium size method using aqueous salt droplet (i.e., NaBr, NaCl) and acid droplet (i.e., H₂SO₄), the water probe method based on the proposed models is convenient for accurate determination of RH in wide range
which is essential for hygroscopicity measurement.

5 Conclusions

Quantifying the rates of evaporation and condensation of water (and indeed other condensable volatile components) from aerosol particles is important in a broad range of applications from predicting droplet drying rates through to the kinetics of activation of cloud condensation nuclei and the formation of cloud droplets. Dependent on the relative rates of mass and heat flux, changes in droplet temperature can be substantial in early stages of the evaporation or condensation process, leading to an aerosol particle with a temperature suppressed below that of the ambient gas in evaporative cooling or above the ambient gas due to the latent heat generated on condensation. We have compared the performance of three treatments of the condensation/evaporation microphysics, comparing model predictions for the evaporation of pure water droplets. We have also considered in detail the sensitivity of model predictions to uncertainties in the thermophysical properties required to simulate water droplet evaporation and condensation.

Specifically, we have used the Kulmala model, the Liu model and the K-V-H model to predict the evaporation kinetic of water droplet under given conditions and RH from 0% and 90% for model comparison. The time-dependent radii predicted from all three models are in good agreement for RH>90%. However, at lower RH, and thus for high rates of evaporation and large degrees of evaporative cooling (i.e. between 20% and 90% RH), predictions from the Liu and the K-V-H models continue to agree but diverge from the Kulmala model, which provides an underestimate of the evaporative flux, failing to account fully for the degree of evaporative cooling.
Finally, we utilized the EDB technique to measure the evaporation kinetics of water droplet under different RHs (as implemented from a variation in humidified and dry nitrogen gas flow rates, \(Q_{\text{wet}}/Q_{\text{total}}\)), estimating the corresponding RH from the evaporation rate of a pure water droplet using the Liu model and the K-V-H model. A linear relationship between the predicted RH and the setting value of \(Q_{\text{wet}}/Q_{\text{total}}\) ratio is observed over a wide RH range down to \(~20\%\). Furthermore, we used the Comparative-Kinetics EDB technique to measure the evaporation profiles of aqueous NaCl and aqueous NaNO\(_3\) droplets, and water droplets alternately, and compared the RH values predicted by the proposed water probe method with the reference values estimated from the NaCl or NaNO\(_3\) probe equilibrium size method (RH range 10\%-95\%). The results from the two methods show excellent agreement within the uncertainty of the measurements at RHs \(>40\%\), with a small underprediction of the mass flux seen at RHs \(<40\%\) (equivalent to less than 7\% difference in RH retrieved by the Liu model and less than 5\% difference in RH for the K-V-H model at the lowest humidity). We conclude that the Liu and K-V-H models are able to accurately represent the evaporation kinetics (and, thus, also condensation) of aerosol droplets of volatility similar to pure water over broad ranges of environmental conditions and evaporation rates. In future, we will explore the accuracy of these treatments for other volatile solvents and for the evaporation of water droplets at much higher temperatures.
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### Table 1. The thermophysical properties of water and nitrogen used in this work.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Expression</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \ln(p_{eq}) / \text{Pa} )</td>
<td>54.842763-6763.22/T-4.210·ln(T)+0.000367·T +tanh{0.0415(T-218.8)}(53.878-1331.22/T-9.44523·ln(T)+0.014025·T)</td>
<td>38</td>
</tr>
<tr>
<td>( D_{v,g} / \text{m}^2 \text{s}^{-1} )</td>
<td>( 2.190 \times 10^{-5} \cdot \left( \frac{T}{273.15} \right)^{1.81} )</td>
<td>36</td>
</tr>
<tr>
<td>( D_{v,v} / \text{m}^2 \text{s}^{-1} )</td>
<td>( 7.5695 \times 10^{-10} \cdot T^{1.7575} )</td>
<td>14</td>
</tr>
<tr>
<td>( \rho / \text{kg m}^3 )</td>
<td>( (-1.23824054 \times 10^{-11} \cdot T^6) + (2.22619377 \times 10^{-8} \cdot T^5) ) + ( (-1.68379401 \times 10^{-5} \cdot T^4) ) + ( (6.88300205 \times 10^{-3} \cdot T^3) ) + ( (-1.61288564 \cdot T^2) ) + ( (0.206466342 \times 10^2 \cdot T) ) + ( (-1.03070991 \times 10^4) )</td>
<td>55</td>
</tr>
<tr>
<td>( L / \text{J kg}^{-1} )</td>
<td>( 3.14566 \times 10^6 - 2361.64 \cdot T )</td>
<td>44</td>
</tr>
<tr>
<td>( K_v / \text{W K}^{-1} \text{m}^{-1} )</td>
<td>( 0.01695 - 5.1478 \times 10^{-5} \cdot T + 1.89622 \times 10^{-7} \cdot T^2 )</td>
<td>41</td>
</tr>
<tr>
<td>( K_g / \text{W K}^{-1} \text{m}^{-1} )</td>
<td>( 3.9827 \times 10^{-3} + 7.3167 \times 10^{-5} \cdot T )</td>
<td>42</td>
</tr>
</tbody>
</table>
Table 2. Tabulated data from Figure 8. First two columns give the RH and error range from the reference technique (Kulmala for RH >80%, equation 30; NaCl probe method for 50%< RH <80% and NaNO₃ probe method for RH < 50%, equation 33). Estimations of RHs and associated RH error ranges from the Liu and K-V-H models are then shown. The final two columns give the difference between the RH extracted using the Liu and K-V-H models and the reference RH.

<table>
<thead>
<tr>
<th>Reference RH values</th>
<th>Liu model fits to water droplet evaporation</th>
<th>K-V-H model fits to water droplet evaporation</th>
<th>Deviation of model fits from reference RH / %</th>
</tr>
</thead>
<tbody>
<tr>
<td>RH&lt;sub&gt;ref&lt;/sub&gt;</td>
<td>RH&lt;sub&gt;ref&lt;/sub&gt; error / %</td>
<td>RH&lt;sub&gt;Liu&lt;/sub&gt; / %</td>
<td>RH&lt;sub&gt;K-VH&lt;/sub&gt; / %</td>
</tr>
<tr>
<td></td>
<td>range / %</td>
<td>/ % range / %</td>
<td>/ % range / %</td>
</tr>
<tr>
<td>95</td>
<td>94.80 – 95.07</td>
<td>94.95 – 95.10</td>
<td>94.96 – 94.88 – 95.04</td>
</tr>
<tr>
<td>85</td>
<td>84.60 – 85.67</td>
<td>85.14 – 84.66 – 85.58</td>
<td>85.19 – 84.94 – 85.42</td>
</tr>
<tr>
<td>70.08</td>
<td>69.08 – 70.89</td>
<td>71.1 – 70.15 – 71.97</td>
<td>71.36 – 70.84 – 71.81</td>
</tr>
<tr>
<td>63.33</td>
<td>62.15 – 64.30</td>
<td>64.16 – 62.98 – 65.25</td>
<td>64.46 – 63.81 – 65.04</td>
</tr>
<tr>
<td>56.20</td>
<td>54.86 – 57.32</td>
<td>56.82 – 55.46 – 58.07</td>
<td>57.2 – 56.39 – 57.91</td>
</tr>
<tr>
<td>42.50</td>
<td>40.92 - 43.86</td>
<td>42.90 – 41.09 – 44.56</td>
<td>43.76 – 42.66 – 44.73</td>
</tr>
<tr>
<td>11.00</td>
<td>8.80 – 12.67*</td>
<td>4.03 – 0.97 – 6.83</td>
<td>6.83 – 4.81 – 8.19</td>
</tr>
</tbody>
</table>

* RH<sub>ref</sub> error range given by variability in repeat measurements, which was larger than the uncertainty range calculated using equation 34.
FIGURES

Figure 1. Analysis of the effect of the $\alpha_D$ range on the mass flux in both evaporation and condensation processes.

$I_{\alpha>0}$ or $I_{\alpha<0}$: the mass is transferred off the droplet.
Figure 2. (a) Comparison of the evaporation profiles of pure water droplets at 90% RH and 293.15 K predicted by the Kulmala model (black) and the K-V-H model when $\alpha_D$ is set as 0 (red), -0.2 (blue), -0.3 (green), -0.4 (orange) and -0.5 (purple). In all cases $\alpha_M = 1$, $\alpha_T = 1$ and $V_g = 0.03$ m/s. Grey shading denotes a radius error of ± 100 nm, typical for the EDB. (b) Comparison of the evaporation profiles of pure water droplets at 90% RH and 293.15 K predicted by the Kulmala model (black) and the K-V-H model when $\alpha_M$ is set as 0.1 (red), 0.2 (blue), 0.5 (green) and 1 (orange). In all cases $\alpha_D = -0.43$, $\alpha_T = 1$ and $V_g = 0.03$ m/s.
Figure 3. The percentage difference in the evaporation rate of pure water droplets (represented by the change in radius squared with time) when the uncertainties in the parameters $D_{vg}$ and $K_g$ are considered when simulating droplet evaporation for the K-V-H model (circles, red), Liu model (squares, black) and Kulmala model (triangles, blue). Filled symbols: $+6\% D_{vg}$ and $+2\% K_g$; empty symbols: $-6\% D_{vg}$ and $-2\% K_g$. 
Figure 4. The absolute uncertainty in the RH retrieved by each model from an evaporation profile (radius vs time) for an evaporating water droplet in the RH range 20% to 95%. The uncertainty arises from the uncertainties in the values of the diffusion coefficients and thermal conductivities. Models: Liu, black; K-V-H ($\alpha_D = -0.43$), red; Kulmala, blue.
Figure 5. The predicted evaporation profiles of water droplet at RHs of (a) 90%, (b) 80%, (c) 50%, (d) 20% and (e) 0%; Liu model (black), K-V-H model (red) and Kulmala model (blue). Shaded region shows the error related to the uncertainty in the values of $D_v$ and $K_g$. 
Figure 6. (a) The measured evaporation profiles of water droplets under different $Q_{\text{wet}}/Q_{\text{total}}$ ratio conditions (left to right, $Q_{\text{wet}}/Q_{\text{total}}$ ratio: 0.2, black; 0.3, red; 0.4, blue; 0.5, green; 0.6, orange; 0.7, pink; 0.8, purple). (b) Comparison of Liu model fit (22.66% RH) with experimental data for $Q_{\text{wet}}/Q_{\text{total}} = 0.2$. (c) The RH (expressed as saturation) retrieved by the three models for each $Q_{\text{wet}}/Q_{\text{total}}$ ratio (Kulmala, blue; Liu, black; K-V-H ($\alpha_d = -0.43$), red). The error bars show the uncertainty in the retrieved RH. The solid grey line shows a linear fit through the Liu and K-V-H data. A dashed grey 1:1 line is shown for comparison.
Figure 7. Radius vs time profiles for a series of aqueous NaCl (red) and water droplets (black) evaporating in the CK-EDB at 293.15 K and $Q_{\text{wed}}/Q_{\text{total}} = 0.8$. 

![Graph showing radius vs time profiles for aqueous NaCl (red) and water droplets (black) evaporating in the CK-EDB at 293.15 K and $Q_{\text{wed}}/Q_{\text{total}} = 0.8$.](image)
Figure 8. Comparison between the reference RH from the Kulmala model (RH>80%), sodium chloride probe droplets (50% < RH < 80%), and sodium nitrate probe droplets (RH < 50%), and the RH retrieved by the Liu (black), K-V-H (red) and Kulmala (blue) models. 1:1 line is shown for comparison.