TWISTED CONJUGACY IN HOUGHTON’S GROUPS

CHARLES GARNET COX

ABSTRACT. For a fixed $n \in \{2, 3, \ldots\}$, the Houghton group $H_n$ consists of bijections of $X_n = \{1, \ldots, n\} \times \mathbb{N}$ that are ‘eventually translations’ of each copy of $\mathbb{N}$. The Houghton groups have been shown to have solvable conjugacy problem. In general, solvable conjugacy problem does not imply that all finite extensions and finite index subgroups have solvable conjugacy problem. Our main theorem is that a stronger result holds: for any $n \in \{2, 3, \ldots\}$ and any group $G$ commensurable to $H_n$, $G$ has solvable conjugacy problem.

1. INTRODUCTION

Given a presentation $\langle S \mid R \rangle = G$, a ‘word’ in $G$ is an ordered $f$-tuple $a_1 \ldots a_f$ with $f \in \mathbb{N}$ and each $a_i \in S \cup S^{-1}$. Dehn’s problems and their generalisations (known as decision problems) ask seemingly straightforward questions about finite presentations. The problems that we shall consider include:

- **WP($G$)**, the word problem for $G$: show there exists an algorithm which given any two words $a, b \in G$, decides whether $a =_G b$ or $a \neq_G b$ i.e. whether these words represent the same element of the group. This is equivalent to asking whether or not $ab^{-1} =_G 1$. There exist finitely presented groups where this problem is undecidable (see [Nov58] or [Boo59]).

- **CP($G$)**, the conjugacy problem for $G$: show there exists an algorithm which given any two words $a, b \in G$, decides whether or not there exists an $x \in G$ such that $x^{-1}ax = b$. Since $\{1_G\}$ is always a conjugacy class of $G$, if CP($G$) is solvable then so is WP($G$). There exist groups where WP($G$) is solvable but CP($G$) is not (e.g. see [M171]) and so CP($G$) is strictly weaker than WP($G$).

- **TCP$_\phi$($G$)**, the $\phi$-twisted conjugacy problem for $G$: for a fixed $\phi \in \text{Aut}(G)$, show there exists an algorithm which given any two words $a, b \in G$, decides whether or not there exists an $x \in G$ such that $(x^{-1})\phi ax = b$ (meaning that $a$ is $\phi$-twisted conjugate to $b$). Note that TCP$_{\text{Id}}$($G$) is CP($G$).

- **TCP($G$)**, the (uniform) twisted conjugacy problem for $G$: show there exists an algorithm which given any $\phi \in \text{Aut}(G)$ and any two words $a, b \in G$, decides whether or not they are $\phi$-twisted conjugate. There exist groups $G$ such that CP($G$) is solvable but TCP($G$) is not (e.g. see [BMV10]).

Should any of these problems be solved for one finite presentation, then they may be solved for any other finite presentation of that group. We therefore say that such problems are solvable if an algorithm exists for one such presentation.
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Many decision problems may also be considered for any group that is recursively presented.

We say that $G$ is a finite extension of $H$ if $H \leq G$ and $H$ is finite index in $G$. If $\text{CP}(G)$ is solvable, then we do not have that finite index subgroups of $G$ or finite extensions of $G$ have solvable conjugacy problem, even if these are of degree 2. Explicit examples can be found for both cases (see [CM77] or [GK75]). Thus it is natural to ask, if $\text{CP}(G)$ is solvable, whether the conjugacy problem holds for finite extensions and finite index subgroups of $G$. The groups we investigate in this paper are Houghton groups (denoted $H_n$ with $n \in \mathbb{N}$).

**Theorem 1.** Let $n \in \{2, 3, \ldots\}$. Then $\text{TCP}(H_n)$ is solvable.

We say that two groups $A$ and $B$ are commensurable if there exists $N_A \cong N_B$ where $N_A$ is normal and finite index in $A$ and $N_B$ is normal and finite index in $B$.

**Theorem 2.** Let $n \in \{2, 3, \ldots\}$. Then, for any group $G$ commensurable to $H_n$, $\text{CP}(G)$ is solvable.

As a consequence of this work we also obtain.

**Theorem 3.** There exists an algorithm which takes as input any $n \in \{2, 3, \ldots\}$ and any $a \in H_n \rtimes S_n$, and which decides whether or not $C_{H_n}(a)$ is finitely generated. If $C_{H_n}(a)$ is finitely generated, then the algorithm also outputs a finite generating set for $C_{H_n}(a)$.

We structure the paper as follows. In Section 2 we introduce the Houghton groups, make some simple observations for them, and reduce $\text{TCP}(H_n)$ to a problem similar to $\text{CP}(H_n \rtimes S_n)$, the difference being that, given $a, b \in H_n \rtimes S_n$, we are searching for a conjugator $x \in H_n$. This occurs since, for all $n \in \{2, 3, \ldots\}$, $\text{Aut}(H_n) \cong H_n \rtimes S_n$. In Section 3 we describe the orbits of elements of $H_n \rtimes S_n$ and produce identities that a conjugator of elements in $H_n \rtimes S_n$ must satisfy. These are then used in Section 4 to reduce our problem of finding a conjugator in $H_n$ to finding a conjugator in the subgroup of $H_n$ consisting of all finite permutations (which we denote by $\text{FSym}$, see Notation 2.1 below). Constructing such an algorithm provides us with Theorem 1. In Section 5 we use Theorem 1 and [BMV10, Thm. 3.1] to prove our main result, Theorem 2. In Section 6 we discuss the structure of $C_{H_n}(a)$ where $a \in H_n \rtimes S_n$ and prove Theorem 3.
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## 2. Background

As with the authors of [ABM15], the author does not know of a class that contains the Houghton groups and for which the conjugacy problem has been solved.

### 2.1. Houghton’s groups.

Throughout we shall consider $\mathbb{N} := \{1, 2, 3, \ldots\}$. For convenience, let $\mathbb{Z}_n := \{1, \ldots, n\}$. For a fixed $n \in \mathbb{N}$, let $X_n := \mathbb{Z}_n \times \mathbb{N}$. Arrange these $n$ copies of $\mathbb{N}$ as in Figure 1 below (so that the $k^{\text{th}}$ point from each copy of $\mathbb{N}$ form the vertices of a regular $n$-gon). For any $i \in \mathbb{Z}_n$, we will refer to the set $i \times \mathbb{N}$ as a **branch** or **ray** and will let $(i, m)$ denote the $m^{\text{th}}$ point on the $i^{\text{th}}$ branch.
Definition 2.2. Let $X$ not finitely generated, and Sym($X$) is uncountable and so uncountably generated.

Notation 2.1. For a non-empty set $X$, the set of all permutations of $X$ form a group which we denote Sym($X$). Those permutations which have finite support (i.e. move finitely many points) form a normal subgroup which we will denote FSym($X$).

If there is no ambiguity for $X$, then we will write just Sym or FSym respectively.

Note that, if $X$ is countably infinite, then FSym($X$) is countably infinite but is not finitely generated, and Sym($X$) is uncountable and so uncountably generated.

Definition 2.2. Let $n \in \mathbb{N}$. The $n$th Houghton group, denoted $H_n$, is a subgroup of Sym($X_n$). An element $g \in$ Sym($X_n$) is in $H_n$ if and only if there exist constants $z_1(g), \ldots, z_n(g) \in \mathbb{N}$ and $(t_1(g), \ldots, t_n(g)) \in \mathbb{Z}^n$ such that, for all $i \in \mathbb{Z}_m$, 

$$
(i, m) g = (i, m + t_i(g)) \text{ for all } m \geq z_i(g).
$$

For simplicity, the numbers $z_1(g), \ldots, z_n(g)$ are assumed to be minimal i.e. for any $m' < z_i(g)$, $(i, m') g \neq (i, m' + t_i(g))$. The vector $t(g) := (t_1(g), \ldots, t_n(g))$ represents the ‘eventual translation length’ for each $g$ in $H_n$ since $t_i(g)$ specifies how far $g$ moves the points $\{(i, m) | m \geq z_i(g)\}$. We shall say that these points are those which are ‘far out’, since they are the points where $g$ acts in the regular way described in (1). As $g$ induces a bijection from $X_n$ to $X_n$, we have that

$$
\sum_{i=1}^n t_i(g) = 0.
$$

Given $g \in H_n$, the numbers $z_i(g)$ may be arbitrarily large. Thus FSym($X_n$) $\leq H_n$. Also, for any $n \in \{2, 3, \ldots\}$, we have (as proved in [Wie77]) the short exact sequence

$$
1 \rightarrow \text{FSym} (X_n) \rightarrow H_n \rightarrow \mathbb{Z}^{n-1} \rightarrow 1
$$

where the homomorphism $H_n \rightarrow \mathbb{Z}^{n-1}$ is given by $g \mapsto (t_1(g), \ldots, t_{n-1}(g))$.

These groups were introduced in [Hou78] for $n \in \{3, 4, \ldots\}$. The generating set that we will use when $n \in \{3, 4, \ldots\}$ is $\{g_i \mid i = 2, \ldots, n\}$ where, for each $i \in \{2, \ldots, n\}$ and $(j, m) \in X_n$,

$$(j, m) g_i = \begin{cases} 
(1, m + 1) & \text{if } j = 1 \\
(1, 1) & \text{if } j = i, m = 1 \\
(i, m - 1) & \text{if } j = i, m > 1 \\
(j, m) & \text{otherwise.}
\end{cases}
$$

Note, for each $i$, $t_1(g_i) = 1$ and $t_j(g_i) = -\delta_{i,j}$ for $j \in \{2, \ldots, n\}$. Figure 1 shows a geometric visualisation of $g_2, g_3 \in H_5$. Throughout we shall take the vertical ray as the ‘first ray’ (the set of points $\{(1, m) \mid m \in \mathbb{N}\}$) and order the other rays clockwise.

We shall now see that, for any $n \in \{3, 4, \ldots\}$, the set $\{g_i \mid i = 2, \ldots, n\}$ generates $H_n$. First, any valid eventual translation lengths (those satisfying (2)) can be obtained by these generators. Secondly, the commutator (which we define as $[g, h] := g^{-1} h^{-1} g h$ for every $g, h$ in $G$) of any two distinct elements $g_i, g_j \in H_n$ is a 2-cycle, and so conjugation of this 2-cycle by some combination of $g_k$’s will produce a 2-cycle with support equal to any two points of $X_n$. This is enough to produce any element that is ‘eventually a translation’ i.e. one that satisfies condition (1), and so is enough to generate all of $H_n$. An explicit finite presentation for $H_3$ can be found in [Joh99], and this was generalised in [Lee12] by providing finite presentations for $H_n$ for all $n > 3$. 


Figure 1. Part of the set $X_5$ and a geometrical representation of the action of the standard generators $g_2, g_4 \in H_5$.

We now describe $H_1$ and $H_2$. If $g \in H_1$, then $t_1(g) = 0$ (since the eventual translation lengths of $g$ must sum to 0 by condition (2) and so $H_1 = \text{FSym}(\mathbb{N})$. For $H_2$ we have $\langle g_2 \rangle \cong \mathbb{Z}$. Using a conjugation argument similar to the one above, it can be seen that a suitable generating set for $H_2$ is $\{g_2, ((1, 1)(2, 1))\}$. These definitions of $H_1$ and $H_2$ agree with the result for $H_n$ in [Bro87], that (for $n \geq 3$) each $H_n$ is FP$_{n-1}$ but not FP$_n$ i.e. $H_1$ is not finitely generated and $H_2$ is finitely generated but not finitely presented. Since $H_1 = \text{FSym}(\mathbb{N})$ and $\text{Aut}(\text{FSym}(\mathbb{N})) \cong \text{Sym}(\mathbb{N})$ (see, for example, [DM96] or [Sco87]) we will work with $H_n$ where $n \in \{2, 3, \ldots\}$.

2.2. A reformulation of TCP($H_n$). We require knowledge of $\text{Aut}(H_n)$. We noted above that $\text{Aut}(H_1) \cong \text{Sym}(\mathbb{N})$, and so will work with $n \in \{2, 3, \ldots\}$.

**Notation.** Let $g \in \text{Sym}(X)$. Then $(h)\phi_g := g^{-1}hg$ for all $h \in G$.

From [BCMR14], we have for all $n \in \{2, 3, \ldots\}$ that $N_{\text{Sym}(X_n)}(H_n) \cong \text{Aut}(H_n)$ via the map $\rho \mapsto \phi_{\rho}$ and that $N_{\text{Sym}(X_n)}(H_n) \cong H_n \rtimes S_n$. We will make an abuse of notation and consider $H_n \rtimes S_n$ as acting on $X_n$ via the natural isomorphism $N_{\text{Sym}(X_n)}(H_n) \cong \text{Sym}(X_n)$. Here $\text{Inn}(H_n) \cong H_n$ because $H_n$ is centreless, and $S_n$ acts on $X_n$ by isometrically permuting the rays, where $g \in H_n \rtimes S_n$ is an isometric permutation of the rays if and only if there exists a $\sigma \in S_n$ such that $(i, m)g = (i\sigma, m)$ for all $m \in \mathbb{N}$ and all $i \in \mathbb{Z}_n$.

**Notation.** For any given $g \in H_n \rtimes S_n$, let $\Psi : H_n \rtimes S_n \to S_n$, $g \mapsto \sigma_g$ where $\sigma_g$ denotes the isometric permutation of the rays induced by $g$. Furthermore, let $\omega_g := g\sigma_g^{-1}$. Thus, for any $g \in H_n \rtimes S_n$, we have $g = \omega_g\sigma_g$ and will consider $\omega_g \in H_n$ and $\sigma_g \in S_n$. We shall therefore consider any element $g$ of $H_n \rtimes S_n$ as a permutation of $X_n$ which is eventually a translation (denoted $\omega_g$) followed by an isometric permutation of the rays $\sigma_g$.

**Definition 2.3.** Let $G \leq H_n \rtimes S_n$ and $g, h \in H_n \rtimes S_n$. Then we shall say $g$ and $h$ are $G$-conjugated if there is an $x \in G$ such that $x^{-1}gx = h$. 


We now relate twisted conjugacy in $H_n$ to conjugacy in $H_n \rtimes S_n$. Let $c \in H_n \rtimes S_n$. Then the equation for $\phi_c$-twisted conjugacy becomes:

$$(x^{-1})\phi_c g x = h \iff c^{-1}x^{-1}c g x = h \iff x^{-1}(\omega_c \sigma_c g) x = \omega_c \sigma_c h.$$ 

Thus, for any $n \in \{2, 3, \ldots\}$, two elements $g, h \in H_n$ are $\phi_c$-twisted conjugate if and only if $\omega_c \sigma_c g$ and $\omega_c \sigma_c h$ in $H_n \rtimes S_n$ are $H_n$-conjugated. Note that, if $g, h \in H_n \rtimes S_n$ are $H_n$-conjugated, then $\sigma_g = \sigma_h$. Thus for the remainder of this note $a$ and $b$ will refer to the elements in $H_n \rtimes S_n$ that we wish to decide are $H_n$-conjugated, where $\sigma_a = \sigma_b$. In order to solve TCP($H_n$), we will therefore produce an algorithm to search for an $x \in H_n$ which conjugates $a$ to $b$.

3. Computations in $H_n \rtimes S_n$

Our first lemma provides the generating set that we will use for $H_n \rtimes S_n$.

**Lemma 3.1.** Let $n \in \{2, 3, \ldots\}$. Then $H_n \rtimes S_n$ can be generated by 3 elements.

**Proof.** If $n \geq 3$, two elements can be used to generate all of the isometric permutations of the rays. Our third generator will be $g_2$, the standard generator for $H_n$. Conjugating $g_2$ by the appropriate isometric permutations of the rays produces the set $\{g_i \mid i = 2, \ldots, n\}$, which can then be used to generate all permutations in $H_n$. For $H_2 \rtimes S_2$ we note that $H_2$ is 2-generated and that $S_2$ is cyclic. \qed

### 3.1. The orbits of elements in $H_n \rtimes S_n$.

Our main aim for this section is to describe the orbits of any element $g \in H_n \rtimes S_n$ ‘far out’. For elements of $H_n$, any element eventually acted like a translation. In a similar way, any element of $H_n \rtimes S_n$ eventually moves points in a uniform manner. More specifically, $g \in \text{Sym}(X_n)$ is in $H_n \rtimes S_n$ if and only if there exist constants $z_1(g), \ldots, z_n(g) \in \mathbb{N}$, $(t_1(g), \ldots, t_n(g)) \in \mathbb{Z}^n$, and a permutation $\sigma \in S_n$ such that for all $i \in \mathbb{Z}_n$

$$(3) \quad (i, m)g = (i\sigma, m + t_i(g)) \text{ for all } m \geq z_i(g).$$

If $g \in H_n \rtimes S_n$, then $g = \omega g \sigma g$. Therefore for any $g \in H_n \rtimes S_n$, $\sigma g$ (the isometric permutation of the rays induced by $g$) will induce the permutation denoted $\sigma$ in $S_n$, we have that $t_i(\omega g) = t_i(g)$ for all $i \in \mathbb{Z}_n$, and $z_1(\omega g), \ldots, z_n(\omega g)$ are suitable values for the constants $z_1(g), \ldots, z_n(g)$.

**Definition 3.2.** Let $g \in H_n \rtimes S_n$ and $i \in \mathbb{Z}_n$. Then a class of $\sigma g$, denoted $[i]_g$, is the support of the disjoint cycle of $\sigma g$ which contains $i$ i.e. $[i]_g = \{i\sigma^d \mid d \in \mathbb{Z}\}$. Additionally, we define the size of a class $[i]_g$ to be the length of the cycle of $\sigma g$ containing $i$, i.e. the cardinality of the set $[i]_g$, and denote this by $|\cdot|_g$.

We shall choose $z_1(g), \ldots, z_n(g) \in \mathbb{N}$ to be the smallest numbers such that

$$(4) \quad (i, m)g^d = (i\sigma^d g, m + \sum_{s=0}^{d-1} t_i\sigma^s(g)) \text{ for all } m \geq z_i(g) \text{ and all } 1 \leq d \leq |i|_g.$$ 

Note that, for any $g \in H_n \rtimes S_n$ and all $i \in \mathbb{Z}_n$, we have $z_i(g) \geq z_i(\omega g)$. We now justify the introduction of condition (4). Consider a $g \in H_n \rtimes S_n$, $i \in \mathbb{Z}_n$, and $m \in \mathbb{N}$ such that

$$(z_i(\omega g) \leq m < z_i(g) \text{ and } m + t_i(\omega g) < z_{i\sigma_g}(\omega g)).$$

This would mean that $(i, m)g = (i\sigma g, m + t_i(\omega g))$, but it may also be that

$(i, m)g^2 = (i\sigma^2 g, m + t_i(g) + t_{i\sigma_g}(g))$. 

Thus the condition (4) above means that, for any \( g \in H_n \times S_n \), the numbers \( z_1(g), \ldots, z_n(g) \) capture the ‘eventual’ way that \( g \) permutes the points of a ray.

Let us fix some \( g \in H_n \times S_n \). Consider if \( \sigma_g \) acts trivially on a particular branch \( i' \). This will mean that this branch has orbits like those occurring for elements of \( H_n \). If \( t_{i'}(g) = 0 \), then \( g \) leaves all but a finite number of points on this branch fixed. If \( t_{i'}(g) \neq 0 \), then for any given \( m' > z_{i'}(g) \),

\[
\{ (i', m') g^d \mid d \in \mathbb{Z} \} \supset \{ (i', m) \mid m \geq m' \text{ and } m \equiv m' \text{ mod } |t_{i'}(g)| \}.
\]

Notice that, for any \( g \in H_n \times S_n \), the \( \sigma_g \)-classes form a partition of \( \mathbb{Z}_n \), relating to the branches of \( X_n \). We now consider the case \( |[k]_g| > 1 \). We first note, for any \( i \in [k]_g \) and \( m_1 \geq z_i(g) \), that

\[
(i, m_1) g^{|[k]_g|} \in \{ (i, m) \mid m \in \mathbb{N} \}
\]

and that for any \( 1 \leq p < |[k]_g|, i \in [k]_g \), and \( m_1 \geq z_i(g) \),

\[
(i, m_1) g^p \notin \{ (i, m) \mid m \in \mathbb{N} \}.
\]

In fact we may compute \( (i, m) g^{|[k]_g|} \) for any \( i \in [k]_g \) and \( m \geq z_i(g) \),

\[
(i, m) g^{|[k]_g|} = (i, m + \sum_{s=0}^{|[k]_g|-1} t_{i\sigma_{g}^s}(g)).
\]

In light of this, we introduce the following.

**Definition 3.3.** For any \( g \in H_n \times S_n \), class \([i]_g \), and \( k \in [i]_g = \{ i_1, i_2, \ldots, i_q \} \), let

\[
t_{[k]}(g) := \sum_{s=1}^{q} t_{i_s}(g).
\]

Hence, if \( t_{[k]}(g) = 0 \), then for all \( i' \in [k]_g \) and \( m' \geq z_i(g) \), the point \( (i', m') \) will lie on an orbit of length \( |[k]_g| \). If \( t_{[k]}(g) \neq 0 \), then \( 10 \) states that for all \( i' \in [k]_g \) and all \( m' \geq z_i(g) \), that \( (i', m') g^{|[k]_g|} \neq (i', m') \). Hence when \( t_{[k]}(g) = 0 \), almost all points of the \( k \)-th ray will lie on an orbit of \( g \) of length \( |[k]_g| \), and when \( t_{[k]}(g) \neq 0 \) almost all points of the \( k \)-th ray will lie in an infinite orbit of \( g \). Since different arguments will be required for finite orbits and infinite orbits, we introduce the following notation.

**Notation.** Let \( g \in H_n \times S_n \). Then \( I(g) := \{ i \in \mathbb{Z}_n \mid t_{[i]}(g) \neq 0 \} \) consists of all \( i \in \mathbb{Z}_n \) corresponding to rays of \( X_n \) which have infinite intersection with some infinite orbit of \( g \). Let \( I^c(g) := \mathbb{Z}_n \setminus I(g) \), the complement of \( I(g) \).

**Definition 3.4.** Two sets are *almost equal* if their symmetric difference is finite.

For any \( g \in H_n \times S_n \) and any infinite orbit \( \Omega \) of \( g \), our aim is now to describe a set almost equal to \( \Omega \), so to have a suitable description of the infinite orbits of elements of \( H_n \times S_n \). We work with \( t_{[k]}(g) > 0 \), since if \( t_{[k]}(g) \) is negative, we will be able to apply our arguments to \( g^{-1} \). For any \( i_1 \in [k]_g \) and \( m_1 \geq z_{i_1}(g) \), we shall compute the orbit of \( (i_1, m_1) \) under \( g \). First,

\[
\{(i_1, m_1) g^d | [k]_g | \mid d \in \mathbb{N} \} = \{(i_1, m) \mid m > m_1, m \equiv m_1 \text{ mod } |t_{[k]}(g)| \}.
\]

Similarly, \( \{(i_1, m_1) g^d | [k]_g | + 1 \mid d \in \mathbb{N} \} \) is equal to \n
\[
\{(i_1 \sigma_{g}, m) \mid m > m_1 + t_{i_1}(g), m \equiv m_1 + t_{i_1}(g) \text{ mod } |t_{[k]}(g)| \}.
\]
For every $2 \leq s \leq |[k]|$, setting $i_s := i_1 \sigma_g^{s-1}$ and $m_s := m_1 + \sum_{d=1}^{s-1} t_{i_d}(g)$ we have, for any $0 \leq r < |[k]|$, that
\[ \{(i_1, m_1)g^{d}[k]i_r + r \mid d \in \mathbb{N}\} = \{(i_{r+1}, m) \mid m > m_{r+1}, m \equiv m_{r+1} \mod |t[k](g)|\} \]
and hence \( \{(i_1, m_1)g^d \mid d \in \mathbb{N}\} \)

\[
\bigcup_{q=1}^{|[k]|} \{(i_q, m) \mid m > m_q, m \equiv m_q \mod |t[k](g)|\}. \tag{8}
\]

It is therefore natural to introduce the following.

**Definition 3.5.** Let $g \in H_n \times S_n$, $i_1 \in I(g)$, and $m_1 \in \mathbb{N}$. Then
\[ X_{i_1, m_1}(g) := \{(i_1, m) \in X_n \mid m \equiv m_1 \mod |t[i_1](g)|\}. \]

Furthermore, for every $2 \leq s < |[k]|$ let $i_s := i_1 \sigma_g^{s-1}$, $m_s := m_1 + \sum_{d=1}^{s-1} t_{i_d}(g)$, and
\[ X_{i_s, m_s}(g) := \bigcup_{q=1}^{|[i_s]|} X_{i_q, m_q}(g). \]

Note that suppressing $m_2, \ldots, m_{|[k]|}$ from the notation is not ambiguous since these are uniquely determined from $i_1, m_1$, and $g$.

Let us summarise what we have shown.

**Lemma 3.6.** Let $g \in H_n \times S_n$ and $i \in I(g)$. Then, for any infinite orbit $\Omega$ of $g$ intersecting \( \{ (i, m) \in X_n \mid m \geq z_i(g) \} \), there exists $i' \in I(g)$ and constants $d_1, e_1 \in \mathbb{N}$ such that the set
\[ X_{i, d_1}(g) \cup X_{i', e_1}(g) \]
is almost equal to $\Omega$.

3.2. **Identities arising from the equation for conjugacy.** In Section 2.2 we showed that TCP($H_n$) was equivalent to producing an algorithm which, given any $a, b \in H_n \times S_n$, decides whether or not $a$ and $b$ are $H_n$-conjugated. In this section we shall show some necessary conditions which any $x \in H_n$ must satisfy in order to conjugate $a$ to $b$. First, some simple computations to rewrite $t_i(\sigma_a x \sigma_a^{-1})$ are needed. Note that, since $\sigma_a = \sigma_b$ is a necessary condition for $a$ and $b$ to be $H_n$-conjugated (and $\sigma_a, \sigma_b$ are computable), the following will not be ambiguous.

**Notation.** We will write $[i]$ to denote $[i]_a$ (which is also a class of $b$).

**Lemma 3.7.** For any isometric permutation of the rays $\sigma$ and any $y \in H_n$,
\[ t_i(\sigma^{-1} y \sigma) = t_{i \sigma^{-1}}(y) \]
for all $i \in \mathbb{Z}_n$.

**Proof.** Let $\sigma = \sigma_1 \sigma_2 \ldots \sigma_s$ be written in disjoint cycle notation, and let $\sigma_1 = (i_1 i_2 \ldots i_q)$. Since $\sigma \in \mathbb{N}_{\text{sym}}(X_n)(H_n)$, we have that $\sigma^{-1} y \sigma \in H_n$. We compute $t_{i_1}(\sigma^{-1} y \sigma)$ by considering the image of $(i_1, m)$ where $m \geq \max\{ z_i(y) \mid i \in \mathbb{Z}_n \}$:
\[ (i_1, m)\sigma^{-1} y \sigma = (i_q, m + t_{i_q}(y)) \sigma = (i_1, m + t_{i_1}(y)). \]
Similarly, for $1 < s \leq q$,
\[ (i_s, m)\sigma^{-1} y \sigma = (i_{s-1}, m + t_{i_{s-1}}(y)) \sigma = (i_s, m + t_{i_s}(y)). \]
Thus $t_i(\sigma^{-1} y \sigma) = t_{i \sigma^{-1}}(y)$ for any $i \in \mathbb{Z}_n$. \qed
Lemma 3.8. Let $a, b \in H_n \rtimes S_n$. Then a necessary condition for $a$ and $b$ to be $H_n$-conjugated is that, for all $[i]$ classes, $t_i(a) = t_i(b)$. Also if $x \in H_n$ conjugates $a$ to $b$, then $t_i(\omega_b) = -t_i(x) + t_i(\omega_a) + t_i(\omega_{\sigma_a})$ for all $i \in \mathbb{Z}_n$.

Proof. From our hypotheses, we have that
\[
\omega_b = x^{-1} \omega_a x
\]
and so, since $\omega_a, \omega_b, x$, and $\sigma_a x \sigma_a^{-1}$ can all be considered as elements of $H_n$, we have for all $i \in \mathbb{Z}_n$ that
\[
t_i(\omega_b) = t_i(x^{-1}) + t_i(\omega_a) + t_i(\sigma_a x \sigma_a^{-1})
\]
which from the previous lemma can be rewritten as
\[
t_i(\omega_b) = -t_i(x) + t_i(\omega_a) + t_i(\omega_{\sigma_a}).
\]
Now, for any branch $i'$, we sum over all $k$ in $[i']$
\[
\sum_{k \in [i']} t_k(\omega_b) = -\sum_{k \in [i']} t_k(x) + \sum_{k \in [i']} t_k(\omega_a) + \sum_{k \in [i']} t_k(x)
\]
\[
\Rightarrow \sum_{k \in [i']} t_k(\omega_b) = \sum_{k \in [i']} t_k(\omega_a)
\]
\[
\Rightarrow t_{i'}(b) = t_{i'}(a)
\]
as required. \qed

Thus, if $a, b \in H_n \rtimes S_n$ are $H_n$-conjugated, then $I(a) = I(b)$. For any $g \in H_n \rtimes S_n$ the set $I(g)$ is computable, and so the first step of our algorithm can be to check that $I(a) = I(b)$. Hence the following is not ambiguous.

Notation. We shall use $I$ to denote $I(a)$ and $I(b)$.

Lemma 3.9. Let $a, b \in H_n \rtimes S_n$ be conjugate by $x \in H_n$. Then, for each class $[k]$, choosing a value for $t_{i'}(x)$ for some $i' \in [k]$ determines values for $\{t_i(x) \mid i \in [k]\}$. Moreover, let $i_1 \in [k]$ and, for $2 \leq s \leq |[k]|$, let $i_s := i_1 \sigma_a^{s-1}$. Then the following formula determines $t_{i_s}(x)$ for all $s \in \mathbb{Z}|[k]|$
\[
t_{i_s}(x) = t_{i_1}(x) + \sum_{d=1}^{s-1} (t_{i_d}(\omega_b) - t_{i_d}(\omega_a)).
\]

Proof. If $|[k]| = 1$, then there is nothing to prove. Lemma 3.8 states that
\[
t_i(\omega_b) = -t_i(x) + t_i(\omega_a) + t_i(\omega_{\sigma_a})
\]
for all $i \in \mathbb{Z}_n$, and so we are free to let $i := i_s \in [k]$, where $s \in \mathbb{Z}|[k]|$, to obtain
\[
t_{i_s}(\omega_b) = -t_{i_s}(x) + t_{i_s}(\omega_a) + t_{i_s}(\omega_{\sigma_a})
\]
\[
\Rightarrow t_{i_s}(\omega_b) = t_{i_s}(x) + t_{i_s}(\omega_b) - t_{i_s}(\omega_a).
\]
Setting \( s = 1 \) provides a formula for \( t_i(x) \). If \( 2 \leq s < |[k]| \), then
\[
    t_{i,s}(x) = t_{i,s}(x) + t_{i,s}(\omega^b) - t_{i,s}(\omega^a)
\]
\[
    = t_{i,s-1}(x) + t_{i,s-1}(\omega^b) - t_{i,s-1}(\omega^a) + t_{i,s}(\omega^b) - t_{i,s}(\omega^a)
    = \ldots
    = t_{i,1}(x) + \sum_{d=1}^{s} (t_{i,d}(\omega^b) - t_{i,d}(\omega^a)).
\]

Thus, for all \( s \in \mathbb{Z}_{[k]} \), we have a formula for \( t_i(x) \) which depends on the computable values \( \{t_i(a), t_i(b) \mid i \in [k] \} \) and the value of \( t_i(1) \).

\[ \square \]

4. AN ALGORITHM FOR FINDING A CONJUGATOR IN \( H_n \)

In this section we construct an algorithm which, given \( a, b \in H_n \rtimes S_n \) with \( \sigma_a = \sigma_b \), either outputs an \( x \in H_n \) such that \( x^{-1}ax = b \), or halts without outputting such an \( x \) if one does not exist.

We will often need to make a choice of some \( i \in [k] \). For each class \( [k] \), we shall do this by introducing an ordering on \( [k] \). We shall choose this ordering to be the one defined by \( i_1 := \inf[k] \) (under the usual ordering of \( \mathbb{N} \)) and \( i_s := i_1 \sigma_1^{s-1} \) for all \( 2 \leq s \leq |[k]| \). Hence \( [k] = \{i_1, \ldots, i_1 \mid [k] \} \).

4.1. **An algorithm for finding a conjugator in \( \text{FSym} \).** Many of the arguments of this section draw their ideas from [ABM15, Section 3]. By definition, any element which conjugates \( a \) to \( b \) will send the support of \( a \) to the support of \( b \). If we wish to find a conjugator in \( \text{FSym} \), this means that the symmetric difference of these sets must be finite, whilst \( \text{supp}(a) \cap \text{supp}(b) \) can be infinite.

**Notation.** For any \( g, h \in \text{Sym} \), let \( N(g, h) := \text{supp}(g) \cap \text{supp}(h) \), the intersection of the supports of \( g \) and \( h \).

**Notation.** Let \( g \in H_n \rtimes S_n \). Then \( Z(g) := \{(i, m) \in X_n \mid i \in \mathbb{Z}_n \text{ and } m < z_i(g)\} \) which is analogous to the \( Z \) region used by some authors when dealing with the Houghton groups.

This yields a quadratic solution to WP(\( H_n \rtimes S_n \)). First note that, for any \( i \in \mathbb{Z}_n \), \( (i, z_i(g) + t_i(g)) = (i \sigma_g, z_i(g) + t_i(g)) \). Thus if \( g \) acts trivially on \( \{i, z_i(g) \mid i \in \mathbb{Z}_n \} \), then \( \text{supp}(g) \subseteq Z(g) \). Secondly, by using [ABM15, Lem 2.1], the size of \( Z(g) \) is bounded by a linear function in terms of \( |g|_S \) (the word length of \( g \) with respect to \( S \)). Finally, for each point in \( Z(g) \cup \{(i, z_i(g)) \mid i \in \mathbb{Z}_n \} \), compute the action of \( g \) (which requires \( |g|_S \) computations). This is sufficient to determine if \( g \) is the identity, since we have that \( g \) is the identity if and only if \( g \) acts trivially on \( Z(g) \cup \{(i, z_i(g)) \mid i \in \mathbb{Z}_n \} \).

**Definition 4.1.** Let \( g \in H_n \rtimes S_n \). Then, for a fixed \( r \in \mathbb{N} \), let \( g_r \) denote the element of \( \text{Sym}(X_n) \) which consists of the product of all of the \( r \)-cycles of \( g \). Furthermore, let \( g_\infty \) denote the element of \( \text{Sym}(X_n) \) which consists of the product of all of the infinite cycles of \( g \).

Our strategy for deciding whether \( a, b \in H_n \rtimes S_n \) are \( \text{FSym} \)-conjugated is as follows. We show, for any \( r \in \mathbb{N} \), that if \( a_r \) and \( b_r \) are \( \text{FSym} \)-conjugated, then \( a_r \) and \( b_r \) are conjugate by an \( x \in \text{FSym} \) where \( \text{supp}(x) \) is computable. Similarly we show that if \( a_\infty \) and \( b_\infty \) are \( \text{FSym} \)-conjugated, then there is a computable finite set such that there is a conjugator of \( a_\infty \) and \( b_\infty \) with support contained within
this set. In order to decide if \(a, b \in H_n \times S_n\) are FSym-conjugated we may then decide if \(a_\infty\) and \(b_\infty\) are FSym-conjugated, produce such a conjugator \(y_1\) if one exists, and then decide if \((y_1^{-1}a y_1)_{\infty}\) and \(b\) are FSym-conjugated by deciding whether \((y_1^{-1}a y_1)_{\infty}\) and \(b_{\infty}\) are FSym-conjugated for every \(r \in \mathbb{N}\) (which is possible since \(b_{\infty}\) is non-trivial for only finitely many \(r \in \mathbb{N}\), see Lemma 4.4).

**Lemma 4.2.** If \(g, h \in \text{Sym}\) are FSym-conjugated, then
\[
|\text{supp}(g) \setminus N(g, h)| = |\text{supp}(h) \setminus N(g, h)| < \infty.
\]

**Proof.** The proof [ABM15] Lem. 3.2 applies to our more general hypotheses. \(\square\)

**Lemma 4.3.** Let \(g \in H_n \times S_n\) and \(r \in \mathbb{N}\). Then \(g_r \in H_n \times S_n\). Note this means that \(g_r\) restricts to a bijection on \(Z(g_r)\) and \(X_n \setminus Z(g_r)\).

**Proof.** It is clear that \(g_r \in \text{Sym}(X_n)\). From our description of orbits in Section 3.1 for all \((i, m) \in X_n \setminus Z(g)\) we have that \((i, m)\) lies either on: an infinite orbit of \(g\); an orbit of \(g\) of length \(s \neq r\); or on an orbit of \(g\) of length \(r\). In the first two cases, we have that \((i, m)g_r = (i, m)\) for all \((i, m) \in X_n \setminus Z(g)\). In the final case, we have that \((i, m)g_r = (i, m)g\) for all \(X_n \setminus Z(g)\). Hence \(g_r\) is an element for which there exists an isometric permutation of the rays \(\sigma\), and constants \(t_1(g_r), \ldots, t_n(g_r) \in \mathbb{Z}\) and \(z_1(g_r), \ldots, z_n(g_r) \in \mathbb{N}\) such that for all \(i \in \mathbb{N}\)
\[
(i, m)g_r = (i \sigma, m + t_i(g_r)) \text{ for all } m \geq z_i(g_r)
\]
which was labelled (3) in Section 3.1. Thus, \(g_r \in H_n \times S_n\). \(\square\)

**Lemma 4.4.** Let \(S\) be the generating set of \(H_n \times S_n\) described in Lemma 3.1. Then there is an algorithm which, given any \((i, m) \in X_n\) and any word \(w\) over \(S^{\leq 1}\) representing \(g \in H_n \times S_n\), computes the set \(O_g(i, m) \coloneqq \{(i, m)g^d \mid d \in \mathbb{Z}\}\). Moreover the set \(\{g_r \neq \text{id} \mid r \in \mathbb{N} \cup \{\infty\}\) is finite and computable.

**Proof.** From [ABM15] Lem. 2.1], the numbers \(t_1(\omega_g), \ldots, t_n(\omega_g), z_1(\omega_g), \ldots, z_n(\omega_g)\) are computable. Hence the action of \(\sigma_g\) is computable, as are the classes \([i]_g\) and the numbers \(z_i(g)\) and \(t_{[i]}(g)\).

We note that for all \((i', m') \in X_n\), the number \(|O_g(i', m')|\) is computable. First, \(\|(i', m')\| = X_n \setminus Z(g)\). Then \(|O_g(i', m')|\) is infinite if \(t_{[i']}\) \(\neq 0\) and is equal to \(|[i']_g|\) otherwise. If \((i', m') \in Z(g)\), either \(|O_g(i', m')|\) is finite and so \((i', m')g^d = (i', m')\) for some \(0 \leq d \leq |Z(g)|\), or \((i', m')g^d \in X_n \setminus Z(g)\) for some \(d \in \mathbb{N}\) and so \((i', m')\) lies in an infinite orbit of \(g\). When \(O_g(i', m')\) is finite, it is clearly computable.

Now we deal with the infinite orbits of \(g\). For every \(i \in I(g)\) and \(d_1 \in \mathbb{N}\), the set \(X_{[i], d_1}(g)\) - introduced in Definition 3.3 - is computable from the numbers \(t_1(g), \ldots, t_n(g)\) and classes \([k]_g \mid k \in \mathbb{Z}\). Given \((j, m) \in X_{[i], d_1}(g)\), the set \(F_{[i]}(j, m) \coloneqq \{(j, m)g^d \mid d \in \mathbb{Z}\} \cap Z(g)\) is finite and computable. Hence we may compute the \(i' \in I(g)\) and \(d_1 \in \mathbb{N}\) such that \(O_g(j, m)\) is almost equal to \(X_{[i], d_1}(g) \sqcup X_{[i'], e_1}(g)\). Thus
\[
O_g(j, m) = F_{[i]}(j, m) \sqcup (X_{[i], d_1}(g) \setminus Z(g)) \sqcup (X_{[i'], e_1}(g) \setminus Z(g))
\]
and is therefore computable.

Since we can compute the size of orbits and the set \(Z(g)\), we may determine those \(r \in \mathbb{N}\) for which \(g_r\) is non-trivial. First, record those \(r\) for which there is an orbit of length \(r\) within \(Z(g)\). Secondly, for each \(k \in I'(g)\), compute \([k]\) (since
then \( g \) will have infinitely many orbits of length \(|k|\)). Finally compute \(|I(g)|\) to determine whether or not \( g_\infty \) is trivial. Hence the set \( \{ g_r \neq id \mid r \in \mathbb{N} \cup \{ \infty \} \} \) is finite and computable.

This lemma means that, given a word \( w \) in \( S^\pm \) representing \( g \in H_n \rtimes S_n \), we may compute the equations (4) - which appeared after Definition 3.2 - that capture the ‘eventual’ way that \( g \) acts. Since \( Z(g) \) is finite, only finitely many more equations are required to completely describe the action of \( g \) on \( X_n \).

This lemma also means that, given a word \( w \) over \( S^\pm \) representing \( g \in H_n \rtimes S_n \) and any \( r \in \mathbb{N} \cup \{ \infty \} \), the action of the element \( g_r \) can be determined.

**Notation.** Let \( g \in \text{Sym}(X_n) \). Given any set \( Y \subseteq X_n \) for which \( Yg = Y \) (so that \( g \) restricts to a bijection on \( Y \) ), let \( g|_Y \) denote the element of \( \text{Sym}(X_n) \) which acts as \( g \) on the set \( Y \) and leaves all points in \( X_n \setminus Y \) invariant i.e. for every \( (i,m) \in X_n \)

\[
(i,m)(g|_Y) := \begin{cases} 
(i,m)g & \text{if } (i,m) \in Y \\
(i,m) & \text{otherwise.}
\end{cases}
\]

**Notation.** Given \( g \in H_n \rtimes S_n \), let \( Z^*(g) := Z(g) \cap \text{supp}(g) \).

**Lemma 4.5.** Fix an \( r \in \{2,3,\ldots \} \) and let \( g,h \in H_n \rtimes S_n \). If \( g_r \) and \( h_r \) are FSym-conjugated, then there exists an \( x \in \text{FSym} \) which conjugates \( g_r \) to \( h_r \) such that \( \text{supp}(x) \subseteq Z^*(g_r) \cup Z^*(h_r) \).

**Proof.** Let \( Z := Z(g_r) \cup Z(h_r) \) and \( Z^c := X_n \setminus Z \). If \( g_r \) and \( h_r \) are FSym-conjugated, then

\[
(i,m)g_r = (i,m)h_r \quad \text{for all } (i,m) \in Z^c.
\]

By Lemma 4.3 and (9), \( g_r \) and \( h_r \) restrict to a bijection of \( Z^c \). Thus, \( g_r \) and \( h_r \) must also restrict to a bijection of \( Z \). We may therefore apply Lemma 4.2 to \( g_r \) and \( h_r \) to obtain

\[
|\text{supp}(g_r) \setminus N(g_r,h_r)| = |\text{supp}(h_r) \setminus N(g_r,h_r)|
\]

which, since \( Z^c \subseteq N(g_r,h_r) \), implies that

\[
|\text{supp}(g_r|_Z) \setminus N(g_r|_Z,h_r|_Z)| = |\text{supp}(h_r|_Z) \setminus N(g_r|_Z,h_r|_Z)|
\]

and since \( Z \) is finite,

\[
|\text{supp}(g_r|_Z)| = |\text{supp}(h_r|_Z)| < \infty.
\]

Since \( g_r \) and \( h_r \) consist of only \( r \)-cycles, \( g_r|_Z \) and \( h_r|_Z \) are elements of FSym with the same cycle type, and so are FSym-conjugated. Thus there is a conjugator \( x \in \text{FSym} \) with \( \text{supp}(x) \subseteq \text{supp}(g_r|_Z) \cup \text{supp}(h_r|_Z) = Z^*(g_r) \cup Z^*(h_r) \).

**Lemma 4.6.** If \( g_\infty = h_\infty \) and \( g,h \in H_n \rtimes S_n \) are FSym-conjugated, then there is an \( x \in \text{FSym} \) which conjugates \( g \) to \( h \) with \( \text{supp}(x) \subseteq Y \), a computable finite set disjoint from \( \text{supp}(g_\infty) \).

**Proof.** By Lemma 4.3, \( \{ g_r \neq id \mid r \in \mathbb{N} \} \) is finite and computable implying that there is a computable \( k \in \mathbb{N} \) such that \( g_r = id \) for all \( r > k \). Using Lemma 4.3, compute \( x_2 \in \text{FSym} \) that conjugates \( g_2 \) to \( h_2 \) with \( \text{supp}(x_2) \subseteq Z^*(g_2) \). Therefore \( (x_2^{-1}g_2x_2)^\infty = h_\infty \) and \( (x_2^{-1}g_2x_2)^2 = h_2 \). Let \( g^{(2)} := x_2^{-1}g_2x_2 \). Now, for each \( i = 3,4,\ldots,k, \) use Lemma 4.3 to define \( x_i \) to conjugate \( (g^{(i-1)})^{-1} \) to \( h_i \) with \( \text{supp}(x_i) \subseteq Z^*(g^{(i-1)}) \cup Z^*(h_i) \) and \( g^{(i)} := x_i^{-1}g^{(i-1)}x_i \). Then \( \prod_{r=2}^{k} x_r \) conjugates \( g \) to \( h \) since \( (x_2x_3\ldots x_k)^{-1}g(x_2x_3\ldots x_k) = x_k^{-1}(x_3^{-1}(x_2^{-1}g_2x_3)\ldots) x_k \).
We now reduce finding an FSym-conjugator of $a$ and $b$ to the case of Lemma 4.6. In order to do this we require a well known lemma.

**Lemma 4.7.** Let $x \in G$ conjugate $a, b \in G$. Then, $x' \in G$ also conjugates $a$ to $b$ if, and only if, $x' = cx$ for some $c \in C_G(a)$.

**Lemma 4.8.** Let $g, h \in H_n \rtimes S_n$. If $g_\infty$ and $h_\infty$ are FSym-conjugated, then there exists an $x \in \text{FSym}$ which conjugates $g_\infty$ to $h_\infty$ with $\text{supp}(x) \subseteq Z(g_\infty) \cup Z(h_\infty)$.

**Proof.** We show that a bound for $z_i(x)$ is computable for each $i \in \mathbb{Z}_n$, inspired in part by the proof of [ABM15, Prop 3.1]. Note that for all $i \in I(g_\infty)$ and all $m \geq z_i(g_\infty)$, we have that $(i, m)(g_\infty)^{[i]_g} = (i, m + t_{[i]}(g))$.

Our claim is that there is an $x \in \text{FSym}$ which conjugates $g_\infty$ to $h_\infty$ with $(i, m)x = (i, m)$ for all $i \in \mathbb{Z}_n$ and for all $m \geq \max(z_i(g_\infty), z_i(h_\infty))$.

Let $Z := Z(g_\infty) \cup Z(h_\infty)$. We first work with $I'(g_\infty)$. Let $j \in I'(g_\infty)$, $(j, m) \in X_n \setminus Z$, and assume that $(j, m) \in \text{supp}(x)$. Then $(j, m)h_\infty = (j, m)$ and so $(j, m)x^{-1}g_\infty x = (j, m)$. If $(j, m)x^{-1} \not\in \text{supp}(g_\infty)$, then the 2-cycle $\gamma := ((j, m)(j, m)x^{-1})$ is in $\text{CF}_{\text{FSym}}(g_\infty)$ and so $x' := \gamma x$ also conjugates $g_\infty$ to $h_\infty$ by Lemma 4.7. Now $(j, m)\gamma x = (j, m)$ and so $(j, m) \not\in \text{supp}(x)$. If $(j, m)x^{-1} = (j', m') \in \text{supp}(g_\infty)$, then $x$ sends $(j', m')$ to $(j, m)$. But, from the fact that $(j, m)x^{-1}g_\infty x = (j, m)$, $x$ must send $(j', m')g_\infty$ to $(j, m)$, and so $x$ sends both $(j', m')$ and $(j', m')g_\infty$ to $(j, m)$, a contradiction. Hence $(j, m) \in I'(g_\infty) \cap \text{supp}(x) \subseteq Z(g_\infty) \cup Z(h_\infty)$.

We now work with $i \in I(g_\infty)$. Let $t_{[i]}(g) > 0$, since replacing $g$ and $h$ with $g^{-1}$ and $h^{-1}$ respectively will provide an argument for $t_{[i]}(g) < 0$. Assume, for a contradiction, that for some $i \in I(g_\infty)$ we have that $z_i(x) > \max(z_i(g_\infty), z_i(h_\infty))$.

For all $m \in \{0, 1, \ldots\}$, we have that $z_i(x) + m \geq z_i(x) > \max(z_i(g_\infty), z_i(h_\infty))$.

Therefore

\[(i, z_i(x) + m)(x^{-1}g_\infty x)^{-[i]_g} = (i, z_i(x) + m)(h_\infty)^{-[i]_g}
\]

\[= (i, z_i(x) + m - t_{[i]}(h_\infty)) = (i, z_i(x) + m - t_{[i]}(g_\infty))
\]

and similarly

\[(i, z_i(x) + m)(x^{-1}g_\infty x)^{-[i]_g} = (i, z_i(x) + m)(g_\infty)^{-[i]_g}x
\]

\[= (i, z_i(x) + m)(g_\infty)^{-[i]_g}x = (i, z_i(x) + m - t_{[i]}(g_\infty))x
\]

implying that $(i, z_i(x) + m - t_{[i]}(g_\infty))x = (i, z_i(x) + m - t_{[i]}(g_\infty))$, which contradicts the minimality of $z_i(x)$.

**Proposition 4.9.** Given $g, h \in H_n \rtimes S_n$, there is an algorithm which decides whether or not $g$ and $h$ are FSym-conjugated, and produces a conjugator in $\text{FSym}$ if one exists.

**Proof.** By Lemma 4.8 enumerating all possible bijections of the set $Z(g_\infty) \cup Z(h_\infty)$ is sufficient to decide whether or not $g_\infty$ and $h_\infty$ are FSym-conjugated. If $g_\infty$ and $h_\infty$ are not FSym-conjugated, then $g$ and $h$ are not FSym-conjugated since such a conjugator would also conjugate $g_\infty$ to $h_\infty$. Let $y_1 \in \text{FSym}$ conjugate $g_\infty$ to $h_\infty$ and let $g' := y_1^{-1}gy_1$. By construction, $g'_\infty = h_\infty$.

Lemma 4.6 states that there is a finite computable set $Y$ such that if $g'$ and $h$ are FSym-conjugated, then there is a conjugator $y_2$ with $\text{supp}(y_2) \subseteq Y$. Therefore
enumerate all possible bijections of $Y$ is sufficient to decide whether $g'$ and $h$ are FSym-conjugated. A suitable conjugator of $g$ and $h$ is then $y_1y_2$. Note that $g$ and $h$ are FSym-conjugated if and only if $g'$ and $h$ are FSym-conjugated.

4.2. Reducing the problem to finding a conjugator in FSym. The previous section provided us with an algorithm for deciding whether $a, b \in H_n \ltimes S_n$ are FSym-conjugated. Our problem is to decide if $a$ and $b$ are $H_n$-conjugated. We start with Lemma 4.11, a simple observation that allows further application of our algorithm determining conjugacy in FSym.

**Definition 4.10.** Given $g, h \in H_n \ltimes S_n$ and a group $G$ such that $\text{FSym}(X_n) \subseteq G \subseteq H_n$, a 

witness set of $G$-conjugation is a finite subset $V(g, h, G)$ of $\mathbb{Z}^n$ satisfying that if $g, h$ are $G$-conjugated, then there is an $x \in G$ such that $g = x^{-1}hx$ and $t(x) \in V(g, h, G)$.

Note that if $\text{FSym}(X_n) \subseteq U, V \subseteq H_n$ and $\{t(u) \mid u \in U\} = \{t(v) \mid v \in V\}$, then $U = V$. For assume that $u \in U, v \in H_n$, and $t(u) = t(v)$. Then $t(u^{-1}v) = 0$ which implies that $u^{-1}v = \sigma \in \text{FSym}(X_n)$. Thus $v = u\sigma \in U$, and deciding whether or not a given $h \in H_n$ lies in such a $U$ becomes membership of $t(h)$ in $\{t(u) \mid u \in U\}$.

**Lemma 4.11.** Let $\text{FSym}(X_n) \subseteq G \subseteq H_n$. If, for any $g, h \in H_n \ltimes S_n$ it is possible to compute a witness set of $G$-conjugation $V(g, h, G)$, then there is an algorithm which, given any $a, b \in H_n \ltimes S_n$, decides whether they are $G$-conjugated.

**Proof.** We use, from the previous section, that there exists an algorithm for deciding if $g, h \in H_n \ltimes S_n$ are FSym-conjugated. For any $v \in \mathbb{Z}^n$ with $\sum_{i=1}^n v_i = 0$ let

\[
 x_v := \prod_{i=2}^n g_i^{-v_i}
\]

where the elements $\{g_i \mid i = 2, \ldots, n\}$ are our generators of $H_n$ so that $t(x_v) = v$.

Thus, if $g$ and $h$ are $G$-conjugated, then there exists $x \in V(g, h, G)$ and $x \in \text{FSym}$ such that $x_v$ conjugates $g$ to $h$. Now, to decide if $g$ and $h$ are $G$-conjugated, it is sufficient to check whether any of the pairs $\{(x_v^{-1}g x_v, h) \mid x \in V(g, h, G)\}$ are FSym-conjugated. This is because

\[
 x^{-1}(x_v^{-1}g x_v)x = h \iff (x_v x)^{-1}g(x_v x) = h
\]

and so a pair is FSym-conjugated if and only if $g$ and $h$ are $G$-conjugated.

From this lemma, if, for any $g, h \in H_n \ltimes S_n$, the set $V(g, h, H_n)$ was computable (from only $g$ and $h$), then TCP($H_n$) would be solvable. We shall show that solving our problem can be achieved by producing an algorithm to decide if elements are $G$-conjugated where $G$ is a particular subgroup of $H_n$.

**Definition 4.12.** Let $g \in H_n \ltimes S_n$, $|\sigma_g|$ denote the order of $\sigma_g \in S_n$, and

\[
 H^*_n(g) := \{x \in H_n \mid t_i(x) \equiv 0 \text{ mod } |\sigma_g|\} \text{ for all } i \in I(g),
\]

\[
 H_n(g) := \{x \in H_n \mid t_i(x) \equiv 0 \text{ mod } |t_i(g)|\} \text{ for all } i \in I(g).
\]

Recall that if $a, b \in H_n \ltimes S_n$ are $H_n$-conjugated, then $\sigma_a = \sigma_b$. Also, from Lemma 5.5, $t_i(a) = t_i(b)$ for all $i \in \mathbb{Z}_n$. Hence, if $a$ and $b$ are $H_n$-conjugated, then $H^*_n(a) = H^*_n(b)$ and $H_n(a) = H_n(b)$. Note that $H^*_n(g) \subseteq H_n(g)$ since, for any $i \in I(g)$, $|t_i(g)| = |t_i(g)|$ divides $|t_i(g)|$. Given $x \in H_n(g)$ and any infinite orbit $O_g$ of $g$, we have that $(O_g)x$ and $O_g$ are almost equal, and hence elements of $H^*_n(g)$ also have this property.
Lemma 4.13. Assume there exists an algorithm which, given any \( g, h \in H_n \times S_n \), decides whether \( g \) and \( h \) are \( H_n^* \)-conjugated. Then there exists an algorithm which, given any \( g, h \in H_n \times S_n \), decides whether \( g \) and \( h \) are \( H_n \)-conjugated.

Proof. Given \( g \in H_n \times S_n \), construct the set

\[ P_g := \{ (\mathbf{y}_1, \ldots, \mathbf{y}_n) \in \mathbb{Z}^n : 0 \leq \mathbf{y}_i < |t_i(g^{\sigma_i})| \text{ for all } i \in I(g) \text{ and } \mathbf{y}_k = 0 \text{ otherwise} \}. \]

Note that, for any \( y \in H_n \times S_n \), \( P_y \) will be finite. Define \( x_{\mathbf{y}} \) as in (10) above. Note that \( H_n = \bigcup_{\mathbf{y} \in P_g} x_{\mathbf{y}} H_n^*(g) \) and so any element of \( H_n \) is expressible as a product of \( x_{\mathbf{y}} \) for some \( \mathbf{y} \in P_g \) and an element in \( H_n^*(g) \). Thus, deciding whether any of the finite number of pairs \( \{(x_{\mathbf{y}}^{-1}g x_{\mathbf{y}}, h) \mid \mathbf{y} \in P_g \} \) are \( H_n^*(g) \)-conjugated is sufficient to decide whether \( g \) and \( h \) are \( H_n \)-conjugated. \( \square \)

Remark 4.14. From Lemma 4.13, if for any \( g, h \in H_n \times S_n \) a set \( V(g, h, H_n^*(g)) \) is computable, then it is possible to decide whether any \( g, h \in H_n \times S_n \) are \( H_n^*(g) \)-conjugated. By Lemma 4.13, it will then be possible to decide whether any \( g, h \in H_n \times S_n \) are \( H_n \)-conjugated. From Section 2.2 this will mean that TCP(H_n) is solvable.

In the following two sections we will show that for any \( g, h \in H_n \times S_n \) a witness set of \( H_n^*(g) \)-conjugation is computable from only \( g \) and \( h \). In Section 4.3 we show that the following is computable.

Notation. Let \( n \in \{2, 3, \ldots\} \) and \( g, h \in H_n \times S_n \). Let \( M_I(g, h) \) denote a number such that, if \( g \) and \( h \) are \( H_n^*(g) \)-conjugated, then there is a conjugator \( x \in H_n^*(g) \) with

\[ \sum_{i \in I(g)} |t_i(x)| < M_I(g, h). \]

In Section 4.3, we show that for any \( g, h \in H_n \times S_n \), numbers \( \{y_j(g, h) \mid j \in I^*(g)\} \) are computable (using only \( g \) and \( h \)) such that if there exists an \( x \in H_n^*(g) \) which conjugates \( g \) to \( h \), then there is an \( x' \in H_n^*(g) \) which conjugates \( g \) to \( h \) such that \( t_i(x') = t_i(x) \) for all \( i \in I(g) \) and \( t_j(x') = y_j(g, h) \) for all \( j \in I^*(g) \).

Remark 4.15. Note that if the numbers \( M_I(g, h) \) and \( \{y_j(g, h) \mid j \in I^*(g)\} \) are computable using only \( g \) and \( h \) then the set \( V(g, h, H_n^*(g)) \) is computable from only \( g \) and \( h \). This is because defining \( V(g, h, H_n^*(g)) \) to consist of all vectors \( \mathbf{y} \) satisfying:

i) \( \sum_{i \in I} |\mathbf{y}_i| < M_I(g, h) \);

ii) \( \mathbf{y}_i = y_i \) for all \( i \in I^*(g) \);

iii) \( \sum_{i=1}^n \mathbf{y}_i = 0 \).

provides us with a finite set such that if \( g \) and \( h \) are \( H_n^*(g) \)-conjugated, then they are conjugate by an \( x \in H_n^*(g) \) with \( t(x) \in V(g, h, H_n^*(g)) \).

4.3. Showing that \( M_I(g, h) \) is computable. Let \( g, h \in H_n \times S_n \) and \( x \in H_n^*(g) \) conjugate \( g \) to \( h \). In this section we will show that a number \( M_I(g, h) \) is computable from only the elements \( g \) and \( h \).

Notation. Let \( x \in H_n^*(a) \) conjugate \( a, b \in H_n \times S_n \). Then, for each \( i \in I \), let \( l_i(x) \) be chosen so that \( t_i(x) = l_i(x) |t_i(a)| \). Note, since \( t_i(x) \equiv 0 \mod |t_i(a)| \) for all \( i \in I \), that \( l_i(x) \in \mathbb{Z} \) for each \( i \in I \).
Recall that $\sigma_a = \sigma_b$ and that Lemma 3.8 tells us that, if $a$ and $b$ are $H_n$-conjugated, then $t_{[i]}(a) = t_{[i]}(b)$ for every $[i]$ class of $\sigma_a$. Thus, for every $i \in I$ and $d_1 \in \mathbb{N}$, we have that $X_{i, d_1}(a) = X_{i, d_1}(b)$ (the sets from Definition 3.5). Also, $(X_{i, d_1}(a))x$ is almost equal to $X_{i, d_1}(a)$ since the set $X_{i, d_1}(a)$ consists of all points $(i_1, m) \in X_n$ where $m \equiv d_1 \mod |t_{[i]}(a)|$. Moreover $(X_{[i], d_1}(a))x$ is almost equal to $X_{[i], d_1}(a)$ since $X_{[i], d_1}(a)$ is the union of sets $X_{i, d_1}(a)$ where for each $i_s \in [i]$ we have that $(X_{i_s, d_1}(a))x$ is almost equal to $X_{i_s, d_1}(a)$.

**Remark 4.16.** From Lemma 3.8, we have for any $H_n$-conjugated $g, h \in H_n \times S_n$ and any $i \in I(g)$ that $t_{i \sigma_i}(x) - t_{i}(x) = t_{i}(\omega_h) - t_{i}(\omega_g)$. If we assume that $x \in H^*_n(g)$, then we have that $t_{i}(\omega_g) \equiv t_{i}(\omega_h) \mod |t_{[i]}(g)|$. Hence if $g$ and $h$ are $H^*_n(g)$ conjugate, then for any infinite orbit $O_g$ of $g$, there must be an infinite orbit of $h$ which is almost equal to $O_g$. It will therefore not be ambiguous to omit $a$ and $b$ and simply write $X_{i, d_1}$ and $X_{[i], d_1}$.

**Definition 4.17.** Given $g \in H_n \times S_n$, we define an equivalence relation $\sim_g$ on $\{[k]_g \mid k \in I(g)\}$ as the one generated by setting $[i]_g \sim_g [j]_g$ if and only if there is an orbit of $g$ almost equal to $X_{[i], d_1}(g) \cup X_{[j], e_1}(g)$ for some $d_1, e_1 \in \mathbb{N}$. Writing $[i] \sim_g [j]$ will not be ambiguous since the relation $\sim_g$ always will be used with respect to the $\sigma_g$-classes of $g$. Note that if $a, b \in H_n \times S_n$ are $H_n$-conjugated, then $\sigma_a = \sigma_b$ and $a$ and $b$ produce the same equivalence relation.

**Proposition 4.18.** Let $a, b \in H_n \times S_n$ be $H^*_n(a)$-conjugated. Then there exists a computable constant $K(a, b)$ (computable from only $a$ and $b$) such that for any $x \in H^*_n(a)$ which conjugates $a$ to $b$ and any given $i, j$ where $[i] \sim_a [j]$, we have that $||[i]||t_i(x) - |[j]|t_j(x)|| < K(a, b)$.

**Proof.** We follow in spirit the proof of [ABM15 Prop 4.3]. For convenience, we introduce notation to describe a set almost equal to $X_{[i], d_1}$.

**Notation.** For any set $Y \subseteq X_n$, and any $q := (q(1), q(2), \ldots, q(n)) \in \mathbb{N}^n$, let $Y_q := Y \setminus \{(i, m) \mid i \in \mathbb{N} \text{ and } m < q(i)\}$.

We will assume that $a, b \in H_n \times S_n$ and $x \in H^*_n(a)$ are known. Let $i, j \in I$ satisfy $[i] \sim_a [j]$. Then there exist $d_1, e_1 \in \mathbb{N}$ such that $X_{[i], d_1} \cup X_{[j], e_1}$ is almost equal to an infinite orbit of $a$ and hence, by Remark 4.10, is almost equal to an infinite orbit of $b$. Denote these infinite orbits by $O_a$ and $O_b$ respectively. Note that $O_a \equiv O_b$.

Let $\epsilon_k$ be the smallest integers such that
i) for all $k \in [i] \cup [j]$, $\epsilon_k \geq \max(z_{k}(a), z_{k}(b))$;
ii) for all $k \in [i]$, $\epsilon_k \equiv d_k \mod |t_{[i]}(a)|$;
iii) for all $k \in [j]$, $\epsilon_k \equiv e_k \mod |t_{[j]}(a)|$
and define $v \in \mathbb{Z}^n$ by $v_k = \epsilon_k$ if $k \in [i] \cup [j]$ and $v_k = 1$ otherwise.

We now have that

\[ X_{[i], d_1} |_v \subseteq X_{[i], d_1} \cap O_a; \quad X_{[i], d_1} |_v \subseteq X_{[i], d_1} \cap O_b; \]

\[ X_{[j], e_1} |_v \subseteq X_{[j], e_1} \cap O_a; \quad \text{and} \quad X_{[j], e_1} |_v \subseteq X_{[j], e_1} \cap O_b. \]

This allows us to decompose $O_a$ and $O_b$:

\[ O_a = X_{[i], d_1} |_v \cup X_{[j], e_1} |_v \cup S_{i,j} \]
\[ O_b = X_{[i], d_1} |_v \cup X_{[j], e_1} |_v \cup T_{i,j} \]
where $S_{i,j}$ and $T_{i,j}$ are finite sets. Define $\epsilon'_k$ to be the smallest integers such that for all $k \in [i] \cup [j]$

i) $\epsilon'_k \geq z_k(x)$;

ii) $\epsilon'_k \geq \epsilon_k + |t_k(x)|$;

iii) $\epsilon'_k \equiv \epsilon_k \mod |t_k(a)|$

and define $v' \in \mathbb{Z}^n$ by $v'_k = \begin{cases} \epsilon'_k & \text{if } k \in [i] \cup [j] \\ 1 & \text{otherwise.} \end{cases}$

These conditions for $\epsilon'_k$ imply that $x$ restricts to a bijection from

$$X_{[i],d_i} \mid v' \text{ to } X_{[i],d_i} \mid v'+t(x)$$

and $X_{[j],e_1} \mid v' \text{ to } X_{[j],e_1} \mid v'+t(x)$.

Hence $x$ restricts to a bijection between the following finite sets

$$(11) \quad (X_{[i],d_i} \mid v \setminus X_{[i],d_i} \mid v') \sqcup (X_{[j],e_1} \mid v \setminus X_{[j],e_1} \mid v') \sqcup S_{i,j}$$

and

$$(12) \quad (X_{[i],d_i} \mid v \setminus X_{[i],d_i} \mid v'+t(x)) \sqcup (X_{[j],e_1} \mid v \setminus X_{[j],e_1} \mid v'+t(x)) \sqcup T_{i,j}.$$

By definition, $x$ eventually translates with amplitude $t_k(x) = l_k(x) \cdot |t_k(a)|$ for each $k \in [i] \cup [j]$. Thus

$$\left| \left( X_{[i],d_i} \mid v \setminus X_{[i],d_i} \mid v'+t(x) \right) \right| = \left| \left( X_{[i],d_i} \mid v \setminus X_{[i],d_i} \mid v' \right) \right| + \sum_{k \in [i]} l_k(x)$$

and

$$\left| \left( X_{[j],e_1} \mid v \setminus X_{[j],e_1} \mid v'+t(x) \right) \right| = \left| \left( X_{[j],e_1} \mid v \setminus X_{[j],e_1} \mid v' \right) \right| + \sum_{k' \in [j]} l_{k'}(x).$$

Now, since (11) and (12) have the same cardinality, we have

$$\sum_{k \in [i]} l_k(x) + \sum_{k' \in [j]} l_{k'}(x) + |T_{i,j}| = |S_{i,j}|$$

where $|S_{i,j}|$ and $|T_{i,j}|$ are constants computable from only $a$ and $b$. Using Lemma 3.9 we may rewrite each element of $\{l_k(x) \mid k \in [i]\}$ as a computable constant plus $l_i(x)$ and each element of $\{l_{k'}(x) \mid k' \in [j]\}$ as a computable constant plus $l_j(x)$. Let $A_{i,j}$ denote the sum of all of these constants (which ‘adjust’ the values of the translation lengths of $x$ amongst each $\sigma_n$ class). Now (13) becomes

$$| [i] | l_i(x) + | [j] | l_j(x) + A_{i,j} + |T_{i,j}| = |S_{i,j}|.$$ 

By the generalised triangle inequality we have

$$| [i] | l_i(x) \leq | [j] | l_j(x) + |A_{i,j}| + |S_{i,j}| + |T_{i,j}|$$

and

$$| [j] | l_j(x) \leq | [i] | l_i(x) + |A_{i,j}| + |S_{i,j}| + |T_{i,j}|.$$ 

Thus

$$| [i] | l_i(x) - | [j] | l_j(x) \leq |A_{i,j}| + |S_{i,j}| + |T_{i,j}| = C(i,j)$$

and

$$| [j] | l_j(x) - | [i] | l_i(x) \leq |A_{i,j}| + |S_{i,j}| + |T_{i,j}| = C(j,i).$$

We may then complete this process for all pairs of rays $i', j' \in I$ such that there exist $d'_1, c'_1 \in \mathbb{N}$ such that $X_{[i'],d'_1} \sqcup X_{[j'],c'_1}$ is almost equal to an infinite orbit of $a$. Let $\hat{C}(a,b)$ denote the maximum of all of the $C(i', j')$. 
Now, consider if $k, k' \in I$ satisfy $[k] \sim_a [k']$. This means that there exist $k(1), k(2), \ldots, k(f) \in I$ and $d_1^{(0)}, d_1^{(1)}, \ldots, d_1^{(f)}, e_1^{(1)}, \ldots, e_1^{(f)}, e_1^{(f+1)} \in \mathbb{N}$ such that for all $p \in \mathbb{Z}_{f-1}$

$$X_{[k],d_1^{(0)}} \cup X_{[k(1)],d_1^{(1)}} \cup X_{[k(2)],d_1^{(2)}} \cup \cdots \cup X_{[k(f)],d_1^{(f)}}, e_1^{(f+1)},$$

are almost equal to orbits of $a$. We wish to bound $|[k]| |l_k(x)| - |[k']||l_{k'}(x)|$, and will do this by producing bounds for

$$|[k]| |l_k(x)| - |[k']||l_{k'}(x)|$$

We start by rewriting $|[k]| |l_k(x)| - |[k']||l_{k'}(x)|$ as

$$(|[k]| |l_k(x)| - |[k^{(1)}]| |l_{k^{(1)}}(x)|) + ([k^{(1)}]| |l_{k^{(1)}}(x)| - |[k^{(2)}]| |l_{k^{(2)}}(x)|) + \ldots$$

and so

$$|[k]| |l_k(x)| - |[k']||l_{k'}(x)| \leq C(k, k^{(1)}) + \sum_{q=1}^{f-1} C(k^{(q)}, k^{(q+1)}) + C(k^{(f)}, k')$$

Similarly, $|[k']||l_{k'}(x)| - |[k]| |l_k(x)| \leq (f + 1)\hat{C}(a, b) \leq n \cdot \hat{C}(a, b)$. Thus $n \cdot \hat{C}(a, b) + 1$ is a suitable value for $K(a, b)$.

Now we note that, without knowledge of the conjugator $x$, for all $k, k'$ such that $X_{[k],d_1} \cup X_{[k'],e_1}$ is almost equal to an infinite orbit of $a$, the sets $S_{k,k'}$ and $T_{k,k'}$ are computable, and so the constants $C(k, k')$ are also computable. Hence $\hat{C}(a, b)$ and so $K(a, b)$ are computable using only the elements $a$ and $b$. \hfill \Box

We shall now show that, if $a$ is conjugate to $b$ in $H^*_n(a)$, then there is a conjugator $x \in H^*_n(a)$ such for all $i \in I$ there exists a $j \in I$ such that $[j] \sim_a [i]$ and $t_j(x) = 0$. This will allow us to use the previous proposition to bound $|t_k(x)|$ for all $[k] \sim_a [j]$. We will produce such a conjugator using an adaptation of the element defined in [ABM15, Lem 4.6]. As with their argument, we again use Lemma 4.7 which stated that if $x \in G$ conjugates $a$ to $b$ then $y \in G$ also conjugates $a$ to $b$ if and only if there exists a $c \in C_G(a)$ such that $cx = y$.

**Notation.** Let $g \in H_n \rtimes S_n$ and $i \in I(g)$. Then $\mathcal{E}_g([i]) := \{ k \mid [k] \sim_g [i] \} \subseteq I(g)$. This is the set of all $k \in \mathbb{Z}_n$ corresponding to rays of $X_n$ whose $\sigma_g$-class is related to $[i]_g$.

This following definition is inspired by [ABM15, Lem 4.6].

**Definition 4.19.** Let $h \in H_n \rtimes S_n$, $i \in I(h)$, and $g \in C_{H_n}(h)$. Then $q_{[i]} \in \text{Sym}(X_n)$ is defined to be equal to the product of all cycles of $g_\infty$ whose support have infinite intersection with a set $X_{j,d}(g)$ where $j \in \mathcal{E}_h([i])$ and $d \in \mathbb{N}$.
Lemma 4.20. Let $n \in \{2, 3, \ldots\}$, $h \in H_n \rtimes S_n$, $g \in C_{H_n}(h)$ and $i \in I$. If $t_i(g) \neq 0$, then $t_j(g) \neq 0$ for all $j \in \mathcal{C}_h([i])$.

Proof. If $j \in [i]$, then by Lemma 3.9, $t_j(g) = t_i(g) \neq 0$.

Since the equivalence relation $\sim_h$ is generated by pairs of classes $[i] \neq [j]$ with $X_{[i], d}(h) \cup X_{[i], e}(h)$ for some $d, e \in \mathbb{N}$ almost equal to some infinite orbit of $h$, it is enough to prove the lemma in that case. Let $(i, m) \in X_{[i], d}$ with $m > z_i(g)$ and let $|s| > > 0$ so that $(i, m)h^s = (j', m') \in X_{[j], e}$ where $m' > z_j(g)$. If $t_{j'}(g) = 0$, then $(i, m)h^s g h^{-s} = (i, m) \neq (i, m + t_j(g)) = (i, m) g$. Hence $t_j(g) \neq 0$ and, therefore, $t_k(g) \neq 0$ for all $k \in [j'] = [j]$.

Lemma 4.21. Let $h \in H_n \rtimes S_n$, $i \in I(h)$, and $g \in C_{H_n}(h)$. Then $g$ has no finite orbits within $\text{supp}((h^{[\sigma_{[i]}]}))$. Also, if $t_j(g) \neq 0$ for some $j \in \mathcal{C}_h([i])$, then $\text{supp}(g_{[i]}) = \text{supp}((h^{[\sigma_{[i]}]}))$.

Proof. Consider if $\{(k, m)g^d \mid d \in \mathbb{Z}\}$ is finite for some $(k, m) \in \text{supp}((h^{[\sigma_{[i]}]}))$. Then, for all $e \in \mathbb{Z}$, $\{(k, m) h^{-e} g d h^{-e} \mid d \in \mathbb{Z}\}$ is finite since $h^{-e} g d h^{-e} = g^d$. But this implies that $g$ has infinitely many finite orbits, contradicting that $g \in H_n$.

From now on fix a $j \in \mathcal{C}_h([i])$ and $e = \max\{z_j(g), z_j(h)\}$. By Lemma 4.20 if $t_j(g) \neq 0$ for some $j \in \mathcal{C}_h([i])$, then $t_k(g) \neq 0$ for all $k \in \mathcal{C}_h([i])$. Consider if $(j, m)g^d \notin \text{supp}(h_{\infty})$ for some $d \in \mathbb{Z}$. Then there exists $e \in \mathbb{N}$ such that $(j, m)g^d h^e g^{-d} = (j, m)$ and because $g \in C_{H_n}(g)$ this is a contradiction: $(j, m)g^d h^e g^{-d} = (j, m) h^e \neq (j, m)$.

Now consider if $(j, m)g^d \notin \text{supp}((h^{[\sigma_{[i]}]}))$. From the previous two paragraphs, we may assume that $(j, m)g^d$ lies in an infinite orbit of $h$ and an infinite orbit of $g$. Hence we may choose $|d| > > 0$ so that $(j, m)g^d = (j', m')$ where $j' \notin \mathcal{C}_h([i])$ and $m' > \max\{z_j(g), z_j(h)\}$. If $t_{j'}(h) > 0$ and $t_{j'}(h) - dt_{j'}(g) > 0$, then

$$(j, m)g^d h f j' \mid g^{-d} = (j', m' + ft_{j'}(h) - dt_{j'}(g))$$

and so $\{(j, m)g^d h f j' \mid g^{-d} \mid f \in \mathbb{Z}\}$ has infinite intersection with $R_{j'}$. But this contradicts that $j' \notin \mathcal{C}_h([i])$ i.e. that \((j, m)h j' \mid f \mid f \in \mathbb{Z}\) is finite. Hence $\text{supp}(g_{[i]}) \subseteq \text{supp}((h^{[\sigma_{[i]}]}))$. Assume that $\text{supp}((h^{[\sigma_{[i]}]})) \not\subseteq \text{supp}(g_{[i]})$. Then there exists $e \in \mathbb{Z}$ such that $(j, m) h e \notin \text{supp}(g)$. But then $(j, m)g^d h e = (j, m)$ implies that $(j, m)g = (j, m)$, contradicting that $(j, m) \in \text{supp}(g)$.

Lemma 4.22. Let $h \in H_n \rtimes S_n$ and $g \in C_{H_n}(h)$. Then, for every $i \in I(h)$, $g_{[i]} \in C_{H_n}(h)$. Moreover, $t_j(g_{[i]}) = t_j(g)$ if $j \in \mathcal{C}_h([i])$ and $t_j(g_{[i]}) = 0$ otherwise.

Proof. If $t_j(g) = 0$ for some $j \in \mathcal{C}_h([i])$, Lemma 4.20 states that $t_k(g) = 0$ for all $k \in \mathcal{C}_h([i])$, and hence $g_{[i]} = \text{id}_{\text{Sym}(X_n)}$ and the statement trivially holds. We are therefore free to apply Lemma 4.22 so that $\text{supp}(g_{[i]}) = \text{supp}((h^{[\sigma_{[i]}]}))$. Thus for each $k \notin \mathcal{C}_h([i])$, $\text{supp}(g_{[i]}) \cap R_k$ is finite and for each $k \in \mathcal{C}_h([i])$ the action of $g_{[i]}$ can only differ from the action of $g$ on a finite subset of $R_k$. It follows that $g_{[i]} \in H_n$ and that $t_j(g_{[i]}) = t_j(g)$ if $j \in \mathcal{C}_h([i])$ and $t_j(g_{[i]}) = 0$ otherwise. Finally we show $h$ and $g_{[i]}$ commute. If $(k, m) \in \text{supp}((h^{[\sigma_{[i]}]}))$, then $(k, m) \in \text{supp}(g)$ and $(k, m) \in \text{supp}(g_{[i]})$. Hence $(k, m)g = (k, m)h g = (k, m)g_{[i]} h = (k, m)h g_{[i]}$. If $(k, m) \notin \text{supp}((h^{[\sigma_{[i]}]}))$, then $(k, m), (k, m)h \notin \text{supp}(g_{[i]})$. From this lemma, if $h \in H_n \rtimes S_n$ and $i \in I(h)$, then $(h^{[\sigma_{[i]}]}_{[i]} \in C_{H_n}(h)$.
Lemma 4.23. Let $a, b \in H_n \rtimes S_n$ be conjugate by some $x \in H_n^*(a)$. Then there exists a conjugator $x' \in H_n^*(a)$ which, for each $i \in I$, there is a $j$ such that $[j] \sim_a [i]$ and $t_j(x') = 0$.

Proof. Let $x \in H_n^*(a)$ conjugate $a$ to $b$. From the definition of $H_n^*(a)$, we have for all $i \in I$ that $t_i(x) \equiv 0 \mod |t_i(a^{[a_n]})|$. Thus there exist constants $m_1, \ldots, m_n \in \mathbb{Z}$ such that, for all $i \in I$,

$$t_i(x) = m_i |t_i(a^{[a_n]})|.$$ 

Let $R(a) := \{j^1, \ldots, j^u\} \subseteq I$ be a set of representatives for the $\sim_a$-classes (so that $a_\infty = \prod_{s=1}^u a_{(j^s)}$). Thus, given $i \in I$, there is a unique $d \in \{1, \ldots, u\}$ such that $[j^d] \sim_a [i]$. Choose some $j \in R(a)$ and consider

$$(a^{-|\sigma_i|m_j})_{[j]} x.$$ 

By Lemma 4.22 $(a_i^{d|\sigma_i|})_{[j]} \in C_{H_n}(a)$ and $(a_i^{d|\sigma_i|})_{[j]} \in H_n^*(a)$ for every $d \in \mathbb{Z}$. Now

$$t_j((a^{-|\sigma_i|m_j})_{[j]} x) = 0$$

and $(a^{-|\sigma_i|m_j})_{[j]} x$ conjugates $a$ to $b$ by Lemma 4.7. Thus a suitable candidate for $x'$ is

$$\left(\prod_{j \in R(a)} (a^{-|\sigma_i|m_j})_{[j]}\right) x. \quad \Box$$

Recall, given $a, b \in H_n \rtimes S_n$, that $M_I(a, b)$ was a number such that if $a$ and $b$ are $H_n^*(a)$-conjugated, then there exists $x \in H_n^*(a)$ which conjugates $a$ to $b$ with $\sum_{i \in I} |t_i(x)| < M_I(a, b)$.

Proposition 4.24. Let $a, b \in H_n \rtimes S_n$ be $H_n^*(a)$-conjugated. Then a number $M_I(a, b)$ is computable.

Proof. Let $S(a) := \{i^1, \ldots, i^w\} \subseteq I$ be representatives of $I$, so that $\bigsqcup_{i \in S(a)} [i] = I$ and, for any distinct $d, e \in \mathbb{Z}$, we have $[i^d] \neq [i^e]$. We work for a computable bound for $\{l_i(x) | i \in S(a)\}$ since $t_i(x) = l_i(x)|t_i(a)|$ and the numbers $|t_i(a)|$ are computable. Lemma 3.9 from Section 3.2 will then provide a bound for $|l_i(x)|$ for all $i \in I$. Proposition 3.18 says that there is a computable number $K(a, b) := K$ such that for every $i, j \in I$ where $[i] \sim_a [j]$, we have

$$||i||l_i(x)| - ||j||l_j(x)|| < K.$$ 

By Lemma 4.23 we can assume that for any given $i \in S(a)$, either $t_i(x) = 0$ or there exists a $j \in I$ such that $[j] \sim_a [i]$ and $t_j(x) = 0$. If $t_i(x) = 0$, then we are done. Otherwise,

$$||i||l_i(x)| - ||j||l_j(x)|| < K \Rightarrow ||i||l_i(x)| < K \Rightarrow |l_i(x)| < K/||i|| < K.$$ 

Continuing this process for each $i \in S(a)$ (of which there are at most $n$) implies that

$$\sum_{i \in S(a)} |l_i(x)| < nK.$$ 

We may then compute, using Lemma 3.9 from Section 3.2 a number $K'$ such that

$$\sum_{i \in I} |l_i(x)| < K'.$$
A suitable value for $M_I(a, b)$ is therefore $K' \cdot \max \{|t_{ij}(a)| : i \in I\}$.

4.4. Showing that the numbers $\{y_j(g, h) \mid j \in I^c\}$ are computable. In this section we will show, given any $g, h \in H_n \rtimes S_n$, numbers $\{y_j(g, h) \mid j \in I^c(g)\}$ are computable such that if there exists an $x \in H^*_n(g)$ which conjugates $g$ to $h$, then there is an $x' \in H^*_n(g)$ which conjugates $g$ to $h$ such that $t_i(x') = t_i(x)$ for all $i \in I(g)$ and $t_j(x') = y_j(g, h)$ for all $j \in I^c(g)$.

Note that the condition on elements to be in $H^*_n(g)$ provides no restriction on the translation lengths for the rays in $I^c(g)$. This means that the arguments in this section work as though our conjugator is in $H_n$.

From Section 4.1 we have that for any $g \in H_n \rtimes S_n$, any point $(j, m)$ such that $j \in I^c(g)$ and $m \geq z_j(g)$ lies in an orbit of $g$ of size $|[j]|$.

Notation. Let $g \in H_n \rtimes S_n$ and $r \in \mathbb{N}$. Then $I^c_r(g) := \{j \in I^c(g) \mid |[j]| = r\}$. Also, we may choose $j^1_1, \ldots, j^u_1$ such that $[j^1_1] \cup [j^2_1] \cup \ldots \cup [j^u_1] = I^c_r(g)$ and $|j^1_k| \neq |j^2_{k'}|$ for every distinct $k, k' \in \mathbb{Z}_r$. We shall say that $j^1_1, \ldots, j^u_1$ are representatives of $I^c_r(g)$.

Lemma 4.25. Let $a \in H_n \rtimes S_n$. Fix an $r \in \mathbb{N}$, let $j^1_1, \ldots, j^u_1$ be representatives of $I^c_r(a)$, and let $d, d'$ be distinct numbers in $\mathbb{Z}_r$. Fix an ordering on the $r$-cycles of $\sigma$ within $Z(a)$. Label these $\sigma_1, \ldots, \sigma_f$ and, for each $e \in Z_f$, let $(i_e, m_e) \in \text{supp}(\sigma_e)$.

Now define $c_{j^1_1, j^u_1} \in \text{Sym}(X_n)$ by

$$(i, m)_{c_{j^1_1, j^u_1}} := \begin{cases} 
(i, m + 1) & \text{if } i \in [j^1_1] \text{ and } m \geq z_i(a) \\
(i, m - 1) & \text{if } i \in [j^u_1] \text{ and } m \geq z_i(a) + 1 \\
(i_1, m_1)a^{s-1} & \text{if } (i, m) = (j^1_1, z^1_j(a))a^{s-1} \text{ for some } s \in \mathbb{Z}_r \\
(i_{e+1}, m_{e+1})a^{s-1} & \text{if } (i, m) = (i_e, m_e)a^{s-1} \text{ for some } e \in \mathbb{Z}_f, s \in \mathbb{Z}_r \\
(j^d, z^d_j(a))a^{s-1} & \text{if } (i, m) = (i_f, m_f)a^{s-1} \text{ for some } s \in \mathbb{Z}_r \\
(i, m) & \text{otherwise.} 
\end{cases}$$

Then $c_{j^1_1, j^u_1} \in C_{H_n}(g)$.

Proof. Note that $c_{j^1_1, j^u_1}$ produces a bijection on the $r$-cycles of $g$, and so conjugates $g$ to $g$ i.e. $c_{j^1_1, j^u_1} \in C_{\text{Sym}(X_n)}(g)$. By construction it satisfies the condition to be in $H_n$.

Lemma 4.26. Let $g, h \in H_n \rtimes S_n$ and $r \in \mathbb{N}$. If $x_1, x_2 \in H_n$ both conjugate $g$ to $h$ and $j^1_r, \ldots, j^u_r$ are representatives of $I^c_r(g)$, then

$$\sum_{s=1}^u t_{j^s}(x_1) = \sum_{s=1}^u t_{j^s}(x_2).$$

Proof. Given $x_1, x_2 \in H_n$ which both conjugate $g$ to $h$, it is possible to produce, by multiplying by an element of the centraliser which is a product of elements $c_{j^1_r, k}$ (with $k \in \{j^2_r, \ldots, j^u_r\}$), elements $x'_1, x'_2 \in H_n$ which both conjugate $g$ to $h$ and for which $t_{j^s}(x'_1) = 0 = t_{j^s}(x'_2)$ for all $s \in \{2, \ldots, u\}$ and so by Lemma 4.29 $t_j(x'_1) = t_j(x'_2)$ for all $j \in I^c_r(g) \setminus [j^1_r]$. By construction we then have that

$$t_{j^1}(x'_1) = \sum_{s=1}^u t_{j^s}(x_1) \quad \text{and} \quad t_{j^1}(x'_2) = \sum_{s=1}^u t_{j^s}(x_2).$$

Now consider $y := (x'_1(x'_2)^{-1})$. By construction $t_j(y) = 0$ for all $j \in I^c_r(g) \setminus [j^1_r]$ since $t_j(x'_1) = t_j(x'_2)$ for all $j \in I^c_r(g) \setminus [j^1_r]$. Also $t_j(y) = t_{j^1}(y)$ for all $j \in [j^1_r]$ since $y$ conjugates $g$ to $g$ (and so we also have that $y \in C_{H_n}(g)$). If $t_{j^1}(y) \neq 0$, 


then \( y \) contains an infinite cycle with support intersecting the branch \( j^1 \) and a branch \( j_p \in I'(g) \setminus I'_r(g) \) so that \( |[j_p]| = p \neq r \) i.e. the infinite cycle contains \( (j^1, m_1), (j_2, m_2) \in X_n \). This means there exists an \( e \in \mathbb{Z} \) such that \( (j^1, m_1) y^e = (j_p, m_2) \). But then \( y^e \in C_{H_n}(g) \) and \( y^e \) sends an \( r \)-cycle to an \( p \)-cycle where \( r \neq p \), a contradiction. Hence for any \( x, x' \in H_n \) which both conjugate \( g \) to \( h \),

\[
\sum_{s=1}^n t_j^n(x) = \sum_{s=1}^n t_j^n(x').
\]

\[ \square \]

From this proof, the following is well defined.

**Notation.** Let \( g, h \in H_n \times S_n \), \( r \in \mathbb{N} \) and \( j^1, \ldots, j^n \) be representatives of \( I'_r(g) \). Then \( M_{\{j^1, \ldots, j^n\}}(g, h) \) denotes the number such that, for any \( x \in H_n^\ast(g) \) which conjugates \( g \) to \( h \), \( \sum_{d=1}^n t_j^n(x) = M_{\{j^1, \ldots, j^n\}}(g, h) \). Since we will fix a set of representatives, we will often denote \( M_{\{j^1, \ldots, j^n\}}(g, h) \) by \( M_r(g, h) \).

We will show that one combination \( \{ y_d \in \mathbb{Z} \mid d \in \mathbb{Z} \} \) is computable in order to show, for any \( g, h \in H_n \times S_n \) and any \( r \in \mathbb{N} \), that \( M_r(g, h) \) is computable. The following will be useful for this. Recall that for any \( g \in H_n \times S_n \), \( Z(g) := \{ (i, m) \in X_n \mid i \in \mathbb{Z}_n \) and \( m < z_i(g) \} \).

**Notation.** Let \( g \in H_n \times S_n \) and \( r \in \{2, 3, \ldots\} \). Then \( \eta_r(g) := |supp(g_r|Z(g_r))|/r \) denotes the number of orbits of \( g_r\mid Z(g_r) \) of size \( r \). This is well defined since Lemma 4.3 states that \( g_r \) restricts to a bijection on \( Z(g_r) \). Also, let \( \eta_1(g) := |Z(g) \setminus (supp(g|Z(g)))| \). Since \( Z(g_r) \) is finite for all \( r \in \mathbb{N} \), we have that \( \eta_r(g) \) is finite for all \( r \in \mathbb{N} \).

**Lemma 4.27.** Let \( g, h \in H_n \times S_n \), \( r \in \mathbb{N} \) and \( j^1, \ldots, j^n \) be representatives of \( I'_r(g) \). Then \( M_{\{j^1, \ldots, j^n\}}(g, h) \) and the numbers \( \{ y_j(g, h) \mid j \in I'(g) \} \) are computable (using only the elements \( g \) and \( h \)).

**Proof.** For each \( r \in \mathbb{N} \), any conjugator of \( g \) and \( h \) must send the \( r \)-cycles of \( g \) to the \( r \)-cycles of \( h \). Fix an \( r \in \mathbb{N} \) and let \( j^1, \ldots, j^n \) be representatives of \( I'_r(g) \). Given any \( g, h \in H_n \times S_n \) which are \( H_n \)-conjugated, let

\[
y_k(g, h) := z_k(h) - z_k(g) \text{ for all } k \in \{j^1_r, \ldots, j^n_r\}.
\]

\[
y_j(g, h) := z_j(h) - z_j(g) + \eta_r(g) - \eta_r(h).
\]

We work towards proving that the values for \( y_k(g, h) \) defined in (14) and (15) are suitable in 3 steps. First, consider if \( \eta_r(g) = \eta_r(h) \). This means that there is a conjugator in \( FSym \), which conjugates \( g_r|Z(g_r) \) to \( h_r|Z(h_r) \) and hence the values are sufficient. Secondly, consider if \( \eta_r(g) = \eta_r(h) + d \) for some \( d \in \mathbb{N} \). In this case, first send \( \eta_r(h) \) \( r \)-cycles in \( Z(g_r) \) to those in \( Z(h_r) \). Then send the \( d \) remaining cycles in \( Z(g_r) \) to the first \( d \) \( r \)-cycles on the branches \( j^1_r \) by increasing \( y_j(g, h) \) by \( d \). Finally, if \( \eta_r(g) = \eta_r(h) - e \) for some \( e \in \mathbb{N} \), then send the \( \eta_r(g) \) \( r \)-cycles in \( Z(g_r) \) to \( r \)-cycles in \( Z(h_r) \) and then send the first \( e \) \( r \)-cycles of \( g \) on the branches \( j^1_r \) to the remaining \( r \)-cycles in \( Z(h_r) \) by decreasing \( y_j(g, h) \) by \( e \). With all of these cases, the values defined in (14) and (15) are suitable. \( \square \)

**Proof of Theorem 4.** From Remark 4.14 and Remark 4.15 of Section 4.2, TCP(\( H_n \)) is solvable if, given \( a, b \in H_n \times S_n \), the numbers \( M_1(a, b) \) and \( \{ y_j(a, b) \mid j \in I' \} \) are
computable from only \( a \) and \( b \). The computability of these numbers was shown, respectively, in Proposition 4.23 and Lemma 4.27.

5. Applications of Theorem

Our strategy is to use [BMV10, Thm. 3.1]. We first set up the necessary notation.

Definition 5.1. Let \( H \) be a group and \( G \leq H \). Then \( A_{G \leq H} \) denotes the subgroup of \( \text{Aut}(G) \) consisting of those automorphisms induced by conjugation by elements of \( H \) i.e. \( A_{G \leq H} := \{ \phi_h \mid h \in H \} \).

Definition 5.2. Let \( G \) be a finitely presented group. Then \( A \leq \text{Aut}(G) \) is orbit decidable if, given any \( a, b \in G \), there is an algorithm which decides whether there is a \( \phi \in A \) such that \( a\phi = b \). If \( \text{Inn}(G) \leq A \), then this is equivalent to finding a \( \phi \in A \) and \( x \in G \) such that \( x \) conjugates \( a\phi \) to \( b \).

The algorithmic condition in the following theorem means that certain computations for \( D, E, \) and \( F \) are possible. This is satisfied by our groups being given by recursive presentations, and the maps between them being defined by the images of the generators.

Theorem 5.3. (Bogopolski, Martino, Ventura [BMV10, Thm. 3.1]). Let

\[
1 \rightarrow D \rightarrow E \rightarrow F \rightarrow 1
\]

be an algorithmic short exact sequence of groups such that

(i) \( D \) has solvable twisted conjugacy problem,
(ii) \( F \) has solvable conjugacy problem, and
(iii) for every \( 1 \neq f \in F \), the subgroup \( \langle f \rangle \) has finite index in its centralizer \( C_F(f) \), and there is an algorithm which computes a finite set of coset representatives, \( z_{f,1}, \ldots, z_{f,t_f} \in F \),

\[
C_F(f) = \langle f \rangle z_{f,1} \sqcup \cdots \sqcup \langle f \rangle z_{f,t_f}.
\]

Then, the conjugacy problem for \( E \) is solvable if and only if the action subgroup \( A_{D \leq E} = \{ \phi_g \mid g \in E \} \leq \text{Aut}(D) \) is orbit decidable.

Remark. For all that follows, the action subgroup \( A_{D \leq E} \) is provided as a recursive presentation where the generators are words from \( \text{Aut}(D) \).

5.1. Conjugacy for finite extensions of \( H_n \). We shall say that \( B \) is a finite extension of \( A \) if \( A \leq B \) and \( A \) is finite index in \( B \). The following is well known.

Lemma 5.4. If \( G \) is finitely generated and \( H \) is a finite extension of \( G \), then \( H \) is finitely generated.

Proposition 5.5. Let \( n \in \{2,3,\ldots\} \). If \( E \) is a finite extension of \( H_n \), then \( \text{CP}(E) \) is solvable.

Proof. Within the notation of Theorem 5.3, set \( D := H_n \) and \( F \) to be a finite group to realise \( E \) as a finite extension of \( H_n \). Conditions (ii) and (iii) of Theorem 5.3 are satisfied since \( F \) is finite. Theorem 1, the main theorem of the previous section, states that condition (i) is satisfied. Thus \( \text{CP}(E) \) is solvable if and only if \( A_{H_n \leq E} = \{ \phi_e \mid e \in E \} \) is orbit decidable. We note that \( A_{H_n \leq E} \) contains a copy of \( H_n \) (since \( H_n \) is centreless). Moreover, it can be considered as a group lying between \( H_n \) and \( H_n \rtimes S_n \). Hence \( A_{H_n \leq E} \) is isomorphic to a finite extension of
$H_n$, and so by Lemma 5.4 is finitely generated. Thus $A_{H_n \triangleleft E} = \langle \phi_{e_1}, \phi_{e_2}, \ldots, \phi_{e_k} \rangle$ where \{e_1, \ldots, e_k\} is a finite generating set of $E$. From Lemma 5.4, given any $g \in N_{\text{Sym}(X_n)}(H_n) \cong \text{Aut}(H_n)$, we may compute $\sigma_g$: the isometric permutation of the rays induced by $g$. Thus we may compute $\langle \sigma_{e_i} \mid i \in \mathbb{Z}_k \rangle =: E_{\sigma}$. Now, given $a, b \in H_n$, our aim is to decide whether there exists $\phi_e \in A_{H_n \triangleleft E}$ such that $(a)\phi_e = b$. Since $\text{Im}(H_n) \leq A_{H_n \triangleleft E}$, this is equivalent to finding a $\tau \in E_{\sigma}$ and $x \in H_n$ such that $(x\tau)^{-1}a(x\tau) = b$, which holds if and only if $x^{-1}ax = \tau b \tau^{-1}$.

Finally, since $E_{\sigma}$ is finite (there are at most $n!$ permutations of the rays), searching for an $x \in H_n$ which conjugates $a$ to $\sigma_e \sigma^{-1}$ for all $\sigma_e \in E_{\sigma}$ provides us with a suitable algorithm. Searching for such a conjugator can be achieved by Theorem 1 or [ABM15 Thm. 1.2].

\begin{proof}
\end{proof}

5.2. Describing $\text{Aut}(U)$ for $U$ finite index in $H_n$. Recall that $g_2, \ldots, g_n$ were elements of $H_n$ such that $g_i$: translates the first branch of $X_n$ by 1; translates the $i$th branch by -1; sends $(i, 1)$ to $(1, 1)$; and does not move any points of the other branches (which meant that, if $n \in \{3, 4, \ldots\}$, then $H_n = \langle g_i \mid i = 2, \ldots, n \rangle$). For any given $n \in \{2, 3, \ldots\}$, the family of finite index subgroups $U_p \leq H_n$ were defined (for $p \in \mathbb{N}$) in [BCM14] as follows. Note that $\text{FAlt}(X)$ denotes the index 2 subgroup of $\text{FSym}(X)$ consisting of all even permutations on $X$.

$$U_p := \langle \text{FAlt}(X_n), g_i^p \mid i \in \{2, \ldots, n\} \rangle$$

\textbf{Notation.} Let $A \leq_f B$ denote that $A$ has finite index in $B$.

Let $n \in \{3, 4, \ldots\}$. If $p$ is odd, then $U_p$ consists of all elements of $H_n$ whose eventual translation lengths are all multiples of $p$. If $p$ is even, then $U_p$ consists of all elements $u$ of $H_n$ whose eventual translations are all multiples of $p$ and

\begin{equation}
 u \prod_{i=2}^{n} g_i^{t_i(u)} \in \text{FAlt}(X_n)
\end{equation}

i.e. $\text{FSym}(X_n) \leq U_p$ if and only if $p$ is odd. This can be seen by considering, for some $i, j \in \mathbb{Z}_n$, the commutator of $g_i^p$ and $g_j^p$. This will produce $p$-cycles which will produce an odd permutation if and only if $p$ is odd. If $n = 2$, then for all $p \in \mathbb{N}$ all $u \in U_p \leq H_2$ will satisfy (16).

\textbf{Lemma 5.6} (Burillo, Cleary, Martino, Röver [BCM14]). Let $n \in \{2, 3, \ldots\}$. For every finite index subgroup $U$ of $H_n$, there exists a $p \in 2\mathbb{N}$ with $\text{FAlt}(X_n) = U_p' < U \leq_f U \leq_f H_n$ where $U_p'$ denotes the commutator subgroup of $U_p$.

\textbf{Alternative proof.} Let $n \in \{2, 3, \ldots\}$ and let $U \leq_f H_n$. Thus $\text{FAlt} \cap U \leq_f \text{FAlt}$. Since $\text{FAlt}$ is both infinite and simple, $\text{FAlt} \leq U$. Let $\pi_n : H_n \rightarrow \mathbb{Z}^{n-1}$, $g \mapsto (t_2(g), \ldots, t_n(g))$. Thus $(U)\pi_n \leq_f \mathbb{Z}^{n-1}$ and so there is a number $d \in \mathbb{N}$ such that $(d\mathbb{Z})^{n-1} \leq (U)\pi_n \subseteq ([U]\pi_n : \mathbb{Z}^{n-1})$ is one such value for $d$. This means that for any $k \in \mathbb{Z}_n \setminus \{1\}$ there exists a $u \in U$ such that $t_k(u) = -d$, $t_1(u) = d$, and $t_i(u) = 0$ otherwise. Moreover, for each $k \in \mathbb{Z}_n \setminus \{1\}$ there is a $\sigma \in \text{FSym}$ such that $g_k^d \sigma \in U$. First, let $n \in \{3, 4, \ldots\}$. Since $\text{FAlt} \leq U$, we may assume that either $\sigma$ is trivial or is a 2-cycle with disjoint support from $\text{supp}(g_k)$. Thus $(g_k^d \sigma)^2 = g_k^{2d} \in U$. If $n = 2$, we may assume that $\sigma$ is either trivial or equal to $((1, s) (1, s+1))$ for any $s \in \mathbb{N}$. 


Now, by direct computation, $g_2^d((1,1)(1,2))g_2^d((1,d+1)(1,d+2)) = g_2^{2d}$. Thus, for any $n \in \{2,3,\ldots\}$,

$$\langle g_2^{2d}, \ldots, g_n^{2d}, \text{FAlt}(X_n) \rangle \leq U.$$  

Hence, if $p := 2d$, then $U_p \leq U$. \hfill \square

**Remark.** $\{(U_p)_{|n} \mid p \in \mathbb{N}\}$ are the congruence subgroups of $\mathbb{Z}^{n-1}$.

Now, given $U \leq_f H_n$, our strategy for showing that $\text{CP}(U)$ is solvable is as follows. First, we show for all $p \in \mathbb{N}$ that $\text{TCP}(U_p)$ is solvable. Using Theorem 5.3 we then obtain that all finite extensions of $U_p$ have solvable conjugacy problem. By the previous lemma, we have that any finite index subgroup $U$ of $H_n$ is a finite extension of some $U_p$ (note that $U_p \leq U$ since $U_p \leq H_n$). This will show that $\text{CP}(U)$ is solvable.

$\text{TCP}(U_p)$ requires knowledge of $\text{Aut}(U_p)$. From [Cox16 Prop. 1], we have that any group $G$ for which there exists an infinite set $X$ where $\text{FAlt}(X) \leq G \leq \text{Sym}(X)$ has $N_{\text{Sym}(X)}(G) \cong \text{Aut}(G)$ by the map $\rho \mapsto \phi_\rho$. By Lemma 5.6 any finite index subgroup of $H_n$ contains $\text{FAlt}(X_n)$. Thus, if $U \leq_f H_n$, then $N_{\text{Sym}(X_n)}(U) \cong \text{Aut}(U)$ by the map $\rho \mapsto \phi_\rho$. In fact we may show that a stronger condition holds.

**Lemma 5.7.** If $1 \neq N \leq H_n$, then $\text{FAlt}(X_n) \leq N$.

**Proof.** We have that $N \cap \text{FAlt}(X_n) \leq H_n$. Since $\text{FAlt}(X_n)$ is simple, the only way for our claim to be false is if $N \cap \text{FAlt}(X_n)$ were trivial. Now, $N \leq H_n$, and so $[N,N] \leq \text{FSym}(X_n)$. Thus $[N,N]$ must be trivial, and so $N$ must abelian. But the condition for elements $\alpha, \beta \in \text{Sym}(X_n)$ to commute (that, when written in disjoint cycle notation, either a power of a cycle in $\alpha$ is a power of a cycle in $\beta$ or the cycle in $\alpha$ has support outside of $\text{supp}(\beta)$) is not preserved under conjugation by $\text{FAlt}(X_n)$, and so cannot be preserved under conjugation by $H_n$ i.e. $N$ is not normal in $H_n$, a contradiction. \hfill \square

**Remark.** It follows that all Houghton groups are monolithic: each has a unique minimal normal subgroup which is contained in every non-trivial normal subgroup. The unique minimal normal subgroup in each case will be $\text{FAlt}(X_n)$.

We now introduce notation to help describe any finite index subgroup of $H_n$ (where $n \in \{2,3,\ldots\}$).

**Notation.** For each $i \in \mathbb{Z}_n$, let $T_i(U) := \min\{t_i(u) \mid u \in U \text{ and } t_i(u) > 0\}$. Furthermore for all $k \in \mathbb{Z}_n$, let $T_k(U) := \sum_{i=1}^{k} T_i(U)$ and let $T_0(U) := 0$.

We will now introduce a bijection $\phi_U : X_n \to X_{T^\infty(U)}$. This bijection will induce an isomorphism $\hat{\phi}_U : \text{Sym}(X_n) \to \text{Sym}(X_{T^\infty(U)})$ which restricts to an isomorphism

$$N_{\text{Sym}(X_n)}(U) \to N_{\text{Sym}(X_{T^\infty(U)})}(U)\hat{\phi}_U.$$  

Our bijection $\phi_U$ will send the $i$th branch of $X_n$ to $T_i(U)$ branches in $X_{T^\infty(U)}$. For simplicity let $g_1 := g_2^{-1}$. Now, for any $i \in \mathbb{Z}_n$ and $d \in \mathbb{N}$,

$$X_{i,d}(g_i^{T_i(U)}) = \{(i,m) \mid m \equiv d \text{ mod } |t_i(g_i^{T_i(U)})|\}$$

where $|t_i(g_i^{T_i(U)})| = T_i(U)$ by the definition of $g_i$.

Thus the $i$th branch of $X_n$ may be partitioned into $T_i(U)$ parts:

$$X_{i,1}(g_i^{T_i(U)}) \sqcup X_{i,2}(g_i^{T_i(U)}) \sqcup \ldots \sqcup X_{i,T_i(U)}(g_i^{T_i(U)}).$$
We will now define the bijection \( \phi_U \) by describing the image under \( \phi_U \) of all points in each set \( X_{i,d}(g_i^{T(U)}) \) where \( i \in \mathbb{Z}_n \) and \( d \in \mathbb{Z}_{T_i(U)} \). Let \( (i,m) \in X_{i,d}(g_i^{T(U)}) \). Then
\[
((i,m))\phi_U := \left( T^{i-1}(U) + d, \frac{m - d}{T_i(U)} + 1 \right)
\]
i.e. \( \phi_U \) sends, for all \( i \in \mathbb{Z}_n \) and \( d \in \mathbb{Z}_{T_i(U)} \), the ordered points of \( X_{i,d}(g_i^{T(U)}) \) to the ordered points of the \( (T^{i-1}(U) + d) \)th branch of \( X_{T^n(U)} \). An example of this bijection with \( n = T_1(U) = T_2(U) = T_3(U) = 3 \) is given below.

\[\text{Figure 2. Our bijection between } X_n \text{ and } X_{T^n(U)}, \text{ which can be visualised by rotating the rectangles 90 degrees clockwise.}\]

We now describe the image of \( U \) under \( \hat{\phi}_U \). First, \( \hat{\phi}_U \) preserves cycle type. Thus \( \text{FAlt}(X_{T^n(U)}) \leq (U)\hat{\phi}_U \). Moreover \( \text{FSym}(X_{T^n(U)}) \leq (U)\hat{\phi}_U \) if and only if \( \text{FSym}(X_n) \leq U \). The following will be useful to describe \( (U)\hat{\phi}_U \).

**Notation.** For any \( n \in \mathbb{N} \) and any \( i \in \mathbb{Z}_n \), let \( R_i := i \times \mathbb{N} \), the \( i \)th branch of \( X_n \) or \( X_{T^n(U)} \), and \( Q_i := (R_i)\phi_U \), so that \( Q_i \) consists of \( T_i(U) \) branches of \( X_{T^n(U)} \).

**Lemma 5.8.** Let \( n \in \{2, 3, \ldots\} \) and \( U \leq_f H_n \). If \( u \in U \), then \( (u)\hat{\phi}_U \in H_{T^n(U)} \). Moreover, for each \( i \in \mathbb{Z}_{T^n(U)} \) there exists a \( g \in (U)\hat{\phi}_U \) such that \( t_i(g) = 1 \).

**Proof.** Let \( n \in \{2, 3, \ldots\} \) and \( U \leq_f H_n \). Since \( \hat{\phi}_U \) preserves cycle type, outside of a finite set, \( (u)\hat{\phi}_U \) consists of fixed points and infinite cycles. If \( i \in \mathbb{Z}_n \) and \( m > z_i(u) + |t_i(u)| \), let \( (i', m') = (i,m)\phi_U \) and note, since \( T_i(U) \) preserves cycle type.

Using the above notation we have, for any \( g \in (U)\hat{\phi}_U \), that
\[
(17) \quad \text{if } t_i(g) = d, \text{ then } t_j(g) = d \text{ for all } j \text{ such that } R_j \subseteq Q_i
\]
i.e. for any \( u \in U \) and any \( i \in \mathbb{Z}_n \), the eventual translation lengths of \( (u)\hat{\phi} \) for the branches in \( Q_i \) must be the same.

**Lemma 5.9.** Let \( n \in \{2, 3, \ldots\} \) and \( U \leq_f H_n \). Then \( N_{\text{Sym}(X_{T^n(U)})}((U)\hat{\phi}_U) \leq H_{T^n(U)} \rtimes R \) where \( R \leq S_{T^n(U)} \) consists of isometric permutations of the rays of \( X_{T^n(U)} \). Thus if \( \rho \in N_{\text{Sym}(X_n)}(U) \), then \( (\rho)\hat{\phi}_U \in H_{T^n(U)} \rtimes S_{T^n(U)} \).

**Proof.** Let \( G := N_{\text{Sym}(X_{T^n(U)})}((U)\hat{\phi}_U) \). Describing \( G \) will be simpler than describing \( N_{\text{Sym}(X_n)}(U) \). We will do this in three stages: we first show, for any \( \rho \in G \), that the image under \( \rho \) of each ray of \( X_{T^n(U)} \) is almost equal to a ray of \( X_{T^n(U)} \);
secondly we show that \( \rho \sigma_{\rho}^{-1} \in H_{T^\kappa(U)} \), meaning that \( G \leq H_{T^\kappa(U)} \times S_{T^\kappa(U)} \); and finally we will describe a subgroup of \( R \leq S_{T^\kappa(U)} \) such that \( \{ \sigma_{\rho} \mid \rho \in G \} \leq R \).

Let \( i, j \in \mathbb{Z}_{T^\kappa(U)} \) and \( \rho \in G \). Consider if \((R_i)\rho\) and \(R_j\) have infinite intersection but are not almost equal. Either \((R_i)\rho\) has infinite intersection with \(R_j\) and \(R_{j'}\), where \( j' \neq j \), or there is an \( i' \neq i \) such that \((R_{i'})\rho\) is almost equal to an infinite subset of \(R_j\). For the first case, let \( g \in (U)\hat{\sigma}_U \) be chosen so that \( t_i(g) = 1 \). Thus \( g \) has an infinite cycle containing \( \{(i, m) \mid m \geq z_i(g)\} \). Let \( (i', m') = (i, z_i(g))\rho \). Then \( \{(i', m')(\rho^{-1}g\rho)^d \mid d \in \mathbb{N}\} = \{(i, m')\rho^{-1}g_d\rho \mid d \in \mathbb{N}\} = \{(i, m)\rho \mid m > z_i(g)\} \) which has infinite intersection with \(R_j\) and \(R_{j'}\). But from the description of orbits of \( H_n \) in [ABM15], \( \rho^{-1}g\rho \notin H_{T^\kappa(U)} \) and so \( (\rho^{-1}g\rho)\hat{\sigma}_U^{-1} \notin U \) i.e. \( \rho \notin G \). The second case reduces to the first, since it implies that \((R_j)\rho^{-1}\) has infinite intersection with \(R_i\) and \(R_{i'}\). Hence if \((R_i)\rho\) and \(R_j\) have infinite intersection (where \( i, j \in \mathbb{Z}_{T^\kappa(U)} \)), then \((R_i)\rho\) and \(R_j\) are almost equal.

Let \( \rho \in G \) and let \( \omega := \rho \sigma_{\rho}^{-1} \in \text{Sym} \) so that \( \omega \) sends almost all of each branch of \( X_{T^\kappa(U)} \) to itself. Since, for each branch, \( \omega \) preserves the number of infinite orbits induced by \( g \), we have for all \( k \in \mathbb{Z}_{T^\kappa(U)} \) and all \( g \in (U)\hat{\sigma}_U \) that \( t_k(\omega g\omega) = t_k(g) \). Fix an \( i \in \mathbb{Z}_{T^\kappa(U)} \) and choose \( g \in H_{T^\kappa(U)} \) so that \( t_i(g) = 1 \). Note that \( g^{-1}\omega g\omega^{-1} \in F\text{Sym} \). Thus there is a \( d \in \mathbb{N} \) such that, for all \( m > d \), \((i, m)\omega^{-1}g\omega^{-1} = (i, m) \). We may now assume for some \( m' > d \) that \((i, m')\omega = (i, m' + s) \), where \( s \in \mathbb{N} \). This is because \( \omega \) sends only finitely many points of \( R_i \) to another branch and to ensure the positivity of \( s \) we may replace \( \omega \) with \( \omega^{-1} \). Hence \((i, m' + 1)\omega g\omega^{-1} = (i, m')\omega^{-1}g^{-1}\omega^{-1} = (i, m' + s)g\omega^{-1} = (i, m' + s + 1)\omega^{-1} \).

But, from our assumptions, \((i, m'+1)g^{-1}\omega g\omega^{-1} = (i, m'+1) \). Hence \( \omega : (i, m' + 1) \mapsto (i, m' + s + 1) \)

i.e. \( \omega : (i, m) \mapsto (i, m + s) \) for all \( m \geq m' \). Running this argument for each \( k \in \mathbb{Z}_{T^\kappa(U)} \) we have for any \( \rho \in G \) that \( \rho \sigma_{\rho}^{-1} \in H_{T^\kappa(U)} \).

We now describe necessary conditions on the branches of \( X_{T^\kappa(U)} \) for there to be a \( \rho \in G \) that permute those branches. Let us assume that \( \rho \in G \) and that \((R_j)\rho\) is almost equal to \(R_{j'}\), where \( R_j \subseteq Q_k \) and \( R_{j'} \subseteq Q_{k'} \). If \( k = k' \) then for all \( g \in (U)\hat{\sigma}_U \), \( t_j(g) = t_{j'}(g) \); hence all permutations of the branches in \( Q_k \) may lie in \( G \). If \( k \neq k' \) then let \( g \in U \) be such that \( t_k(g) > 0 \), \( t_{k'}(g) < 0 \), and \( t_i(g) = 0 \) for all branches \( i \in X_n \setminus (R_k \cup R_{k'}) \). Such an element exists by Lemma 5.6 where there is a \( p \in \mathbb{N} \) such that \( U_p \leq U \). Let \( h := (g)\hat{\sigma}_U \). For a ray \( j' \) in \( Q_{k'} \subseteq X_{T^\kappa(U)} \) we have that \( t_{j'}(\rho^{-1}h\rho) > 0 \) and so, by (17), if \( \rho^{-1}h\rho \in (U)\hat{\sigma}_U \) then we must have for all branches \( i' \) in \( Q_{k'} \) that \( t_{i'}(\rho^{-1}h\rho) > 0 \). From our choice of \( g \), we may conclude that \( Q_k \) cannot contain fewer branches than \( Q_{k'} \). Similarly \( t_{j'}(\rho h\rho^{-1}) < 0 \) and so for all rays \( i \in Q_{k'} \), \( t_i(\rho h\rho^{-1}) < 0 \) meaning that \( Q_k \) cannot contain fewer branches than \( Q_{k'} \). Hence a necessary condition on \( j, j' \in \mathbb{Z}_{T^\kappa(U)} \) for there to be a \( \rho \in G \) such that \((R_j)\rho\) is almost equal to \( R_{j'} \) is that \( Q_k \supseteq R_j \) and \( Q_{k'} \supseteq R_{j'} \) contain the same number of branches. This condition is equivalent to the statement that \( T_k(U) = T_{k'}(U) \).

**Remark 5.10.** We can more precisely describe the subgroup \( R \) from the previous lemma. We have that \( R = (\bigoplus_{i=1}^n S_{T^\kappa(U)}) \rtimes A \), where \( A \leq S_n \) corresponds to permuting the factors of the summand that have the same size. More explicitly, if
\( \sigma \in S_n \) and \( \sigma = \sigma_1 \ldots \sigma_d \) in disjoint cycle notation, then \( \sigma \in A \) if and only if, for every \( i \in \mathbb{Z}_d \) and \( k, k' \in \text{supp}(\sigma_i) \), \( T_k(U) = T_{k'}(U) \).

We now consider the particular case of \( U_m := \langle \text{FAlt}(X_n), g_i^m \mid i \in \mathbb{Z}_m \rangle \leq_f H_n \) (where \( g_i \) is our standard generator of \( H_n \) with \( t_1(g) = 1 \) and \( t_1(g) = -1 \)). In this case the sets \( Q_i \), \( i \in \mathbb{Z}_m \), all consist of \( m \) rays. Thus Lemma 5.9 states that

\[
N_{\text{Sym}(X_m)}((U_m)\hat{\phi}_{U_m}) \leq H_{mn} \rtimes (S_m \wr S_n)
\]

where \( S_m \wr S_n = \bigoplus_{i=1}^n S_m \times S_n \). In fact \([13]\) is an equality. Let \( \rho \in H_{mn} \rtimes (S_m \wr S_n) \). Then conjugation by \( \rho \) preserves cycle type. Thus \( \rho^{-1}(\text{FAlt}(X_n))\rho = \text{FAlt}(X_n) \). Given \( g_i^m \in U_m \), we have that \((g_i^m)\hat{\phi}_{U_m}\) is a product of \( m \) infinite cycles, each with support equal to two branches of \( X_m \). Since conjugation by any \( \omega \in H_{mn} \) preserves cycle type and sends almost all of each branch of \( X_m \) to itself, we have that \( \omega^{-1}((g_i^m)\hat{\phi}_{U_m})\omega \in (U_m)\hat{\phi}_{U_m} \). Elements of the head of \( S_m \wr S_n \) send \((g_i^m)\hat{\phi}_{U_m}\) to \((g_j^n g_k^m)\hat{\phi}_{U_m}\) for some \( j, k \in \mathbb{Z}_m \). We now consider the preimage, under \( \hat{\phi}_{U_m} \), of elements of the base of \( S_m \wr S_n \).

**Notation.** Let \( Y_{i,0}(U) := \{(i, m) \mid 1 \leq m \leq T_i(U)\} \) and, for any \( s \in \mathbb{N} \), let \( Y_{i,s}(U) := \{(i, m) \mid sT_i(U) + 1 \leq m \leq (s+1)T_i(U)\} = Y_{i,0}(U)g_i^{-sT_i(U)} \). Thus \( R_i = \bigcup_{s=0}^{\infty} Y_{i,s}(U) = \bigcup_{s=0}^{\infty} Y_{i,0}(U)g_i^{-sT_i(U)} \).

**Definition 5.11.** Given any \( i \in \mathbb{Z}_m \) and \( \sigma \in \text{FSym}(X_n) \) with \( \text{supp}(\sigma) \subseteq Y_{i,0}(U) \), let \( u_{\sigma,i} \) be the element of \( \text{Sym}(X_n) \) such that \( \text{supp}(u_{\sigma,i}) \subseteq R_i \) and, for every \( s \in \mathbb{N} \cup \{0\} \), \( u_{\sigma,i}Y_{i,s}(U) = g_i^{sT_i(U)} \sigma g_i^{-sT_i(U)} \) i.e. let \( u_{\sigma,i} \) induce the permutation \( \sigma \) on every set \( Y_{i,s}(U) \).

The preimage of the base of \( S_m \wr S_n \) is therefore \( \{u_{\sigma,i} \mid i \in \mathbb{Z}_m, \sigma \in \text{FSym}(Y_{i,0}(U_m))\} \). Let \( j \in \mathbb{Z}_n \) and \( \sigma \in \text{FSym}(Y_{j,0}(U_m)) \). We have that conjugation by \( u_{\sigma,j} \) sends \( g_i^m \) to an element of \( H_n \) and, in particular, \( t_1(u_{\sigma,j}g_i^m u_{\sigma,j}) = -t_1(u_{\sigma,j}g_i^m u_{\sigma,j}) = m \). Now \( u_{\sigma,j}^{-1}g_i^m u_{\sigma,j} \in U_m \) since conjugation by elements of Sym preserves cycle type. Hence all elements of \( H_{mn} \rtimes (S_m \wr S_n) \) normalise \((U_m)\hat{\phi}_{U_m}\).

**Proposition 5.12.** Let \( n \in \{2, 3, \ldots\} \) and \( U \leq_f H_n \). Then there exists an \( m \in \mathbb{N} \) such that \( U_m \leq U \) and \( N_{\text{Sym}(X_m)}(U) \leq N_{\text{Sym}(X_n)}(U_m) \). Importantly this implies that \( U_m \) is characteristic in \( U \).

**Proof.** Let \( n \in \{2, 3, \ldots\} \) and \( U \leq_f H_n \). Lemma 5.6 states that there exists an \( m \in 2\mathbb{N} \) such that \( U_m \leq_f U \). Let \( G_m := N_{\text{Sym}(X_m)}((U_m)\hat{\phi}_{U_m}) \), which, from the above, equals \( H_{mn} \rtimes (S_m \wr S_n) \). We wish to show that \( N_{\text{Sym}(X_n)}(U) \leq N_{\text{Sym}(X_n)}(U_m) \).

From Lemma 5.9 \( N_{\text{Sym}(X_m(U))}(U)\hat{\phi} \leq H_{T^n(U)} \rtimes R \) where \( R \leq S_{T^n(U)} \). It is therefore sufficient to show that \((H_{T^n(U)} \rtimes R)\hat{\phi}_{U_m}^{-1} \leq (G_m)\hat{\phi}_{U_m}^{-1} \).

First consider \((R)\hat{\phi}_{U_m}^{-1} \). By Remark 5.10 \( R = \bigoplus_{i=1}^n S_{T_i(U)} \times A \). But \((A)\hat{\phi}_{U_m}^{-1} \leq S_n \) corresponds to the isometric permutations of the rays of \( X_n \), all of which lie in \((G_m)\hat{\phi}_{U_m}^{-1} \). Now \( \bigoplus_{i=1}^n S_{T_i(U)} \hat{\phi}_{U_m}^{-1} \) consists of \( \{u_{\sigma,i} \mid i \in \mathbb{Z}_m, \sigma \in \text{FSym}(Y_{i,0}(U_m))\} \). But since \( T_i(U) \) for every \( i \in \mathbb{Z}_m \), this is a subset of \( \{u_{\sigma,i} \mid i \in \mathbb{Z}_m, \sigma \in \text{FSym}(Y_{i,0}(U_m))\} \).

Finally we consider \((H_{T^n(U)} \hat{\phi}_{U_m}^{-1} \). Let \( g_j \in H_{T^n(U)} \). Then \( t_1(g_j) = 1 \) and \( t_j(g_j) = -1 \) where \( R_j \leq Q_k \). We first consider the image of \( g_j \) under \( \hat{\phi}_{U_m}^{-1} \). Since
(R) $\hat{\phi}^{-1} \leq (G_m)\hat{\phi}^{-1}$, we may assume that $j$ is the lowest numbered branch in $Q_k$, meaning that $\text{supp}(g_j)\hat{\phi}^{-1} = (\text{supp}(g_j))\hat{\phi}^{-1} = X_{1,1}(g_jT_k(U)) \sqcup X_{k,1}(g_jT_k(U))$. We now consider the image of this element under $\hat{\phi}U_m$. For every $d \in \mathbb{N}$ let $i_d := (d-1) \cdot T_1(U) + 1$, let $k_d := (d-1) \cdot T_k(U) + (k-1)m + 1$ and, for each $i \in \mathbb{Z}_n$, let $c_i$ denote the constant such that $m = c_iT_i(U)$. Then

$$
(X_{1,1}(g_kT_k(U)))\hat{\phi}U_m = \left( \bigcup_{d=1}^{c_1} X_{1,i_d}(g_k^cT_k(U)) \right) \hat{\phi}U_m = \bigcup_{d=1}^{c_1} R_{i_d}
$$

and

$$
(X_{k,1}(g_kT_k(U)))\hat{\phi}U_m = \left( \bigcup_{d=1}^{c_k} X_{1,k_d}(g_k^cT_k(U)) \right) \hat{\phi}U_m = \bigcup_{d=1}^{c_k} R_{k_d}
$$

where $c_1T_1(U) = c_1T_k(U) = m$. Thus $\text{supp}((g_j)\hat{\phi}^{-1} \hat{\phi}U_m) = (\bigcup_{d=1}^{c_1} R_{i_d}) \sqcup (\bigcup_{d=1}^{c_k} R_{k_d})$.

Consider the element $g \in G_m$ that: has one infinite orbit; preserves the colexicographic order (inherited from this ordering on $X_{mn} = \{(i,m) \mid i \in \mathbb{Z}_n, m \in \mathbb{N}\}$ on $\bigcup_{d=1}^{c_1} R_{i_d}$ and on $\bigcup_{d=1}^{c_k} R_{k_d}$; sends $(k_1,1)$ to $(1,1)$; and fixes all other points of $X_{mn}$. We note that $g$ and $(g_j)\hat{\phi}^{-1} \hat{\phi}U_m$ have the same supports, and considering their actions on $X_{mn}$ we see that $g = (g_j)\hat{\phi}^{-1} \hat{\phi}U_m$.

\[\square\]

5.3. Conjugacy for groups commensurable to $H_n$. In Section 6.2 we show that there exists an algorithm which, for any $n \in \{2, 3, \ldots\}$, $p \in \mathbb{N}$, and $H_{np}$-conjugated $a, b \in H_{np} \rtimes S_{np}$, decides whether $a$ and $b$ are $(U_p)\hat{\phi}U_p$-conjugated.

**Proposition 5.13.** Let $n \in \{2, 3, \ldots\}, p \in 2\mathbb{N}$ and $U_p \leq H_n$. Then TCP($U_p$) is solvable.

**Proof.** Our aim is to produce an algorithm which, given $a, b \in U_p$ and $\phi \in \text{Aut}(U_p)$, decides whether there exists a $u \in U_p$ such that $(u^{-1})\phi.au = b$ i.e. $u^{-1}pau = \rho b$. Let $\phi := \hat{\phi}U_p$ and let us rephrase our question in $(U_p)\phi$:

$$u^{-1}pau = \rho b$$

$\iff (u^{-1}pa)\phi = (\rho b)\phi$

$\iff (u^{-1})\phi(\rho a)\phi(u)\phi = (\rho b)\phi$

where $(\rho a)\phi, (\rho b)\phi \in H_{np} \rtimes S_{np}$ and $(u)\phi \in (U_p)\phi \leq H_{np}$ from Lemma 5.8 and Lemma 5.9. The algorithm for TCP($H_{np}$) in Section 4 may be used to produce a conjugator $x \in H_{np}$ if one exists. Given such a $x$, Proposition 6.8 decides whether there exists a $y \in (U_p)\phi$ which conjugates $(\rho a)\phi$ to $(\rho b)\phi$.

$\square$

**Proposition 5.14.** Let $n \in \{2, 3, \ldots\}, p \in 2\mathbb{N}$, and $U_p \leq H_n$. If $E$ is a finite extension of $U_p$, then $U_{p \leq E}$ is orbit decidable.

**Proof.** Recall that for $A_{U_{p \leq E}} = \{\phi_e \mid e \in E\}$ to be orbit decidable, there must exist an algorithm which decides, given any $a', b' \in U_p$, whether there exists a $\psi \in A_{U_{p \leq E}}$ such that

$$a'\psi = b'. \quad (19)$$
Let $\rho_i$; e.g., searching for a $\rho \in \hat{U}$, must be chosen to be any element in $\hat{U}$, to prove Theorem 2, that, for any $(\hat{E})$-conjugated element in $B$.

Let $a := (a')\hat{\phi}$, $b := (b')\hat{\phi}$, and $y := (\rho)\hat{\phi}$. Thus $a, b \in (U_p)\hat{\phi} \leq H_{np}$ are known, and $y$ must be chosen to be any element in $(\hat{E})\hat{\phi}$ so that $y^{-1}ay = b$. We have that $(U_p)\hat{\phi} \leq (E)\hat{\phi} \leq H_{np} \lt S_{np}$ for some $c \in \mathbb{N}$. Thus there exist coset representatives $e_2, \ldots, e_c$ and $(\hat{E})\hat{\phi} = \langle (g_2^0)^\hat{\phi}, \ldots, (g_c^0)^\hat{\phi}, \text{FAlt}(X_{mn}), e_2, \ldots, e_c \rangle$. Now, deciding whether $a, b$ are $(\hat{E})\hat{\phi}$-conjugated is equivalent to deciding whether any pair in $\{(a, e_ibc_i^{-1}) \mid 2 \leq i \leq c\}$ is of $(U_p)\hat{\phi}$-conjugated, by noting that every element in $(\hat{E})\hat{\phi}$ decomposes as $ue_i$ for some $u \in (U_p)\hat{\phi}$ and $2 \leq i \leq c$ and that $u^{-1}au = e_ibc_i^{-1} \iff (ue_i)^{-1}a(ue_i) = b$.

Deciding if any pair is $(U_p)\hat{\phi}$-conjugated is possible by first deciding whether any pair is $H_{mn}$-conjugated and then, for each such pair, applying Proposition 6.1.

**Proposition 5.15.** Let $n \in \{2, 3, \ldots\}$, $p \in 2\mathbb{N}$, and $U_p \leq_f G$. Then $CP(G)$ is solvable.

**Proof.** We again use [BMV10, Thm. 3.1]. $G$ is a finite extension of $U_p$ by $F$, some finite group. $TCP(U_p)$ is solvable by Proposition 5.13. $A_{U_p \leq G}$ is orbit decidable by Proposition 5.14. Hence $CP(G)$ is solvable. 

Recall that $A$ and $B$ are commensurable if and only if there exist $N_A \cong N_B$ with $N_A$ finite index and normal in $A$ and $N_B$ finite index and normal in $B$. Our aim is to prove Theorem 6.1 for $n \in \{2, 3, \ldots\}$ and any group $G$ commensurable to $H_n$, $CP(G)$ is solvable.

**Proof of Theorem 6.1.** Fix an $n \in \{2, 3, \ldots\}$ and let $G$ and $H_n$ be commensurable. Then there is a $U \leq_f G, H_n$. By Proposition 5.12 there exists an $m \in 2\mathbb{N}$ such that $U_m$ is finite index and characteristic in $U$. It is a well know result that if $A$ is characteristic in $B$ and $B$ is normal in $C$, then $A$ is normal in $C$. Hence $U_m \leq G$ and we may apply Proposition 6.1 to obtain that $CP(G)$ is solvable. 

6. Further computational results

6.1. Computational results regarding centralisers in $H_n$.

**Proposition 6.1.** There is an algorithm that, given any $n \in \{2, 3, \ldots\}$ and any $g \in H_n \times S_n$, outputs a finite generating set for $t(C_{H_n}(g)) \leq \mathbb{Z}^n$.

In order to prove Proposition 6.1 we need some notation.

**Notation.** Given a subset $A \subseteq \mathbb{Z}_n$ and $g \in H_n \times S_n$, let $t_A(g) = (x_1, \ldots, x_n) \in \mathbb{Z}^n$ be given by $x_i = t_i(g)$ if $i \in A$ and $x_i = 0$ otherwise.

Note that $t_A$ is not a homomorphism: consider $h$, an isometric permutation of the 1st and 2nd branches of $X_{mn}$, and $g_2$, a standard generator of $H_n$. Then $t_1(h^{-1}g_2h) = t_1(g_2^{-1}) = -1$ but $t_1(h^{-1}) + t_1(g_2) + t_1(h) = 0 + 1 + 0$. It is a homomorphism from $H_n$ however. Also, given any $g \in H_n \times S_n$ and $A \subseteq \mathbb{Z}_n$, the vector $t_A(g)$ is computable by Lemma 4.4.
Lemma 6.2. Given \( n \in \{2, 3, \ldots \} \) and \( g \in H_n \rtimes S_n \),
\[
t(C_n(g)) = t_{I^c(g)}(C_n(g)) \oplus t_{I(g)}(C_n(g)).
\]

Proof. Let \( h \in C_n(g) \) and \( i \in I(g) \). From Lemma 6.2, \( h_i \in C_n(g) \) and
\[
t_j(hh_i^{-1}) = 0 \text{ if } j \in \mathcal{C}_g([i]) \text{ and } t_j(hh_i^{-1}) = t_j(h) \text{ otherwise.}
\]
Thus, repeating the argument for all classes of \( I(g) \), we construct \( h' \in C_n(g) \) with
\[
t(h') = t_{I^c(g)}(h),
\]
and thus \( t(hh_i^{-1}) = t(h)(i) \). It follows that \( t(h) \in \{ t_{I^c(g)}(C_n(g)), t_{I(g)}(C_n(g)) \} \).
Clearly \( t_{I^c(g)}(C_n(g)) \cap t_{I(g)}(C_n(g)) \) is the trivial element of \( \mathbb{Z}^n \) and hence they
generate a direct sum. \( \square \)

Lemma 6.3. Let \( n \in \{2, 3, \ldots \}, g \in H_n \rtimes S_n \), and \( r \in \mathbb{N} \). Then \( \sum_{i \in I(g)} t_i(h) = 0 \)
for all \( h \in C_n(g) \).

Proof. By Lemma 3.9 \( t_j(h) = t_i(h) \) for all \( j \in [i]_g \). If \( j^1 \), \ldots, \( j^u \) are representatives
of \( I^c(g) \), then \( \sum_{i \in I(g)} t_i(h) = r \sum_{s=1}^u t_{j^s}(h) = r \sum_{s=1}^u t_{j^s}(id) = 0 \) by Lemma
4.26. \( \square \)

Definition 6.4. Given \( g \in H_n \rtimes S_n \), let \( \Theta(g) \) be the set of all \( c_{j^1, j^u} \) of the statement
of Lemma 3.9 where \( r \in \mathbb{N} \), \( j^1, \ldots, j^u \) are distinct representatives of \( I^c(g) \), and
\( d, d' \in \mathbb{Z}_n \) are distinct. Note that since \( I^c(g) \) is finite, \( \Theta(g) \) is finite.

Lemma 6.5. Given \( n \in \{2, 3, \ldots \} \) and \( g \in H_n \rtimes S_n \), \( t_{I^c(g)}(C_n(g)) \) is generated
by the image of \( \Theta(g) \) under \( t \).

Proof. By Lemma 3.9 and Lemma 6.3 for any \( h \in C_n(g) \) and for every \( r \in \mathbb{N} \) we have that
\( \sum_{i \in I(g)} t_i(h) = 0 \) and \( t_i(h) = t_k(h) \) if \( [k] = [i] \). Thus \( t_{I^c(g)}(C_n(g)) \)
must be contained in
\[
A := \{ (x_1, \ldots, x_n) \in \mathbb{Z}^n \mid x_i = 0 \text{ if } i \in I(g), \sum_{i \in I(g)} x_i = 0 \text{ for all } r \in \mathbb{N}, x_j = x_k \text{ if } [j] = [k] \}.
\]
Note that it follows from the definition of \( \Theta(g) \) that \( t(c) \in t_{I^c(g)}(C_n(g)) \) for all
\( c \in \Theta(g) \). Thus \( \langle t(\Theta(g)) \rangle \subseteq t_{I^c(g)}(C_n(g)) \subseteq A \). We claim that \( \langle t(\Theta(g)) \rangle = A \).
Clearly, the lemma follows now from the claim. To see that \( t(\Theta(g)) \) generates \( A \),
we argue by induction on the \( L_1 \)-norm of \((x_1, \ldots, x_n) \in A \) (i.e. \( \| (x_1, \ldots, x_n) \| = \sum |x_i| \)).
Let \( y \in A \). If \( \| y \| = 0 \), then \( y \in \langle t(\Theta(g)) \rangle \). Suppose that \( y = (x_1, \ldots, x_n) \).
If \( \| y \| > 0 \), since \( x_i = 0 \) for all \( i \in I(g) \), there must be \( j \in I^c \) with \( x_j \neq 0 \). Assume
\( x_j < 0 \). Let \( r \in \mathbb{N} \) such that \( j \in I^c(g) \). Then, by Lemma 6.3 there must be
\( k \in I^c(g) \), \( [k] \neq [j] \) with \( x_k > 0 \). Observe that \( t_i(c_{j,k}) \) is equal to 1 for \( l \in [j] \), is
equal to \(-1\) for \( l \in [k] \), and zero otherwise. Hence \( \| y(t(c_{j,k})) \| = \| y \| - 2r \), and we
conclude by induction that \( y(t(c_{j,k})) \in \langle t(\Theta(g)) \rangle \) and hence \( y \in \langle t(\Theta(g)) \rangle \). \( \square \)

We now have to find a generating set for \( t_{I(g)}(C_n(g)) \).

Lemma 6.6. Let \( n \in \{2, 3, \ldots \} \) and \( g \in H_n \rtimes S_n \). Then for each \( i \in I(g) \),
\[
t_{e_{g(i)}}(C_n(g)) \subseteq \mathbb{Z}^n \text{ is infinite cyclic and}
\]
\[
t_{I(g)}(C_n(g)) = \bigoplus_{i \in R} t_{e_{g(i)}}(C_n(g)),
\]
where \( R \) is a set of different representatives of \( I(g)/\sim_g \).
Proof. Let \( i \in I(g) \). Write \( g = \omega_2 \sigma_g \). Note that \( g^{[\sigma_g]} \in C_{H_n}(g) \) and that \( t((g^{[\sigma_g]})) \) is non-zero and lies in \( t \epsilon_s(i) C_{H_n}(g) \). Thus \( t \epsilon_s(i) C_{H_n}(g) \) is non-trivial.

Let \( h \in C_{H_n}(g) \), such that \( t_i(h) \) is positive and minimum. Take \( c \in C_{H_n}(g) \). We will show that \( t \epsilon_s(i)(c) \in \langle t \epsilon_s(i)(h) \rangle \).

If \( t_i(c) = 0 \) then, by Lemma 4.20 \( t \epsilon_s(i)(c) \) has all its coordinates equal to zero and hence lies in \( \langle t \epsilon_s(i)(h) \rangle \).

Assume that \( t_i(c) > 0 \), the other is analogous. By the Euclidean algorithm, \( t_i(c) = dt_i(h) + r \) with \( 0 \leq r < t_i(h) \). Note that \( r = t_i(h^2 - d) \) and \( h^2 - d \in C_{H_n}(g) \) and thus \( r = 0 \) by the minimality of \( h \). Therefore \( t_i(h^2 - d) = 0 \), and, by Lemma 4.20 \( t \epsilon_s(i)(h^2 - d) \) has all its coordinates equal to zero, and hence \( t \epsilon_s(i)(c) = t \epsilon_s(i)(h^2) \).

By Lemma 4.21 and Lemma 4.22 if \( h \in C_{H_n}(g) \), then \( h[i] \in C_{H_n}(g) \) and \( t \epsilon_s(i)(h) = t \epsilon_s(i)[h[i]] = t(h[i]) \). Thus \( t \epsilon_s(i)(C_{H_n}(g)) \subseteq t_1(g)(C_{H_n}(g)) \). Since \( t_1(g)(h) = \sum_{j \in R} t(h[j]) \), we get that \( t_1(g)(C_{H_n}(g)) \) is generated by \( \{ t \epsilon_s(i)(C_{H_n}(g)) \mid j \in R \} \) and clearly if \( [j] \not\sim [k] \) the cyclic subgroups \( t \epsilon_s(i)(C_{H_n}(g)) \) and \( t \epsilon_s(k)(C_{H_n}(g)) \) intersect trivially. Now the direct sum follows.

**Lemma 6.7.** There is an algorithm that given any \( n \in \{2, 3, \ldots\} \), \( g \in H_n \times S_n \), and \( i \in \mathbb{Z}_n \), decides if \( i \in I(g) \) and moreover, if \( i \in I(g) \), it outputs some \( h \in C_{H_n}(g) \) such that \( t(h) \) generates \( t \epsilon_s(i)(C_{H_n}(g)) \)

**Proof.** Deciding if \( i \in I(g) \) follows from Lemma 4.4.

So suppose that \( i \in I(g) \). By Lemma 4.20 \( t \epsilon_s(C_{H_n}(g)) \) is infinite cyclic, so there must be \( h \in C_{H_n}(g) \) such that \( t \epsilon_s(i)(h) \) generates \( t \epsilon_s(i)(C_{H_n}(g)) \).

From Lemma 4.22 if \( h \in C_{H_n}(g) \), then \( h[i] \in C_{H_n}(g) \) and \( t \epsilon_s(i)(h) = t(h[i]) \). Thus we can assume that \( h \in C_{H_n}(g) \) has only infinite orbits, its support has finite intersection with the rays \( R_j \), \( j \notin \epsilon_g(i) \), and \( t(h) \) generates \( t \epsilon_s(i)(h) \).

Write \( g = \omega_2 \sigma_g \). Note that \( g^{[\sigma_g]} \in C_{H_n}(g) \) and that \( t((g^{[\sigma_g]})) \) is non-zero and lies in \( t \epsilon_s(i)[C_{H_n}(g)] = \langle t(h) \rangle \). Let \( g^* \) denote \( (g^{[\sigma_g]}) \) and observe that \( h \in C_{H_n}(g) \Rightarrow h \in C_{H_n}(g^*) \). Thus \( |t_j(h)| \leq |t_j(g^*)| \) for \( j \in i \), and \( t_j(g^*) \) is computable from \( g \) by Lemma 4.4.

We will find computable bounds for \( z_k(h) \), \( k \in \mathbb{Z}_n \). If \( k \in I^*(g) \), then Lemma 4.21 states that \( \text{supp}(h) = \text{supp}(g^*) \) and so \( z_k(h) \leq z_k(g^*) \) for all \( k \in I^*(g) \). Now consider if \( k \in I(g) \). We will show that \( z_k(h) \leq z_k(g^*) + |t_k(g^*)| \). Assume, for a contradiction, that \( z_k(h) \) is minimal and that \( z_k(h) > z_k(g^*) + |t_k(g^*)| \). Since \( h \in C_{H_n}(g^*) \), we have

\[
(i, m) g^* h = (i, m) h g^* \text{ for all } (i, m) \in X_n.
\]

We may assume that \( t_k(g^*) < 0 \), since replacing \( g^* \) with \( (g^*)^{-1} \) yields a proof for when \( t_k(g^*) > 0 \). Let \( m > z_k(g^*) + |t_k(h)| \). Note that

\[
(k, m) g^* h = (k, m + t_k(g^*)) h
\]

and also that

\[
(k, m) g^* h = (k, m) h g^* = (k, m + t_k(h)) g^* = (k, m + t_k(g^*) + t_k(h)).
\]

Thus \( (k, m + t_k(g^*)) h = (k, m + t_k(g^*) + t_k(h)) \), which, since \( t_k(g^*) < 0 \), contradicts the minimality of \( z_k(h) \).

Let \( S = \{ s \in H_n : z_k(s) \leq z_k(g^*) + |t_k(g^*)|, \mid t_k(s) \mid \leq |t_k(g^*)|, k \in \mathbb{Z}_n \} \). Note that \( S \) must contain \( h \in C_{H_n}(g) \). Note also that \( S \) is finite, and with the given restrictions, one can enumerate all elements of \( S \). For each \( s \in S \), using the word problem for \( H_n \times S_n \) we can decide if \( s \in C_{H_n}(g) \), and using that the functions \( t_A \)
are computable, we can decide if \( t(s) \) is non-zero and equal to \( t_{\varepsilon_s(\{i\})}(s) \). Let \( S' \) be the subset of \( S \) of the elements satisfying the two conditions above. Finally, since \( S' \) is finite, we can find \( c \in S' \) such that \( t_{\varepsilon_s(\{i\})}(s) \in \langle t(c) \rangle \) for all \( s \in S' \). Note that since \( h \in S' \) such an \( c \) must exist.

**Proof of Proposition 6.7.** From Lemma 4.4 there is an algorithm that computes \( I(g) \), \( I^c(g) \), and \( \varepsilon_g(\{i\}) \) for each \( i \in I(g) \). From Lemma 6.2 \( (C_{H_n}(g)) = t_{I^c(g)}(C_{H_n}(g)) \oplus t_{I(g)}(C_{H_n}(g)) \), and we only need algorithms that gives generating sets for each of the direct summands. By Lemma 6.3 there is an algorithm that outputs a generating set for \( t_{I^c(g)}(C_{H_n}(g)) \). By Lemma 6.4 there is an algorithm that computes a generator of \( t_{\varepsilon_g(\{i\})}(C_{H_n}(g)) \) for each \( i \in I(g) \) and by Lemma 6.6 those elements generate \( t_{I(g)}(C_{H_n}(g)) \).

**6.2. Deciding conjugacy in \( (U_p)\hat{\phi}_{U_p} \).** Recall \( U_p := \langle g_2^p, \ldots, g_n^p, F_{Alt}(X_n) \rangle \leq H_n \). From Section 5.2 \((U_p)\hat{\phi}_{U_p} \leq H_n \) and

\[
 t((U_p)\hat{\phi}_{U_p}) = \left\{ \left( a_1 \ldots a_1 a_2 \ldots a_2 \ldots a_n \ldots a_n \right)^T \bigg| a_1, \ldots, a_{n-1} \in \mathbb{Z}, a_n = -\sum_{i=1}^{n-1} a_i \right\}.
\]

When \( p \) is even, \( F_{Sym}(X_n) \cap (U_p)\hat{\phi}_{U_p} = F_{Alt}(X_n) \). In this section we prove the following (which has been used in Section 5.3 above).

**Proposition 6.8.** There is an algorithm which, given any \( n \in \{2, 3, \ldots\} \), \( p \in 2\mathbb{N} \), \( a, b \in H_n \rtimes S_n \) and an \( x \in H_n \) which conjugates \( a \) to \( b \), decides whether \( a \) and \( b \) are \( (U_p)\hat{\phi}_{U_p} \)-conjugated.

Lemma 4.7 stated that if \( x \in G \) conjugates \( a \) to \( b \) then \( y \in G \) also conjugates \( a \) to \( b \) if and only if there exists a \( c \in C_G(a) \) such that \( cx = y \).

**Lemma 6.9.** Let \( a, b \in H_n \rtimes S_n \) be conjugate by \( x \in H_n \). Then \( a \) and \( b \) are \((U_p)\hat{\phi}_{U_p} \)-conjugated if and only if there is a \( c \in C_{H_n}(a) \) such that \( cx \in (U_p)\hat{\phi}_{U_p} \).

**Proof.** We apply Lemma 4.7. If there is a \( c \in C_{H_n}(a) \) such that \( cx \in (U_p)\hat{\phi}_{U_p} \) then \( a \) and \( b \) are conjugate by \( cx \in (U_p)\hat{\phi}_{U_p} \). If there exists \( y \in (U_p)\hat{\phi}_{U_p} \) such that \( y^{-1}ay = b \), let \( c := yx^{-1} \). Then \( c \in C_{H_n}(a) \) and \( cx = y \in (U_p)\hat{\phi}_{U_p} \).

**Lemma 6.10.** Let \( a, b \in H_n \rtimes S_n \) and let \( x \in H_n \) conjugate \( a \) to \( b \). Then there is an algorithm that decides whether there exists \( c \in C_{H_n}(a) \) such that \( t(cx) \in t((U_p)\hat{\phi}_{U_p}) \), and outputs such an element if one exists.

**Proof.** Let \( \{ \delta_1, \ldots, \delta_c \} \) denote a finite generating set of \( t(C_{H_n}(a)) \), which is computable by Proposition 6.1. Deciding whether there is a \( c \in C_{H_n}(a) \) such that \( t(cx) \in t((U_p)\hat{\phi}_{U_p}) \) is equivalent to finding powers \( \alpha_i \) of the generators \( \delta_i \in \mathbb{Z}^n \) such that

\[
 t(x) + \sum_{i=1}^{c} \alpha_i \delta_i \in t((U_p)\hat{\phi}_{U_p}).
\]

Hence we must decide whether there are constants \( \{a_1, \ldots, a_{n-1} \} \) and \( \{\alpha_1, \ldots, \alpha_c \} \) such that

\[
 t(x) + \sum_{i=1}^{c} \alpha_i \delta_i = (a_1 \ldots a_1 a_2 \ldots a_2 \ldots a_n \ldots a_n)^T, \text{ where } a_n := -\sum_{i=1}^{n-1} a_i.
\]
Viewing this as $np$ linear equations, this system of equations has a solution if and only if there is an element $c \in C_{H_n}(a)$ such that $t(cx) \in t(\hat{U}_p \hat{\vartheta}_{U_p})$. By writing these equations as a matrix equation we may compute the Smith normal form to decide if the equations have an integer solution (see, for example, Laz09) and compute one should one exist (either from the reference or by enumerating all possible inputs). Definition 6.4 and Lemma 6.7 then provide suitable preimages for the elements $\{\hat{1}_n, \ldots, \hat{t}_n\}$ in order to output a viable $c$.  

Lemma 6.11. Let $n \in \{2, 3, \ldots\}$ and $g \in H_n \rtimes S_n$. Then it is algorithmically decidable whether $C_{H_n}(g) \cap (\text{FSym}(X_n) \setminus \text{FAlt}(X_n))$ is empty. A necessary condition for it to be empty is that $I^c(g) = \emptyset$.  

Proof. We use Lemma 4.4 to compute $I^c(g)$. If there exists $j \in I^c(g)$, either $\lvert [j]_g \rvert$ is odd or even. If $\lvert [j]_g \rvert$ is even, then we have that the first $\lvert [j]_g \rvert$-cycle on this branch is a finite order element of the centraliser that lies in $\text{FSym}(X_n) \setminus \text{FAlt}(X_n)$. If $\lvert [j]_g \rvert$ is odd, then the element that permutes only the first two $\lvert [j]_g \rvert$-cycles of the branches $[j]_g$ provides an element of the centraliser in $\text{FSym}(X_n) \setminus \text{FAlt}(X_n)$. Hence $C_{H_n}(g) \cap (\text{FSym}(X_n) \setminus \text{FAlt}(X_n))$ is non-empty whenever $g$ has an even length orbit or $g$ has two or more orbits of length $m$ for some odd number $m$. Since one of these is satisfied if $I^c(g)$ is non-empty, assume that $I(g) = Z_n$. From Section 5.1 this implies that all of the finite orbits of $g$ lie inside a finite subset of $X_n$, which is computable by Lemma 4.4. Searching for orbits of $g$ of the appropriate length is therefore also possible in this case.  

Definition 6.12. Let $\text{sgn}_X : \text{FSym}(X) \to \{1, -1\}$ be the sign function for $\text{FSym}(X)$, so that the preimage of 1 is $\text{FAlt}(X)$. For any $g \in H_n$, let $f_g := g(\prod_{i=2}^n g_i^{t(g)})$. Note that $t(f_g) = \emptyset$ and so $f_g \in \text{FSym}(X_n)$. Thus let $\xi_n : H_n \to \{1, -1\}, h \mapsto \text{sgn}_X(f_h)$.  

Note that for any $g \in H_n$, $\xi_n(g) = \xi_n(f_g)$.  

Lemma 6.13. There exists an algorithm which, given $g \in H_n$, computes $\xi_n(g)$.  

Proof. Since $g(\prod_{i=2}^n g_i^{t(g)})$ lies in $\text{FSym}(X_n)$, we may apply Lemma 4.4 to determine its cycle type, which is sufficient to compute $\xi_n(g)$.  

The previous definition exactly captures the form of the elements in $(U_p)\hat{\vartheta}_{U_p}$.  

Lemma 6.14. Let $n \in \{2, 3, \ldots\}$, $p \in 2\mathbb{N}$, $g \in H_{np}$, and $t(g) \in t((U_p)\hat{\vartheta}_{U_p})$. Then $g \in (U_p)\hat{\vartheta}_{U_p}$ if and only if $\xi_{np}(g) = 1$.  

Proof. Let $h := (g)\hat{\vartheta}_{U_p}^{-1}$. Using that $t(g) \in t((U_p)\hat{\vartheta}_{U_p})$ and that $p|t_i(h)$ for every $i \in Z_n$: $h \in U_p \iff f_h \in U_p \iff f_h \in \text{FAlt}(X_n) \iff f_g \in \text{FAlt}(X_{np}) \iff \xi_{np}(g) = 1$.  

Lemma 6.15. Let $n \in \{2, 3, \ldots\}$. Then $\xi_n$ is a homomorphism.  

Proof. Clearly the function $\text{sgn}_X$ is a homomorphism. Let $g, h \in H_n$. Then 

$$gh = f_{g}(\prod_{i=2}^{n} g_i^{-t_i(g)} f_h(\prod_{i=2}^{n} g_i^{-t_i(h)}) = f_{g} f'_{h}(\prod_{i=2}^{n} g_i^{-(t_i(g)+t_i(h))})$$

where $f'_{h} := (\prod_{i=2}^{n} g_i^{t_i(g)}) f_h(\prod_{i=2}^{n} g_i^{t_i(g)})$ has the same cycle type as $f_h$. Thus $f_{gh} = f_{g} f'_{h}$ and $\xi_n(gh) = \xi_n(f_{gh}) = \xi_n(f_{g}) \xi_n(f'_{h}) = \xi_n(f_{g}) \xi_n(f_h) = \xi_n(g) \xi_n(h)$.  

□
Proof of Proposition 6.8. By Lemma 6.9 a and b are \( (U_p)\hat{\phi}_U \)-conjugated if and only if there exists a \( c \in C_{H_{np}}(a) \) such that \( cx \in (U_p)\hat{\phi}_U \). A necessary condition for \( cx \in (U_p)\hat{\phi}_U \) is that \( t(cx) \in (U_p)\hat{\phi}_U \). Lemma 6.10 decides whether this condition can be satisfied. If not, then \( C_{H_{np}}(a)x \cap (U_p)\hat{\phi}_U \) is empty and a and b are not \( (U_p)\hat{\phi}_U \)-conjugated. We can therefore assume that this condition is satisfied.

Let \( c \in C_{H_{np}}(a) \) be the element outputted by the algorithm of Lemma 6.10 so that \( t(cx) \in (U_p)\hat{\phi}_U \). By Lemma 6.13 \( cx \in (U_p)\hat{\phi}_U \) if and only if \( \xi_{np}(cx) = 1 \). By Lemma 6.13 \( \xi_{np}(cx) \) is computable. If \( \xi_{np}(cx) = 1 \) we are done and so let us assume that \( \xi_{np}(cx) = -1 \). If there exists \( c' \in C_{H_{np}}(a) \cap (\text{FSym}(X_{np}) \setminus \text{FAlt}(X_{np})) \) then \( c' \in C_{H_{np}}(a) \), \( t(c'x) = t(c'x) + t(cx) = t(cx) \in ((U_p)\hat{\phi}_U) \), and \( \xi_{np}(c'x) = \xi_{np}(c') \xi_{np}(cx) = 1 \) since \( \xi_{np} \) is a homomorphism by Lemma 6.15. Hence \( c'x \) conjugates a to b and \( c'x \in (U_p)\hat{\phi}_U \). Lemma 6.11 decides whether such a \( c' \) exists. If no such \( c' \) exists, Lemma 6.11 states that \( I' = \emptyset \). Thus the generating set \( \{ \delta_1, \ldots, \delta_e \} \) for \( \langle C_{H_{np}}(a) \rangle \) from Proposition 6.1 consists only of those elements from Lemma 6.7. Lemma 6.7 computes \( \delta_1, \ldots, \delta_e \in C_{H_{np}}(a) \) such that \( \langle \delta_j \rangle = \delta_j \) for each \( j \in \mathbb{Z}_e \). We then take the equations

\[
t(x) + \sum_{i=1}^{e} a_i \delta_j = (a_1 \ldots a_1 a_2 \ldots a_2 \ldots a_n \ldots a_n)^T, \quad \text{where } a_n := -\sum_{i=1}^{n-1} a_i.
\]

labelled (21) above (where \( a_1, \ldots, a_{n-1} \) and \( a_1, \ldots, a_e \) are to be found) and add the equation

\[
\left( \prod_{j=1}^{e} \xi(\delta_j)^{a_j} \right) \xi(x) = 1
\]

which ensures that the chosen \( c \in C_{H_{np}}(a) \) satisfies \( \xi(cx) = 1 \) (from Lemma 6.15). From our assumptions, the choice of generating set and preimage are arbitrary: if \( h, h' \in C_{H_{np}}(a) \) satisfy \( t(h) = t(h') \), then we must have that \( h^{-1}h' \in \text{FAlt}(X_{np}) \), since otherwise \( C_{H_{np}}(a) \cap (\text{FSym}(X_{np}) \setminus \text{FAlt}(X_{np})) \) would be non-empty. We may then write these equations as a matrix equation and compute the Smith normal form to decide whether or not the equations have an integer solution. \( \square \)

6.3. Proving Theorem 3. The structure of centralisers for elements in \( H_n \) was studied in [JG15]. In this section we show, for any \( g \in H_n \rtimes S_n \), when \( C_{H_n}(g) \) is finitely generated and when it is, that a finite generating set is algorithmically computable. From Section 6.1 a finite set \( \{ \delta_1, \ldots, \delta_e \} \) is computable, from only \( n \in \{ 2, 3, \ldots \} \) and \( a \in H_n \rtimes S_n \), such that \( t(C_{H_n}(a)) = \langle \delta_1, \ldots, \delta_e \rangle \). Hence, given \( c \in C_{H_n}(a) \), there exist \( \alpha_1, \ldots, \alpha_e \in \mathbb{Z} \) such that \( t(c) = \sum_{i=1}^{e} \alpha_i \delta_i \).

Notation. Let \( \{ \delta_1, \ldots, \delta_e \} \) be the image of \( \Theta(a) \) under \( t \) (where the set \( \Theta(a) \) was introduced in Definition 6.4) and let \( \{ \delta_{e+1}, \ldots, \delta_e \} \) be the image under \( t \) of the elements outputted by the algorithm of Lemma 6.7

We will begin to describe a finite generating set for \( C_{H_n}(a) \) (should one exist) by choosing certain preimages (under \( t \)) of \( \{ \delta_1, \ldots, \delta_e \} \). Lemma 6.12 states that \( \Theta(a) \subseteq C_{H_n}(a) \), and so our preimages of \( \{ \delta_1, \ldots, \delta_e \} \) will be the elements of \( \Theta(a) \). The following lemma shows that, by imposing the condition that the preimage may only have infinite orbits, there is a unique preimage for the elements \( \{ \delta_{e+1}, \ldots, \delta_e \} \).
Lemma 6.16. Let \( n \in \{2, 3, \ldots \} \), \( a \in H_n \times S_n \), \( i \in I \), and \( g \in C_{H_n}(a) \) such that \( \langle t(g) \rangle = t_{c_0}(a) \langle C_{H_n}(a) \rangle \). If \( h \in C_{H_n}(a) \) and \( \langle t(h) \rangle = \langle t(g) \rangle \), then \( g_{[i]} = h_{[i]} \). In addition, for each \( s \in \{e', 1, \ldots, e\} \) there is a unique preimage \( \delta_s \) of \( \delta_s \) having only infinite orbits.

Proof. Lemma 6.17 states that \( \text{supp}(g_{[i]}) = \text{supp}((a_j^{[\sigma_s]})_{[i]}) = \text{supp}(h_{[i]}) \) and so \( \text{supp}(g_{[i]}h_{[i]}^{-1}) \subseteq \text{supp}((a_j^{[\sigma_s]})_{[i]}) \). Now, \( g_{[i]}h_{[i]}^{-1} \in \text{FSym}(X_n) \) must be trivial by the first part of the statement of Lemma 6.17; elements of \( C_{H_n}(a) \) cannot have finite orbits intersecting \( \text{supp}((a_j^{[\sigma_s]})_{[i]}) \).

The previous lemma therefore provides a unique preimage for each of the elements \( \{\delta_{s+1}, \ldots, \delta_s\} \). We now describe the structure of \( C_{\text{FSym}}(X_n)(a) \) in order to determine when \( C_{H_n}(a) \) is not finitely generated, and to describe a finite generating set when one exists.

Notation. Let \( g \in \text{Sym}(X) \) for some non-empty set \( X \). Then \( Y^0_g := \text{supp}(g|_\infty) \), \( Y^1_g := X \setminus \text{supp}(g) \), and, for each \( r \in \mathbb{N} \), \( Y^{(r)}_g := \text{supp}(g|_r) \). Thus: \( Y^1_g \) denotes the fixed points of \( g \); \( Y^{(r)}_g \), where \( r \in \{2, 3, \ldots\} \), is the union of the orbits of \( g \) of size \( r \); and \( Y^0_g \) is the union of the infinite orbits of \( g \).

Lemma 6.17. Let \( g \in \text{Sym}(X) \) and \( G \subseteq \text{Sym}(X) \) for some non-empty set \( X \). If \( c \in C_G(g) \), then \( c = \prod_{r=0}^{\infty} \alpha_r \), where, for every \( r \in \{0, 1, 2, \ldots\} \), \( \text{supp}(\alpha_r) \subseteq Y^{(r)}_g \).

Proof. We show that \( c \) must restrict to a bijection, for each \( r \in \{0, 1, 2, \ldots\} \), on the set \( Y^{(r)}_g \). Consider if \( c \) sent an \( r \)-cycle of \( g \) to an \( s \)-cycle of \( g \) where \( r \neq s \). By possibly replacing \( c \) with \( c^{-1} \), we may assume that \( r < s \) (where \( s \) may be finite or infinite). Let \( y \) be in this orbit of size \( r \). Then \( (y)c^{-1}y = y \). Since \( c \in C_G(g) \), \( (y)c^{-1}g^{-1}y = y \). But then \( c \) sends both \( (y)c^{-1}y \) and \( (y)c^{-1}g^{-1}y \) to \( y \), a contradiction.

Lemma 6.18. Let \( g \in \text{Sym}(X) \) for some non-empty set \( X \). Then

\[
C_{\text{FSym}}(X)(g) \cong \bigoplus_{r=0}^{\infty} C_{\text{FSym}}(Y^{(r)}_g)(g)
\]

Proof. Given \( c \in C_{\text{FSym}}(X)(g) \), the previous lemma states that \( c = \prod_{r=0}^{\infty} \alpha_r \), where, for every \( r \in \{0, 1, 2, \ldots\} \), \( \text{supp}(\alpha_r) \subseteq Y^{(r)}_g \). Now \( c \in \text{FSym} \Rightarrow |\text{supp}(c)| < \infty \), and so, for every \( r \), \( |\text{supp}(\alpha_r)| < \infty \Rightarrow \alpha_r \in \text{FSym}(Y^{(r)}_g) \). Clearly, if \( r \neq s \), then \( \text{FSym}(Y^{(r)}_g) \cap \text{FSym}(Y^{(s)}_g) \) is trivial.

Lemma 6.19. Let \( g \in \text{Sym}(X) \), where \( X \) is a non-empty set, and let \( y, z \in X \). If \( c \in C_{\text{Sym}}(X)(g) \) and \( c : y \mapsto z \), then \( c : yg^d \mapsto zg^d \) for all \( d \in \mathbb{Z} \).

Proof. For all \( d \in \mathbb{Z} \),

\[
(z)c^{-1}g^d c = yg^d c \quad \text{and} \quad (z)c^{-1}g^d c = (z)g^d.
\]

Thus \( c : yg^d \mapsto zg^d \) for all \( d \in \mathbb{Z} \).

Lemma 6.20. Let \( r \in \mathbb{N} \) and \( g \in \text{Sym}(X) \) where \( X \) is a non-empty set. Then

\[
C_{\text{FSym}}(Y^{(r)}_g)(g) \cong C_r \cdot \text{FSym} \left( g \setminus Y^{(r)}_g \right)
\]

where \( g \setminus Y^{(r)}_g \) is the set obtained from \( Y^{(r)}_g \) by the equivalence relation \( x \sim y \iff xg^d = y \) for some \( d \in \mathbb{Z} \). Moreover, as a subgroup of \( \text{FSym}(Y^{(r)}_g) \), the base of
this wreath product consists of all of the r-cycles of \( g \), and the head consists of all finitary permutations of the orbits of \( g \) of size \( r \).

**Proof.** Let \( c \in C_{FSym(Y_g^{(r)})}(g) \). From Lemma 6.18 and Lemma 6.19, \( c \) restricts to a bijection of the r-cycles of \( g \). We will impose the following condition on \( c \): whenever \( c \) sends an r-cycle \( \sigma \) of \( g \) to an r-cycle \( \omega \) of \( g \), it sends the smallest point of \( \text{supp}(\sigma) \) (under some total ordering on \( X \)) to the smallest point of \( \text{supp}(\omega) \). We may do this by replacing \( c \) with \( hc \) where \( h \) is a product of r-cycles of \( g \), since each r-cycle of \( g \) clearly lies in \( C_{FSym(Y_g^{(r)})}(g) \). Then \( c \) is determined by its action on the points in \( g \backslash Y_g^{(r)} \), where the representatives can be chosen to be the smallest point in each \( g \)-orbit of size \( r \). Thus every element of \( C_{FSym(Y_g^{(r)})}(g) \) is a product of r-cycles of \( g \) together with a permutation of the r-cycles of \( g \) i.e. \( C_{FSym(Y_g^{(r)})}(g) \) is the above wreath product.

We now work through the cases \( |I_c^r(a)| = 0, |I_c^r(a)| = r, \) and \( |I_c^r(a)| \geq 2r \).

**Definition 6.21.** Let \( n \in \{2, 3, \ldots \} \) and \( g \in H_n \rtimes S_n \). For each \( r \in \mathbb{N} \) where \( Y_g^{(r)} \) is finite, let \( \Omega_r(g) \) consist of the elements of \( C_{FSym(Y_g^{(r)})}(g) \). This set is enumerable since, from our description of orbits in Section 3.1, all such r-cycles of \( g \) lie in \( Z(g) \) which is finite and computable from only the element \( g \).

**Notation.** Given \( n \in \mathbb{N} \) and \( Y \subseteq X_n \), let \( H_n(Y) := \{h \in H_n \mid \text{supp}(h) \subseteq Y \} \).

**Lemma 6.22.** Let \( r \in \mathbb{N} \) and \( |I_c^r(g)| = r \). Then \( C_{H_n}(g) \) is not finitely generated.

**Proof.** By Lemma 6.3, if \( c \in C_{H_n}(g) \) then \( t_j(c) = 0 \) for all \( j \in I_c^r(g) \). By Lemma 6.17, if \( c \in C_{H_n}(g) \) then \( c = fc' \) where \( \text{supp}(f) \subseteq Y_g^{(r)} \) and \( \text{supp}(c') \subseteq X_n \backslash Y_g^{(r)} \). Thus

\[
C_{H_n}(g) = C_{FSym(Y_g^{(r)})}(g) \oplus C_{H_n(X_n \backslash Y_g^{(r)})}(g).
\]

Lemma 6.20 states that

\[
C_{FSym(Y_g^{(r)})}(g) \cong C_r \wr \text{FSym} \left( g \backslash Y_g^{(r)} \right).
\]

If \( \text{(22)} \) were finitely generated then \( \text{FSym} \) would also be finitely generated. Hence \( C_{H_n}(g) \) is not finitely generated since \( h \) is a non-finitely generated quotient.

**Lemma 6.23.** Fix an \( r \in \mathbb{N} \) such that \( |I_c^r(g)| = 2r \) and fix a \( j \in I_c^r(g) \). Then \( C_{FSym(Y_g^{(r)})}(g) \) is a subgroup of the group generated by:

i) an element \( h \in \Theta(g) \) with \( t_j(h) \neq 0 \);

ii) an r-cycle \( \lambda_r := ((j, z_j(g)) (j, z_j(g)) \ldots (j, z_j(g))g^{r-1}) \); and

iii) \( \mu_r := \prod_{s=1}^{r} ((j, z_j(g))g^{s-1} (j, z_j(g))g^{s-1}) \).

**Proof.** We show that the elements of \( C_{FSym(Y_g^{(r)})}(g) \cong C_r \wr \text{FSym} \left( g \backslash Y_g^{(r)} \right) \) lie in \( \langle h, \lambda_r, \mu_r \rangle \). Note that, by construction, \( \text{supp}(h) = Y_g^{(r)} \). Thus, given any r-cycle \( \sigma \) of \( g \), there exists \( d \in \mathbb{Z} \) such that \( h^{-d} \lambda_r d^d = \sigma \) and so the base of our wreath product lies in \( \langle h, \lambda_r, \mu_r \rangle \). In the space \( g \backslash Y_g^{(r)} \), \( h \) consists of a single infinite orbit and \( \mu_r \) a single 2-cycle. It follows that \( \langle h, \mu_r \rangle \cong H_2 \), and so, in \( g \backslash Y_g^{(r)} \), we have that \( \text{FSym} \left( g \backslash Y_g^{(r)} \right) \leq \langle h, \mu_r \rangle \). Thus all finitary permutations of the orbits of \( g \) of size \( r \) lie in \( \langle h, \mu_r \rangle \), and so \( C_{FSym(Y_g^{(r)})}(g) \leq \langle h, \lambda_r, \mu_r \rangle \).
Lemma 6.24. Fix an \( r \in \mathbb{N} \) such that \( |I_r^c(g)| = sr \) where \( s \geq 3 \). Fix representatives \( j_1^r, \ldots, j_s^r \) of \( I_r^c(g) \). Then \( C_{\operatorname{FSym}(Y_r^g)}(g) \) is a subgroup of the group generated by:

i) elements \( h_2, \ldots, h_s \in \Theta(g) \) with \( t_{j_i}(h_i) = 1 \) for all \( 2 \leq i \leq s \) and \( t_{j_i}(h_k) = -1 \) for each \( 2 \leq k \leq s \); and

ii) an \( r \)-cycle \( \lambda_r := (j_1^r, z_{j_2^r}(g)) (j_1^r, z_{j_2^r}(g)) \cdots (j_1^r, z_{j_2^r}(g)) g^{r-1} \).

Proof. We again show that the elements of \( C_{\operatorname{FSym}(Y_r^g)}(g) \cong C_r \wr \operatorname{FSym}\left(g \setminus Y_r^g\right) \) lie in \( \langle h_2, \ldots, h_s, \lambda_r \rangle \). Note that

\[
\bigcup_{i=2}^s \operatorname{supp}(h_i) = Y_g^r \quad \text{and that} \quad \bigcap_{i=2}^s \operatorname{supp}(h_i) \supset \{(j,m) \mid j \in [j_1^r], m \geq z_j(g)\}.
\]

Thus, given any \( r \)-cycle \( \sigma \) of \( g \), there is an \( i \in \{2, \ldots, s\} \) and \( d \in \mathbb{Z} \) such that \( h_i^d \lambda_r h_i^d = \sigma \), and so the base of our wreath product lies in \( \langle h_2, \ldots, h_s, \lambda_r \rangle \). Now, in the space \( g \setminus Y_g^r \), each \( h_i \) consists of a single infinite orbit and there is a natural map \( \langle h_2, \ldots, h_s \rangle \to \langle h_i \rangle \) where \( \{g_i \mid i = 2, \ldots, s\} \) denotes our standard generating set of \( H_n \). To be more specific, this epimorphism is induced by the surjection of sets \( \mathcal{X}_n \to \mathcal{X}_s \), where: for each \( d \in \{2, \ldots, s\} \) and each \( e \in \mathbb{N} \), \( \{(k, z_k(g) + e - 1) \mid k \in [j_1^d]\} \to (d, e) \); for each \( 1 \leq l \leq f, \operatorname{supp}(\sigma_l) \to (1, l) \) where \( \sigma_1, \ldots, \sigma_f \) are the ordered \( r \)-cycles within \( Z(g) \); and, for each \( e \in \mathbb{N} \), \( \{(k, z_k(g) + e - 1) \mid k \in [j_1^d]\} \to (1, f + e) \).

Thus, in \( g \setminus Y_g^r \), we have that \( \operatorname{FSym}\left(g \setminus Y_g^r\right) \subseteq \langle h_2, \ldots, h_s \rangle \) and so all finitary permutations of the orbits of \( g \) of size \( r \) lie in \( \langle h_2, \ldots, h_s \rangle \).

Note that the elements appearing in Lemma 6.23 and Lemma 6.24 lie in \( C_{H_n}(g) \). This is because the element \( \lambda_r \), of type (ii), is an orbit of \( g \) of size \( r \), and the elements of type (i) and (iii) have support within \( Y_g^r \) and induce a permutation of the orbits of \( g \) of size \( r \).

Definition 6.25. Let \( F_n \) consist of:

i) the preimages of the elements \( \{ \hat{\lambda}_1, \ldots, \hat{\lambda}_n \} \) defined above;

ii) the set \( \Omega_r(a) \) (of Definition 6.24) for those \( r \in \mathbb{N} \) such that \( |I_r^c(a)| = 0 \);

iii) the elements \( \lambda_r \) and \( \mu_r \) of Lemma 6.23 for those \( r \in \mathbb{N} \) such that \( |I_r^c(a)| = 2r \);

iv) the element \( \lambda_n \) of Lemma 6.24 for those \( r \in \mathbb{N} \) such that \( |I_r^c(a)| \geq 3r \).

Proof of Theorem 3. By Lemma 6.14 we may compute the set \( \{g_r \neq id \mid r \in \mathbb{N}\} \) and, for each \( r \in \mathbb{N} \), the sets \( I_r^c(a) \). If \( |I_r^c(a)| = r \) for any \( r \in \mathbb{N} \), then our algorithm may conclude, by Lemma 6.22, that \( C_{H_n}(a) \) is not finitely generated. We now show that if this is not the case, then the set \( F_n \) defined above is sufficient to generate \( C_{H_n}(a) \).

Note that \( F_n \) is finite since \( \{g_r \neq id \mid r \in \mathbb{N}\} \) is finite. Also \( F_n \) is computable. Let \( c \in C_{H_n}(a) \). There exist numbers \( \alpha_1, \ldots, \alpha_c \in \mathbb{Z} \) such that \( t(c) = \sum_{i=1}^c \alpha_i \hat{\lambda}_i \).

Thus, by using the preimages of the elements \( \{ \hat{\lambda}_1, \ldots, \hat{\lambda}_n \} \) in \( F_n \), we can reduce to the case where \( c \in C_{\operatorname{FSym}(X_n)}(a) \). By Lemma 6.18 it is sufficient to show, for each \( r \in \mathbb{N} \), that \( C_{\operatorname{FSym}(Y_r^g)}(a) \subseteq \langle F_n \rangle \). For each \( r \in \mathbb{N} \), one of the following three cases occurs: \( |I_r^c(a)| = 0 \); \( |I_r^c(a)| = 2r \); or \( |I_r^c(a)| \geq 3r \). In the first case, the elements of \( \Omega_r(a) \) are sufficient to generate \( C_{\operatorname{FSym}(Y_r^g)}(a) \). The second and third cases were dealt with by Lemma 6.23 and Lemma 6.24 respectively, since \( F_n \) contains the finite generating sets described in each. 
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