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Abstract

In this work, an interactive control architecture based on velocity segments is developed to generate the human-like trajectories in the mirror game, a simple yet effective paradigm for studying interpersonal coordination, and the existence of velocity segments possessing a prescribed signature is theoretically guaranteed. Then an online control algorithm for the architecture is proposed to produce joint improvised motion with a human player or another virtual player while exhibiting some desired kinematic characteristics. Finally, the transition from solo motions to joint improvised motions is illuminated, and the proposed control architecture is validated by matching the experimental data.
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1 Introduction

People suffering from social deficits (i.e., schizophrenia or autism) find it hard to engage in social activities and interact with others, which inevitably brings sorrow to themselves and their
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relatives [1, 2]. The theory of similarity in Social Psychology suggests that individuals prefer to cooperate with others sharing similar morphological and behavioral features, and that they tend to unconsciously coordinate their movements [3, 4, 5]. It has been shown that motor processes caused by interpersonal coordination are closely related to mental connectedness, and that motor coordination between two people promisingly contributes to social attachment [6, 7, 8].

The *mirror game* provides a simple paradigm to study social interactions and the onset of motor coordination among human beings, as it happens in improvisation theater, group dance and parade marching [9, 10]. In order to enhance social interaction through motor coordination, it would be desirable to create a virtual player (VP) or computer avatar capable of playing the mirror game with a human subject (typically the patient) either by mimicking similar kinematic characteristics or producing dissimilar ones [11]. Indeed, this would allow modulation of the kinematic similarity of the VP while maintaining a certain level of coordination with the human player (HP) so that the latter is unconsciously guided towards the direction of some desired movement features. Within this scope, the European Project “AlterEgo” was launched [12]. The purpose of the project is to promote social interaction of patients suffering from mental impairments (e.g., autism and schizophrenia) through motor coordination. Essentially, it aims at developing a new rehabilitation method to enhance the social competence of patients with social deficits by using virtual reality and humanoid robots.

Human-robot interaction finds extensive applications in haptic interfaces [13, 14], person recognition [15] and human mental development [16]. Specifically, [14] investigates the control of human arm movement in the cooperative welding process with the robot. [15] illustrates the emergence of person recognition through mutual imitation, whereas [16] evaluates the effects of human participants on the robot learning of social signature through an imitation game. It is demonstrated that the recognition of facial expressions and postures can be achieved via a sensory-motor architecture based on neural networks.

In this work, a customized human-like VP is created to socially interact with a HP in the mirror game. The main challenge is to develop a mathematical model capable of driving the VP or robot to joint-improvise with a HP in the mirror game, while guaranteeing an assigned *motor signature* as defined in [17, 18]. The first step towards this goal is to design a control architecture able to generate *in-silico* trajectories reproducing the motor signature exhibited by a certain HP playing solo. In so doing, an architecture based on velocity segments is proposed [18]. The second step is to provide such architecture with an online control algorithm allowing the VP to produce joint improvised motions and interact with a HP or another VP.
Much research effort has been spent on the design of control architectures for the virtual agent or robot [19, 20, 21, 22, 23, 24]. To be specific, [19, 20] develop a cognitive architecture of a VP in the mirror game by reconciling the movement tracking with individual motor signature in the framework of optimal control theory; [21] investigates the generation of goal-directed movements for robotic agents via behavioral dynamics in repetitive joint action tasks; [22] introduces a paradigm called human dynamic clamp, which enables real-time interaction between a HP and a VP driven by the model of coordination dynamics; [23] presents an adaptive control algorithm for the VP to track the human leader in the mirror game; [24] designs a coupled dynamical system for studying real time interaction between a HP and a computer avatar driven by the Haken-Kelso-Bunz (HKB) model [25].

However, in the aforementioned works the time series of a HP obtained from solo trials have to be used in order to generate the joint motion of a customized VP [19, 20, 23, 26], which limits its movement diversity due to the finite number of available pre-recorded trajectories. The proposed approach here overcomes this drawback by allowing the VP to autonomously exhibit any motor signature with specified kinematic features (characterizing the solo motion of a given HP) during the interaction with another agent. Here the main contributions of this work are listed below.

1. A novel perspective on modeling human movement and on the generation of movement trajectory of a customized VP in the mirror game is offered, which complements previous investigations [19, 20, 23, 26]. Specifically, this work is based on velocity segments characterizing the movement similarity, while previous work focused on probability density functions of velocity time series.

2. The control architecture proposed in this work is able to spontaneously generate solo movement trajectories of a given HP instead of using pre-recorded time series [19, 20, 23, 26].

3. In previous investigations, a boundary value problem had to be solved at each time step in order to generate the motion of a customized VP, which results in high computation costs [19, 20, 26]. Here, the solution to a simple differential equation allows to produce the real-time motion trajectory of a VP with relatively low computation costs.

The outline of this paper is given as follows. Section 2 introduces the experimental paradigm of the mirror game, a quantitative marker of motor signatures, and their construction method.
Figure 1: Mirror game set-up at the University of Montpellier [20]. Two horizontal strings are mounted perpendicularly at eye level and centrally between the two human participants. Two small balls are mounted on the parallel strings, respectively. Human participants are instructed to hold the handle beneath each ball and move it along the string back and forth. Cameras are installed around the participants to collect experimental data and record their movement trajectories. In solo trials, only one human participant is instructed to perform the motion. In joint trials, two human participants are seated opposite each other and interact while moving their respective ball.

Section 3 focuses on the design of a control architecture for the VP. Specifically, an algorithm capable of generating solo motions with prescribed kinematic features is developed, followed by an online control algorithm allowing the VP to produce joint improvised motion with another agent. Experimental validations are carried out in Section 4 to validate the proposed approach. Finally, Section 5 makes a conclusion and discusses future directions.

2 Preliminaries

2.1 Mirror game

The mirror game is a simple yet effective paradigm to investigate the onset of social motor coordination between two players and describe their movement imitation at high temporal and spatial resolution [9, 18, 27]. Figure 1 shows the experimental set-up of mirror game to collect the experimental data, which are used to validate the proposed numerical algorithms.

The mirror game can be played in three different experimental conditions [17]:

1. Solo Condition: This is an individual trial. Participants perform the game on their own
and try to create interesting motions.

2. Leader-Follower Condition: This is a collaborative round, whose purpose is for the participants to create synchronized motions. One player leads the game, while the other tries to follow the leader’s movement.

3. Joint-Improvisation Condition: Two players are required to imitate each other, create synchronized and interesting motions and enjoy playing together, without any designation of leader and follower roles.

Human movements in solo condition reflect their intrinsic dynamics, i.e., their individual motor signature [17]. On the other hand, participants reconcile their respective intrinsic dynamics with the communal goal (movement synchronization) in leader-follower or joint-improvisation condition. Here, the focus is on the mathematical modeling of human coordination in solo and joint improvisation (JI) condition, and light is shed on their interconnection.

2.2 Motor signature

In the mirror game, motor signatures refer to the unique, time-persistent, kinematic self-similarity characteristics of human hand movements in solo condition [17, 18, 28]. They allow to quantify the kinematic similarity between agents [17], distinguish patients from healthy human participants, as well as assess the effect of interpersonal coordination on patients’ behavior in joint action tasks [29]. It has been shown that a possible candidate of motor signature is the probability density function (PDF) of velocity time series in solo trials [17, 28]. The PDF of velocity time series is used to quantify the probability of the velocity falling within a particular range of values. This probability is given by the integral of the above PDF of velocity time series over the given range. As a consequence, a control architecture based on pre-recorded HP velocity profiles was developed for the VP to achieve real-time interaction in leader-follower and joint-improvisation conditions [19, 20, 23].

Notably, skewness and kurtosis of normalized velocity segments provide also a suitable complement as a marker of motor signature [18]. Specifically, velocity segments can be obtained by partitioning the time series of velocity through time points of zero velocity (see segments in the red dash boxes in the time-velocity plane of Fig. 2). The original velocity segment is described by the period and portion of velocity time series between two consecutive points of zero velocity (see Fig. 3(a)). The original velocity segment is then normalized over the time interval [0, 1] (see Fig. 3(b)) and divided by the area between the segment curve and the time axis. In so
Figure 2: Motor signature of a human participant based on velocity segments in the mirror game [18]. The blue curve denotes the velocity time series of a human participant in a solo trial. The velocity segments in the red dashed boxes are normalized and then mapped as two blue points in the skewness-kurtosis (S-K) plane. Solo motions of a human participant in the S-K plane correspond then to a green ellipse, whose center is individuated by a black circle, which contains the majority of mapped segments.

doing, the normalized (or base) segment of velocity is obtained (see Fig. 3(c)). The normalized velocity segment allows to compute its skewness and kurtosis [18]. The green ellipse in Fig. 2 gives a graphical representation of velocity-segments-based individual motor signatures, represented by:

$$\frac{(z_s - \mu_s)^2}{\sigma^2_s} + \frac{(z_k - \mu_k)^2}{\sigma^2_k} = 1$$

(1)

where $z_s$ and $z_k$ represent the horizontal and vertical coordinates in the skewness-kurtosis (S-K) plane, with $\mu_s$ and $\mu_k$ ($\sigma_s$ and $\sigma_k$) referring to mean values (standard deviations) of skewness and kurtosis of the normalized velocity segments, respectively.

The main goal is to develop a control architecture for the VP to produce human-like solo movements and joint improvised trajectories with the desired values for skewness and kurtosis of normalized velocity segments, such that the kinematic features of a certain HP can be reproduced without making use of limited pre-recorded trajectories.

2.3 Base segment of velocity

The aim of this section is to show how to construct base segments of velocity with specified values of skewness and kurtosis. First, the smooth point-to-point movement of human hand is described by a polynomial function with unknown coefficients. Then, a system of nonlinear equations is established to account for the constraints on skewness and kurtosis. Finally, the existence of
Figure 3: Acquisition of normalized velocity segments. The curve in panel (a) denotes the original velocity segment of a human participant, whereas that in panel (b) is obtained by normalizing the curve in panel (a) over the time interval $[0, 1]$. Finally, the normalized velocity segment in panel (c) is obtained after dividing the curve in panel (b) by the area between the curve and the time axis.

solutions to the system of nonlinear equations is investigated in theory, and numerical methods to determine the unknown coefficients for the desired base segment of velocity are discussed.

It has been demonstrated that smooth point-to-point movements can be generated by minimizing the time integral of the jerk magnitude squared [30]. This can be formulated as the following minimization problem:

$$\min_x J(x) \tag{2}$$

where

$$J(x) = \frac{1}{2} \int_0^1 \left( \frac{d^3 x}{dt^3} \right)^2 dt$$

with $x(t), t \in [0, 1]$ denoting a desired position trajectory. An ideal solution to optimization problem (2) is given by a fifth-order polynomial in $t$ (see Appendix 6.1 for the derivation).

$$x(t) = \sum_{i=0}^{5} a_i t^i, \quad t \in [0, 1] \tag{3}$$

where $a_i, i \in \{0, 1, 2, 3, 4, 5\}$ represent unknown coefficients. Therefore, the desired velocity segments correspond to a fourth-order polynomial in $t$.

Then the aim is to create a base segment of velocity that combines smooth point-to-point motion with the desired kinematic feature, which is described by the skewness and kurtosis of base segment of velocity. Thus, a fourth-order polynomial function in $t$ is introduced, and it can
be regarded as a probability density function as follows

\[ f(t) := \sum_{i=0}^{4} b_i t^i, \quad t \in [0, 1] \]  \hspace{1cm} (4)

where \( b_i, i \in \{0, 1, 2, 3, 4\} \) represent unknown coefficients, and with the following boundary conditions

\[ f(0) = f(1) = 0 \]  \hspace{1cm} (5)

Mean value \( \mu \) and variance \( \sigma^2 \) of \( f(t) \) are defined as follows:

\[ \mu := \int_0^1 \tau f(\tau) d\tau, \quad \sigma^2 := \int_0^1 (\tau - \mu)^2 f(\tau) d\tau \]  \hspace{1cm} (6)

Since the integral of \( f(t) \) over the time interval \([0, 1]\) (i.e., the area of the base segment) must be unitary, that is

\[ \int_0^1 f(\tau) d\tau = 1 \]  \hspace{1cm} (7)

Equations (5), (6) and (7) yield \( b_0 = 0 \) and the following matrix equation

\[
\begin{pmatrix}
1 & 1 & 1 & 1 \\
\frac{1}{2} & 1 & 1 & 1 \\
\frac{1}{3} & \frac{1}{2} & 1 & 1 \\
\frac{1}{4} & \frac{1}{3} & \frac{1}{2} & 1 \\
\end{pmatrix}
\begin{pmatrix}
b_1 \\
b_2 \\
b_3 \\
b_4 \\
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
1 \\
\mu \\
\mu^2 + \sigma^2 \\
\end{pmatrix}
\]  \hspace{1cm} (8)

where \( b = (b_1, b_2, b_3, b_4)^T \). Likewise, the definitions of skewness \( s \) and kurtosis \( k \)

\[ s := \frac{1}{\sigma^3} \int_0^1 (\tau - \mu)^3 f(\tau) d\tau, \quad k := \frac{1}{\sigma^4} \int_0^1 (\tau - \mu)^4 f(\tau) d\tau \]  \hspace{1cm} (9)

are respectively equivalent to

\[
\begin{pmatrix}
\frac{1}{5} - \frac{3\mu}{4} + \frac{2\mu^2}{3} \\
\frac{1}{6} - \frac{3\mu}{5} + \frac{\mu^2}{2} \\
\frac{1}{7} - \frac{\mu}{2} + \frac{2\mu^2}{5} \\
\frac{1}{8} - \frac{3\mu}{7} + \frac{\mu^2}{3} \\
\end{pmatrix}
\begin{pmatrix}
b_1 \\
b_2 \\
b_3 \\
b_4 \\
\end{pmatrix}
= s\sigma^3
\]  \hspace{1cm} (10)

and

\[
\begin{pmatrix}
\frac{1}{5} - \frac{4\mu}{5} + \frac{3\mu^2}{2} - \mu^3 \\
\frac{1}{6} - \frac{2\mu}{3} + \frac{6\mu^2}{5} - \frac{3\mu^3}{4} \\
\frac{1}{7} - \frac{4\mu}{7} + \mu^2 - \frac{3\mu^3}{5} \\
\frac{1}{8} - \frac{\mu}{2} + \frac{6\mu^2}{7} - \frac{\mu^3}{2} \\
\end{pmatrix}
\begin{pmatrix}
b_1 \\
b_2 \\
b_3 \\
b_4 \\
\end{pmatrix}
= k\sigma^4
\]  \hspace{1cm} (11)
By substituting $b$ in Equations (10) and (11) with the solution to Equation (8), a fourth-order polynomial system with two variables ($\mu$ and $\sigma$) and two parameters ($s$ and $k$) is obtained as follows

$$\begin{cases} 
F(\mu, \sigma, s) = 0 \\
G(\mu, \sigma, k) = 0 
\end{cases}$$

(12)

where $F(\mu, \sigma, s) = 0$ and $G(\mu, \sigma, k) = 0$ correspond to (10) and (11), respectively. The following result holds for the solution to system (12).

**Proposition 2.1.** There exist real solutions $\mu$ and $\sigma$ to the polynomial system (12) for any given positive parameters $s$ and $k$ characterizing the motor signature of a human player.

**Proof.** See Appendix 6.2

Proposition 2.1 guarantees the existence of base segments of velocity satisfying smooth point-to-point movements with specified skewness and kurtosis. Nevertheless, the solutions are not unique. If multiple ($\mu, \sigma$) pairs are the real zeros, the pair that is the closest to the mean value and the standard deviation of the normalized velocity segment of the given human player is selected as the desired solution. In addition, analytical solutions to the polynomial system (12) are not always available, hence numerical methods (i.e., polynomial continuation) have to be used to find approximate solutions of mean value $\mu$ and standard deviation $\sigma$ for given skewness $s$ and kurtosis $k$. By means of approximated values of mean $\mu$ and standard deviation $\sigma$, it is feasible to obtain the coefficient vector $b = (b_1, b_2, b_3, b_4)^T$ and the base segment of velocity $f(t)$ via Equation (8).

### 3 Control Architecture

The in-silico generation of velocity trajectories in solo motion with prescribed kinematic features allows to develop a customized VP able to interact with a HP in JI condition, with the former exhibiting the desired motor signature of a given human participant. This section presents the control architecture of the VP to shed light on the relationship between the mechanism underlying the generation of solo and joint improvised motions. Compared with previous approaches [19, 20, 23], the proposed one in this work allows the VP to spontaneously reproduce the motor signature of a given HP, without making use of pre-recorded time series of her/his motion in solo condition. This overcomes the drawback given by the need for a large database of human solo trajectories, and endows the VP with a wider repertoire of motor signatures, thus opening
Figure 4: Control architecture of the VP in the mirror game. Variables $p$ and $\dot{p}$ represent position and velocity of the HP, while $x$ and $\dot{x}$ those of the VP; $f$ represents the base segment and $v$ the actual velocity segment of the VP, respectively.

The possibility of exploring the effects of continuously changing its kinematic features during the interaction with another partner.

The proposed control architecture (shown in Fig. 4) consists of six function blocks described in details as follows.

1. Velocity Estimation: The position trajectory of a HP detected by a camera is sent to this block, where her/his corresponding velocity time series is estimated and split into a series of velocity segments [18]. Then position and velocity errors between HP and VP are computed.

2. Motor Planning: This block determines the direction, duration and displacement of the velocity segments for the VP.

3. Motor Signature: This block reflects the kinematic features of a given HP as it generates the base segment of velocity $f$. It allows to change the motor signature of the VP by resetting the desired values of $\mu$, $\sigma$, $s$ and $k$.

4. Motor Coordination: This block allows for mutual adaptation, imitation and synchronization between the VP and its partner in joint improvisation condition.

5. Movement Integration: The actual velocity segments $v$ of the VP are generated by integrating the movement constraints on motor planning, motor signature and motor coordination.
6. Trajectory Generation: The movement trajectory of the VP is generated by chronologically assembling the integrated velocity segments.

3.1 Generation of solo motions

While playing the mirror game in solo condition, the VP produces a prescribed motion without taking into consideration that of any other participant. Specifically, the actual segments of velocity \( v \) are derived from the the base segments \( f \) after integrating the displacement with the duration of time, and after assigning a motion direction.

Let \( \Delta t \) denote the duration of the time interval for each velocity segment, which is a random variable with probability density function \( \lambda(\tau) \) that can be obtained by statistically analyzing the solo recordings of a human participant. The probability of \( \Delta t \) belonging to the interval \([t, \bar{t}]\) can be calculated as

\[
P(t \leq \Delta t \leq \bar{t}) = \int_{t}^{\bar{t}} \lambda(\tau)d\tau \quad (13)
\]

According to experimental data, the average time interval for velocity segments is equal to 0.8s, with a standard deviation of 0.7s [18]. In addition, \( \Delta l \) represents the segment displacement (i.e., position mismatch between the starting point and terminal point of each segment), which is a random variable with probability density function \( \xi(s) \). Likewise, the probability of \( \Delta l \) belonging to the interval \([l, \bar{l}]\) is given by

\[
P(l \leq \Delta l \leq \bar{l}) = \int_{l}^{\bar{l}} \xi(s)ds \quad (14)
\]

Regardless of the motion direction, the variant of a base segment can be calculated as

\[
\frac{\Delta l}{\Delta t} \cdot f \left( \frac{t}{\Delta t} \right) \quad (15)
\]

where \( f \) is defined in Equation (4). Figure 5 shows a base segment of velocity and its possible eight variants with respect to time duration \( \Delta t \) and displacement \( \Delta l \).

Since HPs tend to move around the middle part of the string in solo trials [17], the movement direction of the VP is determined by

\[
\delta = \begin{cases} 
\text{sign}(x - p_b), & |x - p_a| > |x - p_b|; \\
\text{sign}(x - p_a), & |x - p_a| < |x - p_b|; \\
\text{either}, & |x - p_a| = |x - p_b|,
\end{cases} \quad (16)
\]
where $x$ denotes the position of the VP, and $p_a < p_b$ represent position bounds. An actual velocity segment $v$ is then constructed as follows

$$v(t) = \vec{D} \cdot \frac{\Delta l}{\Delta t} \cdot f \left( \frac{t}{\Delta t} \right) \quad t \in [0, \Delta t]$$

(17)

Solo motions are generated by consecutively joining the actual velocity segments together. Finally, the position trajectory of the VP is produced as follows

$$x(t) = x_0 + \int_0^t v(\tau)d\tau \quad t \in [0, \Delta t]$$

(18)

where $x_0$ denotes the initial position of the generated trajectory. Table 1 summarizes the solo motion algorithm (SMA) employed for the VP to produce human-like solo movements with prescribed kinematic features. In theory, there is a singularity in the acceleration profile when the two velocity segments with different slopes at the boundary are joined together. The mathematical methods such as polynomial interpolation can be used to remove this singularity by constructing an interpolation polynomial around the singularity. In this work, the method of polynomial interpolation is not adopted in numerical simulations because it dose not have much impact on solo motions when the length of interpolation interval is relatively small (normally...
Table 1: Solo Motion Algorithm (SMA).

1: Set skewness $s$, kurtosis $k$ and running time $T_s$
2: Generate a base segment $f(t)$ with (4)
3: while (time $< T_s$)
   4: Determine the segment duration $\Delta t$ with (13)
   5: Determine the segment displacement $\Delta l$ with (14)
   6: Choose the movement direction $\vec{D}$ with (16)
   7: Generate an actual velocity segment $v(t)$ with (17)
   8: Output the position trajectory $x(t)$ with (18)
9: end while

less than 0.01s). In addition, the singularity issue occurs due to the nonexistence of the instant acceleration at the boundary. The SMA is implemented by directly assembling velocity segments, which is not directly related to the instant acceleration. Thus, it does not cause the trouble in numerical simulations.

3.2 Generation of joint improvised motions

While playing the mirror game in JI condition, the VP interacts with its partner while exhibiting some prescribed kinematic features (motor signature). Based on the position and velocity mismatch between the two players, the proposed control architecture allows the VP to imitate, adapt to and synchronize with the movement of its partner, thereby achieving joint improvisation [20].

Similarly to the SMA, the segment duration and displacement are determined by Equations (13) and (14), respectively. As the two participants attempt to achieve movement synchronization, the movement direction of the VP is given by

$$\vec{D} = \text{sign}(p - x)$$  \hspace{1cm} (19)

where $x$ denotes the position of the VP and $p$ refers to that of the other agent. When $p = x$, the VP is provided with a random direction.

The motor coordination block enables the VP to imitate and adapt to the movement of its partner in order to synchronize their joint movements, while the two participants consciously
adjust their way of moving (i.e., the profile of their velocity segments during the game). It has been suggested that an optimal feedback control driving the VP is equivalent to a PD control when the optimization interval is small enough, and that the nonlinear HKB equation originally introduced in [25] is not significantly better than a double integrator as end effector model of the VP in the mirror game [32].

For the sake of simplicity, a double integrator with PD control is employed to describe the motion of the VP and design the online algorithm as follows

\[
\ddot{x} = c_s(v - \dot{x}) + c_v(\dot{p} - \dot{x}) + c_p(p - x) + \kappa(x, \epsilon) \tag{20}
\]

where \(v\) is the actual velocity segment generated by Equation (17), \(x\) and \(\dot{x}\) represent position and velocity of the VP, \(p\) and \(\dot{p}\) those of its partner, with \(c_s, c_v\) and \(c_p\) being tunable positive parameters. The first three terms on the right-hand side of Equation (20) account for preferred movement, mutual imitation and movement synchronization, respectively [20], whereas \(\kappa(x, \epsilon)\) is used to constrain the movement of the VP within the admissible range of motion:

\[
\kappa(x, \epsilon) = \begin{cases} 
  c_r|x - p_b|, & x - p_a \leq \epsilon \\
  -c_r|x - p_a|, & p_b - x \leq \epsilon \\
  0, & \text{otherwise}
\end{cases}
\]

with \(c_r\) and \(\epsilon\) being tunable positive parameters. When the distance between the VP and its closer bound is lower than \(\epsilon\), the term \(\kappa(x, \epsilon)\) drives the VP with strength \(c_r\) towards the middle point of the position range. While implementing the online algorithm (20), the position of VP’s partner is detected at each sampling period and the velocity can be estimated using the first-order backward difference method. Then mismatches of position and velocity are calculated to obtain the acceleration of the VP.

By solving equation (20), the position trajectory of the VP is given by

\[
x(t) = x_0 + \int_0^t \int_0^t \ddot{x}(s) ds d\tau, \quad t \geq 0 \tag{21}
\]

where \(x_0\) refers to the initial position of the VP. Table 2 summarizes the joint improvisation algorithm (JIA) employed for the VP to perform JI with another agent in the mirror game.

In theory, the SMA generates a specific solo time series with a determinate probability. For the given initial conditions of position, velocity and acceleration, the JIA also produces a specific movement trajectory with a determinate probability. Thus, the proposed algorithms are statistically stable (see Appendix 6.3 for the detailed analysis).
Table 2: Joint Improvisation Algorithm (JIA).

1: Set skewness $s$, kurtosis $k$ and running time $T_s$
2: Generate a base segment $f(t)$ with (4)
3: while (time $< T_s$)
   4: Determine the segment duration $\Delta t$ with (13)
   5: Determine the segment displacement $\Delta l$ with (14)
   6: Choose the movement direction $\vec{D}$ with (19)
   7: Generate an actual velocity segment $v(t)$ with (17)
   8: Compute the acceleration $\ddot{x}(t)$ with (20)
   9: Output the position trajectory $x(t)$ with (21)
10: end while

4 Experimental Validation

In order to validate the proposed approach, this section compares solo and joint improvised motions of human players with those generated by their respective customized virtual agents.

4.1 Metrics

In order to quantify the global performance of HP and VP in solo and joint improvisation conditions, the following indices are introduced: root mean square error (RMSE) of the position time series, circular variance (CV) and similarity level (SL) of normalized velocity segments. Their definitions are given as follows.

1. RMSE: The root mean square error of the position time series describes the temporal correspondence between two interacting players [26]:

$$RMSE = \sqrt{\frac{1}{n} \sum_{j=1}^{n} (x_{1,j} - x_{2,j})^2}$$ (22)

where $n$ is the number of sampling steps in the simulation, and $x_{1,j}$ and $x_{2,j}$ denote the positions of the two players at the $j$th sampling step, respectively. Lower values of RMSE indicate better temporal correspondence.
2. CV: The circular variance is used to quantify the coordination level between two interacting players [33]:

\[ CV = \left\| \frac{1}{n} \sum_{j=1}^{n} e^{i\Delta \Phi_j} \right\| \in [0, 1] \]  

where \( \Delta \Phi_j \) represents the relative phase between the two players at the \( j \)th sampling step, \( n \) refers to the total number of time steps, and \( \| \cdot \| \) denotes the 2-norm. Higher values of \( CV \) are representative of higher coordination levels between the two players.

3. SL: The similarity level describes the similarity degree between two time series of velocity in terms of averaged skewness and kurtosis of normalized velocity segments:

\[ SL = \sqrt{(\bar{s}_1 - \bar{s}_2)^2 + (\bar{k}_1 - \bar{k}_2)^2} \]  

where \( \bar{s}_i = \frac{1}{n_i} \sum_{j=1}^{n_i} s_{i,j} \) and \( \bar{k}_i = \frac{1}{n_i} \sum_{j=1}^{n_i} k_{i,j}, \ i \in \{1, 2\} \). Specifically, \( \bar{s}_i \) and \( \bar{k}_i \) denote the averaged skewness and kurtosis of normalized velocity segments from the \( i \)th velocity time series, respectively, whereas \( n_i \) represents the number of velocity segments in the \( i \)th time series of velocity. In addition, \( s_{i,j} \) and \( k_{i,j} \) refer to the skewness and kurtosis of the \( j \)th normalized velocity segment in the \( i \)th time series of velocity. Lower values of \( SL \) are representative of higher similarity degree between two time series of velocity.

To investigate the individual parts of the JI motions, the co-confident (CC) motions and jitter motions are taken into account in the analysis [9, 18]. The jitter motions describe the inability of the follower to precisely track the motion of the leader or the unfitness of the novices to enter the co-leadership state with the expert [9, 18]. And it is quantified by the relative Fourier root-mean-square(rms) power in the 2-3Hz band [9]. In addition, the co-confident motions mainly consider the highly synchronized periods [9, 18]. For simplicity, the alternative definition of CC motions is adopted to identify the highly synchronized periods in the JI motions [18].

4.2 Experimental set-up

Two different test conditions are developed to validate the human-like performance of a VP driven by the proposed control architecture: solo motions and joint improvised motions, in both HP-VP interaction and VP-VP interaction. The numerical algorithms in the control architecture are implemented in Matlab R2010a, and the Matlab function “fsolve” is employed to solve the systems of nonlinear equations [12] and determine the unknown coefficients of base segment of velocity. The solo motions are generated by the SMA with the motor signature of a given HP.
Statistical comparisons are carried out between the simulated solo motions and the solo motions of the given HP.

The joint improvised motions of a VP are produced by the JIA. For the experimental test of HP-VP interaction, the HP is required to sit in front of a laptop, which implements the JIA in Matlab. The blue ball on the laptop screen represents the position of the HP, which is controlled by means of a mouse, while the red one represents that of the VP, which is generated by the JIA. In fact, the mouse setup is only used to preliminarily look at whether the algorithm is able to interact with the HP in the mirror game. Eventually, the computer avatar of the HP (typically the patient with mental impairments) will be created using the technology of virtual reality. And the algorithm will be integrated with the computer avatar to play the mirror game with the patient with the help of doctors in the hospital.

The schematic diagram of VP-VP interaction in joint improvisation condition is presented in Fig. 6. Finally, the focus is on validating the two customized VPs’ capability of reproducing the kinematic characteristics observed when two HPs play together in the mirror game. The validation method is the same as that proposed in [20]. Specifically, two virtual players (VP1 and VP2) are enabled to play the mirror game in a JI condition, with VP1 (VP2) being fed with the motor signatures of HP1 (HP2), respectively.

4.3 Solo motions

Figures 7(a) and 7(b) show position and velocity time series of a HP performing a 60s solo trial. The HP moves the ball along the string within the normalized range \([-1, 1]\). The sampling frequency of the camera is 100 Hz. According to data analysis of the velocity segments shown in Fig. 7(b), the averaged mean value \(\bar{\mu}\), standard deviation \(\bar{\sigma}\), skewness \(\bar{s}\) and kurtosis \(\bar{k}\) are
Figure 7: Experimental test – solo motions. Position (a) and velocity (b) time series of the HP. Position (c) and velocity (d) time series of the VP. CDFs of $\Delta l$ (e) and $\Delta t$ (f) for the HP. (g) Visualization of solo motion for the HP and her/his customized VP in the S-K plane: blue dots correspond to velocity segments of the HP, whereas red ones refer to those of the VP. The two corresponding ellipses are evaluated by means of Equation (1).

The probability distributions of $\Delta l$ and $\Delta t$ of the velocity segments in Fig. 7(b) are described by cumulative distribution functions (CDF) shown in Figs. 7(e) and 7(f), respectively.

Figures 7(c) and 7(d) show position and velocity time series of a VP fed with the same motor signature as that in Fig. 7(b) and driven by the SMA described in Table 1. The velocity segments generated by the SMA resemble those of the HP in terms of profile, yet are slightly smoother. A visible difference is that the HP sometimes stays still during the game, whilst the VP always keeps moving.

Figure 7(g) shows skewness and kurtosis of normalized velocity segments for both the HP and her/his customized VP in the S-K plane. It is possible to appreciate that most velocity segments of the VP are mapped into the ellipse representing the kinematic features of the HP, thus confirming that the VP succeeds in reproducing the motor signature of the specified HP. Moreover, the VP segments are clustered together, whereas those of the HP are scattered in the
Figure 8: Statistical validation of the SMA. The height of the bars denotes the mean value of SL, whereas the black error bar refers to its standard deviation.

S-K plane, thus implying that solo motions of human players are more flexible and diverse than those of their customized computer avatar. In fact, one solo trial generated by the SMA is not sufficient to evaluate the performance of the VP. Thus, the statistical analysis is conducted to make a comparison between simulation results and the benchmark.

4.3.1 Statistical analysis

In order to validate the solo motions generated by the SMA, 8 HPs are asked to play the mirror game in solo condition. Each HP is required to play 3 times in the experiment. For each HP, the skewness and kurtosis of normalized velocity segments in solo trials are computed. Afterwards the benchmark using experimental data in human solo trials is introduced. Specifically, the SL values of any two solo trials are computed for each HP to obtain the mean value and standard deviation of SL, which are regarded as the benchmark of each HP (see the blue bars and their respective error bars in Fig. 8). For the solo trials of each HP, the SMA generates the corresponding solo motions by regarding their respective averaged skewness and kurtosis as the motor signature. Similarly, the SL values of any two solo motions generated by the SMA are computed for each customized VP to obtain the mean value and standard deviation of SL (see the red bars and their respective error bars in Fig. 8). In terms of the mean values of SL, the customized VPs fluctuate by $-3.7\%, 1.1\%, 7.9\%, 3.7\%, -1.7\%, 1.5\%, 2.4\%, 5.7\%$ with respect to their respective benchmarks (blue bars) from Player 1 to Player 8. For the standard
deviations of SL, the corresponding fluctuation ratios are $-12.2\%$, $2.7\%$, $-4.1\%$, $4.9\%$, $-0.4\%$, $-3.3\%$, $15.8\%$, $11.2\%$, respectively. This indicates the capability of the SMA to generate the solo motions with the personalized motor signature.

4.4 Joint improvised motions

This section presents the experimental test of the JIA described in Table 2 for both HP-VP and VP-VP interactions. The experimental test allows to look at whether the VP is able to generate the joint improvised motion and socially interact with its partner (HP or VP). In addition, the validation of the JIA is also conducted by tuning the parameters of VPs to match the experimental data.

4.4.1 HP-VP interaction

The parameter setting for the VP is given as follows: $\bar{\mu} = 0.51$, $\bar{\sigma} = 0.23$, $\bar{s} = -0.09$, $\bar{k} = 2.14$, $c_s = 2$, $c_v = 5$, $c_p = 3$, $c_r = 5$ and $\epsilon = 0.1$. Specifically, the parameters $\bar{\mu}$, $\bar{\sigma}$, $\bar{k}$ and $\bar{s}$ are selected based on the solo trial of the HP. The parameters $c_s$, $c_v$ and $c_p$ are tuned to increase the CV value and decrease the values of RMSE and SL. In addition, $c_r$ and $\epsilon$ are tentatively selected to avoid the collision with the boundaries. Figures 9(a) and 9(b) show position and velocity time series of HP and VP with $RMSE = 0.096$ and $CV = 0.972$, respectively. Some synchronized segments can be observed in the position trajectories, which implies the occurrence of joint improvisation between HP and VP. The two ellipses featuring the movement patterns of the two interacting agents are shown in Fig. 9(c). It is possible to appreciate that they are largely overlapping in the S-K plane with $SL = 0.219$, implying that the two players exhibit similar kinematic features while interacting in the mirror game.

4.4.2 VP-VP interaction

The two VPs are driven by the JIA with the following parameters setting: $\bar{\mu}_1 = 0.51$, $\bar{\sigma}_1 = 0.22$, $\bar{s}_1 = -0.18$ and $\bar{k}_1 = 2.13$ for VP1, $\bar{\mu}_2 = 0.53$, $\bar{\sigma}_2 = 0.25$, $\bar{s}_2 = -0.18$ and $\bar{k}_2 = 1.87$ for VP2, and $c_s = 1.5$, $c_v = 3.6$, $c_p = 4.9$, $c_r = 5$ and $\epsilon = 0.1$ for both VPs. The parameters $\bar{\mu}_i$, $\bar{\sigma}_i$, $\bar{k}_i$ and $\bar{s}_i$, $i \in \{1, 2\}$ are selected according to the solo trials of two HP, respectively. The parameters $c_s$, $c_v$ and $c_p$ are tuned so that the performance of the customized VP pair matches that of the HP pair as much as possible (The values of RMSE, CV and SL from the customized VP pair are close to those from the HP pair). The values of $c_r$ and $\epsilon$ are the same as those in the HP-VP interaction.
interaction. Figures 10(a) and 10(b) show position and velocity time series of the two HPs with $RMSE = 0.135$ and $CV = 0.775$, while Figures 10(c) and 10(d) those of the two customized VPs with $RMSE = 0.042$ and $CV = 0.989$, respectively. VP1 and VP2 succeed in reproducing the joint improvised movement (synchronized segments) as occurred in the HP1-HP2 interaction.

Figure 10(e) describes the transition of motor signatures from solo to JI motion. The kinematic features of the HPs in solo condition are separate, while those in JI condition converge towards each other with $SL = 0.079$ and are more variable. Notably, similar remarks can be made for the kinematic features exhibited by the VPs with $SL = 0.094$, thus indicating the desirable matching performance of the VPs driven by the proposed control architecture.

### 4.4.3 Statistical analysis

To further validate the JIA, 4 Dyads are investigated, with each dyad including a HP-HP pair and a VP-VP pair. Specifically, three JI trials are conducted for each HP-HP pair in the experiment. Then the mean values and standard deviations of RMSE, CV and SL are computed for the JI trials. The above values are regarded as the benchmark for the validation of VP-VP interaction. Next, the parameters $c_s$, $c_v$ and $c_p$ are tuned for each VP-VP pair to match the benchmark of the HP-HP pair (see Appendix 6.4 for more details). In addition, $c_r = 5$ and $\epsilon = 0.1$ remain unchanged in the validation of all VP-VP pairs. Essentially, each VP is equipped with the motor signature of a given HP to act as her/his avatar in the simulation.

Figure 11 presents matching results of VP-VP pairs with respect to their benchmarks (i.e., HP-HP pairs) in JI condition. It is possible to appreciate that the VP-VP pairs statistically
Figure 10: Experimental test – JI trial in a human (HP1 and HP2) and in a virtual (VP1 and VP2) dyad. Position (a) and velocity (b) time series of the human dyad (HP1 in red and HP2 in blue). Position (c) and velocity (d) time series of the virtual dyad (VP1 in red and VP2 in blue). (e) Visualization of solo and JI motions for the human pair and the customized virtual pair in the skewness-kurtosis plane. VP segments are mapped into dashed-line ellipses (VP1 in red and VP2 in blue), HP segments into solid-line ellipses (HP1 in red and HP2 in blue), and their corresponding kinematic signatures in solo motion (S1 and S2) into green solid-line ellipses.
Figure 11: Statistical validation of the JIA. Mean values are represented by the height of each rectangle, whereas standard deviations are represented by black error bars. The blue rectangles and their error bars characterize the kinematic feature of HP-HP pairs in terms of RMSE (top), CV (middle) and SL (bottom), which is viewed as the benchmark. The red rectangles and their error bars quantify the respective statistical performance of VP-VP pairs through tuning the parameters of the proposed mathematical model.

behave like the HP-HP ones. To be specific, for the RMSE, the VP-VP pair (red rectangle) is slightly higher than its benchmark (blue rectangle) with a marginal increment of 0.022 in Dyad 2 but lower than the benchmark with a tiny decrement of 0.017 in Dyad 4. In addition, the error bars of VP-VP pairs are also close to those of their respective HP-HP pairs with the maximum mismatch of 0.012 in Dyad 4. As for the CV, the VP-VP pairs achieve excellent matching results with the height mismatch between blue rectangles and red ones less than 0.062 for all dyads, except for slightly large error bars with the increments of 0.061 in Dyad 1 and 0.077 in Dyad 3, respectively. Finally, for the SL, the VP-VP pairs succeed in reproducing the features of HP-HP pairs in terms of both mean values (rectangle heights) and standard deviations (error bars). Specifically, the largest mismatch of mean values is 0.022, while that of standard deviations is 0.024, both in Dyad 2.

The CC motions and jitter motions are also considered to analyze and compare the individual parts in the JI motions. Let the index $\gamma_{CC}$ denote the ratio of CC segments in the all segments for each JI trial. Clearly, the larger values of $\gamma_{CC}$ indicate the more high-level synchronization
of individual parts in the JI motions. Figure 12 shows the statistics on the index $\gamma_{CC}$ for each HP-HP pair and the customized VP-VP pair in the JI trials. On the whole, the values of $\gamma_{CC}$ in Dyads 2 and 4 are much larger than those in Dyads 1 and 3, which indicates that the players in Dyads 2 and 4 perform better in terms of generating CC segments in the JI trials. The above observation is consistent with their global performance of JI motions in Figure 11, where Dyads 2 and 4 have the relatively larger values of CV and the relatively smaller values of RMSE, as opposed to Dyads 1 and 3. Notably, Dyad 2 is superior to Dyad 4 in generating the CC motions, though they have the similar global performance (i.e., RMSE, CV, SL) in the JI motions. In terms of matching performance, the height differences between the blue rectangle and the red one (i.e., mean values of $\gamma_{CC}$) in each dyad are 0.016, 0.171, 0.012 and 0.015 (from Dyad 1 to Dyad 4), respectively. Similarly, the length differences of black error bars (i.e., standard deviations of $\gamma_{CC}$) in each dyad are 0.006, 0.118, 0.009 and 0.029, respectively. Moreover, the jitter motions are observed in both HP-HP pairs (Dyads 1, 3 and 4) and VP-VP pairs (Dyads 1, 3 and 4). Nevertheless, there are no visible jitter motions in the JI trials of Dyad 2 (both HP-HP pair and VP-VP pair) due to the high-level coordination of players in this dyad. To characterize the extent of jitter motions, the proportions of jitter periods to the whole trial duration (i.e., 60s) are computed for each trial, which allows to obtain the mean values and standard deviations of the proportions for all HP-HP and VP-VP trials, respectively. The mean value and standard deviation of the proportion are respectively 0.036 and 0.048 for all the HP-HP trials, in contrast with the mean value 0.011 and the standard deviation 0.015 for all the VP-VP trials.

In [18], it is observed that the CC segments account for 16.5% of all segments. The analysis in this work leads to the different percentages: 13.9% for HP-HP trials and 9.9% for VP-VP trials. The percentage (13.9%) of CC segments for HP-HP trials in this work is slightly smaller than the value (16.5%) in [18]. The percentage difference probably results from the improvisation experience of players (i.e., expert players are better at generating CC segments compared to novices), and there are no expert players in this work. The relatively small percentage (9.9%) for VP-VP trials suggests that the proposed algorithm (i.e., JIA) does not generate enough highly synchronized segments. In addition, it is demonstrated that there exists the “universal CC region” around skewness $0 \pm 0.04$ and kurtosis $2.2 \pm 0.02$ [18]. The analysis of CC segments in this work allows to obtain the “universal CC region” around skewness $-0.04 \pm 0.06$ ($-0.08 \pm 0.19$) and kurtosis $2.1 \pm 0.07$ ($2.2 \pm 0.14$) for HP-HP trials (VP-VP trials). In terms of region area, the “universal CC region” in [18] is the smallest. In contrast, the region generated by VP-VP trials in this work is the largest, and it covers the ‘universal CC region” in [18] and overlaps with a
large part of the region generated by HP-HP trials in this work. The above observations indicate the CC segments in [18] possess very similar velocity profiles, while the proposed algorithm (i.e., JIA) generates the CC segments with diverse velocity profiles in VP-VP trials. Compared with the “universal CC region” in [18], the region generated by HP-HP trials in this work contains the points with the relatively smaller values of skewness and kurtosis. This suggests that the players in HP-HP trials accelerate in a gradual manner in order to generate the CC motions, which might contribute to the accurate timing between two players. Moreover, the ratio of average duration of jitter periods in each trial duration (i.e., 60s) is around 0.04 in the JI trials [9], which is close to the ratio (0.036) for HP-HP trials in this work. In comparison, the ratio (0.011) for VP-VP trials is relatively small, which implies the proposed algorithm (i.e., JIA) generates fewer jitter motions in the JI trials.

5 Conclusions

In this paper, an interactive control architecture based on velocity segments is developed to account for the generation of human solo motions and joint improvised motions in the mirror game. The interactive control architecture is composed of six basic building blocks: velocity
estimation, motor planning, motor signature, motor coordination, movement integration and trajectory generation. The motor signature is characterized by the base segment of velocity, which is constructed by endowing the smooth point-to-point movement with the specified skewness and kurtosis. The motions of VP are generated by consecutively assembling and adjusting the base segments of velocity. The previous work regards the motor signature as a global feature of human solo movements, and the joint improvised motions are generated by directly capitalizing on the prerecorded time series in solo trials [19] [23] [26]. Control theory and techniques play a crucial role in modeling human movements in the mirror game. Specifically, the jitter motions are reproduced by a reactive-predictive controller [9]. The adaptive control endows the algorithm with high adaptability while generating joint motions [23], and the optimal control allows to reconcile the motor signature with the movement coordination [19]. In particular, the continuous role transition (e.g., from the leadership to the followership) can be easily achieved by tuning a parameter in the model [19]. In addition, the stability of numerical algorithms is guaranteed in theory [19] [23] [26]. Compared to previous methods, human movements are modeled in the mirror game with a new perspective on motor signature, which is regarded as a local feature (i.e., velocity segments) of solo movements. The solo motions are generated by consecutively combining velocity segments with the specific motor signature (i.e., skewness and kurtosis of the normalized velocity segments), which allows to obtain the unlimited solo motions with the given signature. The joint improvised motions can be generated by solving a simple differential equation with the classic PD control. Based on the proposed control architecture, two numerical algorithms are developed to generate the solo motion and joint improvisation motion of a given HP, respectively. The generated solo motion is reconciled with the movement of VP’s partner via the feedback control to produce the joint improvisation motion. Thus, it provides a new insight into the shift of kinematic patterns from individuality to joint improvisation. Theoretical analysis is also presented to guarantee the existence of base segments of velocity characterizing any individual motor signature. Moreover, the proposed approach is validated by matching experimental data.

Future work may include the learning of social signature in joint actions, the emergence of creative and improvised motions through the mutual imitation and the generalization of this control architecture to other experimental paradigms for investigating social motor coordination, both in dyads [34] and in larger ensembles [35] [36] [37] [38].
In order to solve the optimization problem (2), one first computes

\[ J(x + c\delta x) = \frac{1}{2} \int_0^1 \left( \frac{d^3 x}{dt^3} + c \frac{d^3 \delta x}{dt^3} \right)^2 dt \]

where \( c \) is a constant and \( \delta x(t), t \in [0, 1] \) is a smooth curve with the constraints

\[ \delta x(0) = \frac{d^2 \delta x(0)}{dt^2} = \frac{d^3 \delta x(0)}{dt^3} = 0 \quad (25) \]

and

\[ \delta x(1) = \frac{d^2 \delta x(1)}{dt^2} = \frac{d^3 \delta x(1)}{dt^3} = 0 \quad (26) \]

Then one obtains the increment of \( J(x) \)

\[ J(x + c\delta x) - J(x) = c \frac{1}{2} \int_0^1 \left( \frac{d^3 \delta x}{dt^3} + c \frac{d^3 \delta x}{dt^3} \right) dt \]

that leads to

\[ \lim_{c \to 0} \frac{J(x + c\delta x) - J(x)}{c} = \int_0^1 \frac{d^3 \delta x}{dt^3} \cdot \frac{d^3 x}{dt^3} dt \]

From Equations (25) and (26) it follows that

\[ \int_0^1 \frac{d^3 \delta x}{dt^3} \cdot \frac{d^3 x}{dt^3} dt = -\int_0^1 \delta x \cdot \frac{d^6 x}{dt^6} dt \]

The optimal trajectory should then satisfy

\[ \lim_{c \to 0} \frac{J(x + c\delta x) - J(x)}{c} = -\int_0^1 \delta x \cdot \frac{d^6 x}{dt^6} dt = 0 \quad (27) \]

Since \( \delta x \) can be an arbitrary function with initial condition (25) and terminal condition (26), Equation (27) leads to a sixth-order differential equation

\[ \frac{d^6 x}{dt^6} = 0 \quad (28) \]

Thus, a solution to Equation (28) is given by

\[ x(t) = \sum_{i=0}^{5} a_i t^i, \quad t \in [0, 1] \]

with unknown coefficients \( a_i, i \in \{0, 1, 2, 3, 4, 5\} \).
6.2 Proof of Proposition 2.1

In what follows, the details on the proof of Proposition 2.1 are presented.

Proof. \( \mathcal{F}(\mu, \sigma, s) \) and \( \mathcal{G}(\mu, \sigma, k) \) in Equation (12) can be simplified as follows:

\[
\mathcal{F}(\mu, \sigma, s) = -\mu^3 - 3\mu\sigma^2 - s\sigma^3 + \frac{3}{2} \mu^2 + \frac{3}{2} \sigma^2 - \frac{9}{14} \mu + \frac{1}{14} \quad (29)
\]

and

\[
\mathcal{G}(\mu, \sigma, k) = 3\mu^4 + 6\mu^2\sigma^2 - k\sigma^4 - 6\mu^3 - 6\mu\sigma^2 + \frac{89}{21} \mu^2 + \frac{5}{3} \sigma^2 - \frac{26}{21} \mu + \frac{5}{42} \quad (30)
\]

which can be rewritten as

\[
\mathcal{F}_1(\mu, \sigma, s) := \frac{\mathcal{F}(\mu, \sigma, s)}{\sigma^3} = -s + \left( \frac{3}{28\sigma^2} - 3 \right) \frac{\mu - 1/2}{\sigma} - \left( \frac{\mu - 1/2}{\sigma} \right)^3 \quad (31)
\]

and

\[
\mathcal{G}_1(\mu, \sigma, s) := \frac{\mathcal{G}(\mu, \sigma, k)}{\sigma^4} = -k + \frac{1}{6\sigma^2} - \frac{1}{336\sigma^4} + \left( 6 - \frac{11}{42\sigma^2} \right) \left( \frac{\mu - 1/2}{\sigma} \right)^2 + 3 \left( \frac{\mu - 1/2}{\sigma} \right)^4 . \quad (32)
\]

From these representations, it is evident that if the system has a solution \((\mu, \sigma) \in \mathbb{C}^2\) then it also has a solution \((1 - \mu, -\sigma)\). Furthermore, with the aid of substitution

\[
M = \frac{\mu - 1/2}{\sigma}, \quad \eta = \frac{1}{\sigma^2} \quad (33)
\]

the expressions for \( \mathcal{F}_1(\mu, \sigma, s) \) and \( \mathcal{G}_1(\mu, \sigma, k) \) can be further simplified as

\[
\mathcal{F}_1(M, \eta, s) = -s + \left( \frac{3}{28\eta} - 3 \right) M - M^3 \quad (34)
\]

and

\[
\mathcal{G}_1(M, \eta, k) = -k + \frac{1}{6} \eta - \frac{1}{336} \eta^2 + \left( 6 - \frac{11}{42} \eta \right) M^2 + 3 M^4 , \quad (35)
\]

respectively. By solving equation \( \mathcal{F}_1(M, \eta, s) = 0 \) with respect to \( \eta \), one obtains

\[
\eta = \frac{28}{3} \left( M^2 + 3 + \frac{s}{M} \right) \quad (36)
\]
Substitution of Equation (36) into $G_1(M, \eta, k) = 0$ yields

$$G_2(M, s, k) = 0$$

with

$$G_2(M, s, k) = 8 M^6 - 36 M^4 - 80 s M^3 + (63 - 27 k) M^2 - 7 s^2.$$  \hspace{1cm} (38)

According to data analysis of human movements in the mirror game, skewness $s$ and kurtosis $k$ belong to the intervals $(-0.5, 0.5)$ and $(1.5, 3)$, respectively [18]. For any selection of values $s \in (0, 0.5)$ and $k \in (1.5, 3)$, Equation (37) has a positive zero $M = M_0$ in the interval $(0, 2\sqrt{3})$ due to the conditions

$$G_2(0, s, k) < 0,$$  \hspace{1cm} (39)

and

$$G_2(2\sqrt{3}, s, k) = (8417 - 1920\sqrt{3}s) + 324(3 - k) + 7(1 - s^2) > 0.$$  

Therefore, from Equation (36) it is clear that also $\eta$ is positive, hence the second equation from (33) can be resolved in real numbers with respect to $\sigma$. The corresponding value for $\mu$ can be then found in the first equation from (33), which implies that $F(\mu, \sigma, s) = 0$ and $G(\mu, \sigma, k) = 0$ have real zeros $\mu$ and $\sigma$.

As mentioned above, aside of a zero $(\mu, \sigma) \in \mathbb{R}^2$, the pair $(1 - \mu, -\sigma) \in \mathbb{R}^2$ is also a zero for this system. Therefore the number of real zeros (counted in accordance with their multiplicities) is always even. The correspondence between the set of real zeros of this system and those of the polynomial (38) treated with respect to the variable $M$ is straightforward: any real zero of the latter generates a pair of real zeros of the former.

To discover the exact number of real zeros of the univariate polynomial in $M$ for any specialization of parameters $(s, k)$, one has to establish the locus of its discriminant curve [31] in the $(s, k)$-plane. The discriminant of $G_2$ with respect to $M$ is a polynomial

$$\mathcal{D}(s, k) = (6 k - 5)^2 (3 k - 7)^4 - 8(1026 k^2 - 4281 k + 4655)(3 k - 7)^2 s^2$$

$$+8(16902 k^3 - 77679 k^2 + 105588 k - 36603)s^4 + 224(-5589 k + 11789)s^6 + 1362704 s^8$$

which is even in $s$. The discriminant curve $\mathcal{D}(s, k) = 0$ separates in the $(s, k)$-plane the domains corresponding to polynomials $G_2$ with distinct numbers of real zeros. Some sample parameter settings are presented in Table 3.

\[ \square \]
Table 3: Numerical examples on the number of real zeros.

<table>
<thead>
<tr>
<th>((s, k))</th>
<th>Number of real zeros of ((38))</th>
<th>Number of real zeros of ((29)-(30))</th>
<th>Sample zero ((\mu, \sigma)) (\approx)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.10, 1.60)</td>
<td>6</td>
<td>12</td>
<td>((0.751, 0.119))</td>
</tr>
<tr>
<td>(0.25, 1.60)</td>
<td>4</td>
<td>8</td>
<td>((0.758, 0.114))</td>
</tr>
<tr>
<td>(0.40, 1.60)</td>
<td>2</td>
<td>4</td>
<td>((0.762, 0.109))</td>
</tr>
<tr>
<td>(0.25, 2.00)</td>
<td>4</td>
<td>8</td>
<td>((0.760, 0.112))</td>
</tr>
<tr>
<td>(0.25, 2.40)</td>
<td>2</td>
<td>4</td>
<td>((0.762, 0.111))</td>
</tr>
</tbody>
</table>

6.3 Stability of the algorithms

According to Equation (20), the interaction of VP-VP pair can be described by the following system of differential equations:

\[
\begin{align*}
\ddot{x}_1 + c_{v,1}(\dot{x}_1 - \dot{x}_2) + c_{s,1}\dot{x}_1 + c_{p,1}(x_1 - x_2) - \kappa(x_1, \epsilon) &= c_{s,1}v_1 \\
\ddot{x}_2 + c_{v,2}(\dot{x}_2 - \dot{x}_1) + c_{s,2}\dot{x}_2 + c_{p,2}(x_2 - x_1) - \kappa(x_2, \epsilon) &= c_{s,2}v_2
\end{align*}
\]

(40)

where \(\ddot{x}_i\), \(\dot{x}_i\) and \(x_i\) are the acceleration, velocity and position of the \(i\)-th VP with the corresponding parameters \(c_{s,i}\), \(c_{v,i}\) and \(c_{p,i}\), \(i \in \{1, 2\}\). In addition, \(v_1\) and \(v_2\) are motor signatures for the two VPs generated by the SMA. For the given initial conditions of \(\dot{x}_i\) and \(x_i\), \(i \in \{1, 2\}\), the solutions to Equation (40) depend on the time series \(v_1\) and \(v_2\). For the specific time series of \(v_1\) and \(v_2\), the equation (40) generates the determinate movement trajectories of VP-VP pair.

Suppose the time series \(v_i\) is composed of \(n_i\) velocity segments, and each velocity segment is created based on \(\Delta l\) and \(\Delta t\). Let \(p^k_i\) and \(q^k_i\) denote the probabilities of selecting the specific \(\Delta l\) according to (14) and selecting the specific \(\Delta t\) according to (13) for the \(k\)-th velocity segment of time series \(v_i\), respectively. Since the generation of each velocity segment is independent, the probability of generating a specific time series \(v_i\) by the SMA is \(\prod_{k=1}^{n_i} p^k_i q^k_i\), and the probability of generating a specific pair of time series \(v_1\) and \(v_2\) is \(\prod_{k=1}^{n_1} p^k_1 q^k_1 \cdot \prod_{k=1}^{n_2} p^k_2 q^k_2\). Since the solutions to Equation (40) depend on \(v_1\) and \(v_2\), the probability of generating the specific movement trajectories of VP-VP pair by the JIA is also \(\prod_{k=1}^{n_1} p^k_1 q^k_1 \cdot \prod_{k=1}^{n_2} p^k_2 q^k_2\). This implies that the equation (40) produces the specific movement trajectories of VP-VP pair with a determinate probability.

Similarly, for the HP-VP interactions, the VP generates the specific movement trajectory with a determinate probability for the given time series of the HP. Thus, the proposed algorithms SMA and JIA are statistically stable.
Table 4: Parameter setting for VP-VP pairs.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$c_s$</th>
<th>$c_v$</th>
<th>$c_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dyad 1</td>
<td>VP1</td>
<td>2.0</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td>VP2</td>
<td>2.5</td>
<td>2.0</td>
</tr>
<tr>
<td>Dyad 2</td>
<td>VP1</td>
<td>1.2</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>VP2</td>
<td>1.8</td>
<td>2.2</td>
</tr>
<tr>
<td>Dyad 3</td>
<td>VP1</td>
<td>4.2</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>VP2</td>
<td>3.8</td>
<td>1.2</td>
</tr>
<tr>
<td>Dyad 4</td>
<td>VP1</td>
<td>1.0</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>VP2</td>
<td>1.2</td>
<td>1.8</td>
</tr>
</tbody>
</table>

6.4 Parameter setting of $c_s$, $c_v$ and $c_p$

The parameters of $c_s$, $c_v$ and $c_p$ for each VP are tuned by means of a trial-and-error approach to match the benchmark of HP-HP pair. Note that $c_s$, $c_v$ and $c_p$ are all positive and satisfy the constraints $c_s + c_v + c_p = 10$. The desirable matching results in Fig. 11 are obtained according to the parameter setting of $c_s$, $c_v$ and $c_p$ in Table 4. In Dyad 1, Dyad 2 and Dyad 4, the values of $c_p$ are larger than those of $c_s$ and $c_v$ for both VP1 and VP2, which means that these two VPs pay more attention to temporal correspondence of position in such JI trials. In Dyad 3, the two VPs focus on the temporal correspondence of position and their own motor signatures in the JI trials since the values of $c_s$ and $c_p$ are much larger than those of $c_v$ for both VPs.
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