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ABSTRACT

Soil moisture (SM) is a key state variable in understanding the hydrologic processes, including runoff, infiltration, drought and crop growth. Thus, acquiring accurate SM information has been a priority in hydrology; however gathering such data remains a challenge for many areas of the world with respect to their spatio-temporal aspects. This challenge has contributed to the popularity of using complementary tools such as satellite retrievals and land surface models. This thesis examines multi-source SM data and further enhances their practical use in SM simulation.

First, the exponential filter method is introduced to estimate a root zone SM based on satellite surface SM. Subsequently, a cumulative distribution function matching approach is applied, not only to address the inevitable systematic biases between in-situ and satellite SM but also to determine an ideal temporal combination. The performance of each bias-correction group is validated through a cross-validation procedure. However, a major issue in using satellite SM data for practical applications is their coarse spatial resolution. Therefore, a multivariate stochastic SM estimation approach, based on a Gaussian-mixture nonstationary hidden Markov model, is introduced to spatially disaggregate the satellite SM data for multiple locations. It is revealed that the mean correlation coefficient of the proposed model is significantly greater than that of an ordinary regression model.

The second part of this thesis focuses on expanding the applicability of SM data in hydrological applications. I introduce a hybrid modelling framework by incorporating SM state variables obtained from the Tank model and multi-satellite sensors via a machine learning based regression technique. The enhanced performance of the hybrid model over a conventional model (the Tank model) is especially apparent in the simulation of low flows; this indicates that even though the overall contribution to runoff prediction is not significant, satellite SM products appear to help capture distinct features of the rainfall-runoff process. ERA-Interim SM data are then employed to identify the spatial and temporal characteristics of agricultural drought stemming from SM deficit. Furthermore, the copula-based Multivariate Standardized Drought Index is exploited to explicitly determine the interdependence and interaction between precipitation and SM deficiency.
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CHAPTER 1 Introduction

1.1 Background and motivation

Soil moisture (SM) is a key state variable for understanding hydrologic processes, including runoff, infiltration, drought, crop growth, and many other phenomena closely related to soil conditions (Albergel et al., 2008a; Barrett and Petropoulos, 2013; Brocca et al., 2011; Zhao and Li, 2013). Thus, acquiring accurate SM information has been a priority in hydrology, meteorology, and climatology. SM data can be obtained from ground-based measurement, satellite observation and SM accounting model, as well as an integration of different sources of data to address each method’s limitation. In-situ observation is generally recognized as a tool for gaining the most reliable SM information and commonly used as a reference variable for hydrological applications (Dorigo et al., 2011). However, in many parts of the world, it remains challenging to collect spatially and temporally suitable ground-based SM data (Brocca et al., 2017; Peng et al., 2017; Zhuo and Han, 2016). Another practical issue in using in-situ observation is that hydrological analysis is typically implemented on a catchment scale, while point-based measurements tend to be poorly representative of the spatial distribution for a large-scale estimation of SM, due to heterogeneous land surface (Griesfeller et al., 2016; Merlin et al., 2012; Reichle et al., 2007).

Alternatively, remotely sensed SM has become a valuable complementary tool for monitoring SM conditions, providing the advantage of large-scale and relatively high temporal coverage (Brocca et al., 2011; Zeng et al., 2015). Despite the potential benefits of satellite-based remote sensing techniques, they are only able to monitor a very thin soil layer, while the root zone SM (RZSM) provides more meaningful information for hydrological applications, such as drought monitoring, crop-yielding prediction and rainfall-runoff (RR) modelling (Ford et al., 2014). Another major challenge in using satellite SM data for practical applications is their coarse spatial resolution and uncertainties stemming from an inability to resolve sub-grid scale variability. Considering the spatial mismatch and different measurement depths, a cumulative distribution function (CDF) matching method, as well as an exponential filter method, are employed in this thesis to improve the applicability of satellite-derived SM. In terms of relatively low spatial resolution of satellite SM products, various statistical approaches have used a downscaling framework to achieve a
higher spatial resolution for microwave SM data (Merlin et al., 2012; Peng et al., 2016; Piles et al., 2014; Ranney et al., 2015; Zhao and Li, 2013). However, the existing approaches all largely depend on a linear or nonlinear regression model to spatially downscale the satellite SM products, without considering the uncertain factors affecting SM dynamics. Moreover, the spatio-temporal dynamics of SM content result from complicated and mutually related processes of hydro-meteorological elements, such as subsurface flow, lateral flow, infiltration, precipitation, climate, and soil (Botter et al., 2007; Ridolfi et al., 2003). In this regard, it can be beneficial to use a multivariate Gaussian mixture nonstationary hidden Markov model (GM-NHMM) with the intention of providing a practical tool for the estimation of daily SM at the catchment scale.

Given that SM governs the interaction between rainfall and the corresponding hydrological processes, SM data obtained from various approaches can be used for enhancing hydrological applications including runoff modelling and drought monitoring. To date, satellite SM retrievals have been integrated into conceptual (Brocca et al., 2012; Massari et al., 2015) or physically-based RR models (Lievens et al., 2015; Loizu et al., 2018; Young et al., 2017) using data assimilation techniques. However, the results from these approaches vary widely, demonstrating either no (or limited) improvement in the RR simulating performance or significant improvement. In this thesis, satellite SM data are blended into a hydrological RR model by introducing a hybrid scheme that updates state variables obtained from a conceptual model (Tank) and satellite SM data via the least squares support vector machine (LSSVM) technique. Moreover, considering that a deficit of moisture in the soil is closely related to an agricultural drought (Dracup et al., 1980) and a drought is a multidimensional phenomenon, combining multiple variables (e.g., precipitation and SM) is beneficial for successful drought preparedness and mitigation, and particularly effective for communication purposes between different types of drought. In this thesis, I introduce the copula-based Multivariate Standardized Drought Index (MSDI), which combines meteorological and agricultural droughts, and the blended drought index is then grouped by the hierarchical agglomerative clustering approach for classifying regional patterns. As for drought assessment, SM data have been rarely applied, due to a lack of observation sites in many parts of the world including South Korea, and this thesis provides a useful guideline for detecting the nature of drought, especially for data-sparse regions.
Given this background, this thesis aims to enhance the understanding of multi-source SM products and further improve their applicability in hydrological application especially for RR modelling and drought assessment.

### 1.2 Scope and aim of this study

The goal of this PhD study is to explore multi-source SM data and further identify their potentials and limitations in the context of hydrological applications. This thesis mainly focuses on the effectiveness of the utilization of SM data in hydro-meteorological issues, which still remains at the early stage of development in many parts of the world including South Korea. The main objectives of this thesis are listed as follows:

1. Evaluate microwave-based SM products and identify how their performance in South Korea is different from other parts of the world.
2. Explore the pros and cons of individual SM products with the intention of selecting the optimal datasets among various sources for different hydrological applications.
3. Investigate the feasibility of disaggregating satellite SM data through a stochastic downscaling modelling framework.
4. Develop a methodology to incorporate SM information into a hydrological model and examine in which aspects the proposed model outperforms the conventional model.
5. Explore the benefit of combining multiple variables (i.e., precipitation and SM) to better understand the nature of drought, hypothesizing that drought is a multidimensional phenomenon.

### 1.3 Thesis layout and structure

The main objective of this thesis is to enhance the applicability of SM obtained from multiple sources for the hydrological application. The structure of this thesis and its associated contents are presented in Figure 1-1. A literature review related to this study is carried out in Chapter 2. Chapter 3 describes the study area and datasets such as in-situ, satellite and ERA-Interim SM data. The main parts can be partitioned into two subparts. The first part (Chapter 4-5) is related to the assessment of satellite data and their quality improvement for practical uses in hydrology. The
second part includes Chapter 6-7 in which SM data are used for extended hydrological applications (i.e., hydrological RR modelling and drought analysis). Brief outlines of each chapter are provided below.

Chapter 2 undertakes a brief review of various SM measurement methods providing the basic knowledge of each method as well as their potential advantages and limitations in the context of hydrological applications. This chapter introduces bias correction methods that are widely used in the field of remote sensing, and it presents a brief introduction of hydrological models and drought assessments for further extended practical applications of SM information.

In Chapter 3, the study areas and datasets used in this thesis are presented. This study is primarily based in South Korea. However, this thesis focuses on either national scale or catchment scale, depending on the study purposes and/or data availability.

Chapter 4 aims to assess remotely sensed SM products and suggest a way to improve their quality for practical purposes. To do this, I first estimate the accuracy of the original satellite SM retrievals in terms of their orbits as well as variation patterns. Afterwards, the exponential filter, eventually combined with the CDF matching method, is employed to derive the RZSM, which appears to be more meaningful than the surface SM for hydrological applications.

Chapter 5 introduces a multivariate stochastic SM estimation approach based on a GM-NHMM to spatially disaggregate the Advanced Microwave Scanning Radiometer 2 (AMSR2) SM data for multiple locations in the Yongdam catchment. Rainfall and air temperature are considered as additional predictors in the proposed modelling framework.

Chapter 6 and Chapter 7 aim to expand the applicability of SM data for practical purposes in the context of the hydrological application. In this thesis, I primarily focus on two emerging applications that are currently receiving growing attention in hydrology.

Chapter 6 introduces a hybrid RR modelling tool that updates SM state variables obtained from a conceptual model (Tank) by combining the LSSVM model within a calibration process. The fundamental idea behind this approach is that different models could capture different aspects of the RR process.
In Chapter 7, historical droughts are assessed by the copula-based MSDI that combines the Standardized Precipitation Index (SPI) and Standardized Soil Moisture Index (SSI) in the context of a multivariate probability distribution, by considering the interdependence and interaction between rainfall and SM. Further, the relationships between the SPI and SSI indices as well as the transition from meteorological to agricultural droughts are explored over the past three decades (1986-2016) in South Korea.
Chapter 1 Introduction

The conclusions and recommendations based on the major findings of this thesis are presented in Chapter 8, followed by a discussion of future work.
CHAPTER 2 Literature review

2.1 Introduction

As mentioned in Chapter 1, this thesis mainly focuses on exploring multi-source SM data and improving their applicability for a better understanding of hydrological processes that are particularly associated with SM information. This chapter introduces the basic knowledge of SM measuring methods and reviews on pre-processing schemes of SM data together with their emerging hydrological applications. To be specific, this chapter is organised as follows. Section 2.2 provides the fundamental background of SM measurement methods ranging from in-situ observations to their alternative data sources such as satellite- and model-based SM. The concept of pre-processing schemes that are required to address the inherent limitations of satellite SM is given in Section 2.3. This section also introduces popular downscaling schemes and their pros and cons in the context of practical applications. Section 2.4 reviews the literature on RR modelling, beginning with a conceptual model, and then the recent advances in the data-driven approach, especially for the use of machine learning techniques. The role of SM in identifying historical droughts and current research trends in assessing the characteristics of droughts are presented in Section 2.4.

2.2 Soil moisture measuring methods

SM estimates can be obtained in multiple ways including point measurements, remote sensing techniques, and land surface models as well as an integration of different data sources to address the limitations of the individual approach. Site-specific observations of SM are commonly regarded as the most accurate estimates but gathering such data is generally expensive and time-consuming (Peng et al., 2017). In addition, one notable shortcoming of using point-based measurements is that they are rarely representative of the spatial distribution for a large-scale catchment. Therefore, in-situ observations are often used for calibrating and testing hydrologic models. Satellite SM data, on the other hand, cover wider areas with relatively high temporal resolution, providing SM information for the top few centimetres of the soil layer.
A notable technique in measuring SM content is the use of the cosmic-ray neutron sensor that bridges the gap in spatial resolution between conventional point observations and remote sensing-based SM measurements. Since the first construction of SM networks in the United States by the University of Arizona, the cosmic-ray neutron technique has gained popularity in measuring field-scale RZSM in the hydrological community, providing continuous SM information over a wide range of land covers, soil types and climate conditions (Brunetti et al., 2019; Nguyen et al., 2019). Up until now, virtually 200 stationary cosmic-ray neutron detector systems are in operation over the world and this innovative approach has been proven a useful tool for practical applications such as hydrological modelling, data assimilation and reference datasets when assessing satellite SM products (Andreasen et al., 2017). Despite the abovementioned potential, the direct use of the cosmic-ray neutron sensor still remains a challenge since the accuracy in measuring SM contents is easily contaminated by the presence of surrounding hydrogen sources such as vegetation and snow (Andreasen et al., 2017). Another alternative way to monitor SM conditions is to integrate different sources of data based on a data assimilation scheme. For instance, the Global Land Data Assimilation System (GLDAS) and ERA-Interim SM data are globally available with high spatio-temporal resolution. More details on various SM data sources are presented in the following sections.

### 2.2.1 In-situ observations

In-situ observations can be collected through either direct or indirect methods. In terms of a direct approach (also known as the Thermo-gravimetric technique), a sample of soil is taken for lab analysis, and then the water in the soil sample is removed, by either evaporation or a chemical process (Petropoulos et al., 2014). In this manner, SM content is directly measured by the difference in weight between before and after the removal of water. This classical SM measurement technique is considered inexpensive and straightforward but can be destructive since it would not be feasible to repeatedly measure SM at the same spot (S.U et al., 2014). Therefore, this method is widely used for calibrating other SM measurement sensors instead of being employed for the construction of SM networks. In other words, SM contents obtained from this method is commonly regarded as a standard reference (S.U et al., 2014). Table 2-1 shows a summary of in-situ SM observation techniques and more details on each approach is presented as follows.
Table 2-1 Summary of in-situ SM observation techniques. This table is presented based on S.U et al. (2014).

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Flexibility</th>
<th>principle</th>
<th>Unit</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermo-gravimetric</td>
<td>Lab scale</td>
<td>Evaporation/chemical action</td>
<td>Gravimetric</td>
<td>High accuracy, no health risk, time-consuming, destructive test</td>
</tr>
<tr>
<td>Neutron</td>
<td>In-situ</td>
<td>Neutron scattering</td>
<td>Volumetric</td>
<td>Health risk, immediate response, more suitable in subsurface soil</td>
</tr>
<tr>
<td>Dielectric (TDR)</td>
<td>In-situ/lab</td>
<td>Dielectric constant</td>
<td>Volumetric</td>
<td>No health risk, immediate response, easy to use, fail in highly saline soils, relatively independent soil type</td>
</tr>
</tbody>
</table>

Figure 2-1 Schematic diagram depicting SM measurements using a) the neutron probe and b) the TDR (adapted from Su et al., 2014).

### 2.2.1.1 Neutron scattering technique

The neutron scattering technique is an indirect and non-destructive SM measurement scheme (Bell, 1968). This technique uses a neutron probe that detects thermal neutrons for measuring SM conditions, providing both surface and profile volumetric SM content. The neutron SM measurement sensor is made up of a probe and a gauge component (Figure 2-1a). A source of fast neutrons is emitted by the probe, and the gauge detects the flux of slowed down neutron energy
that has hit hydrogen. The detection rate is dependent on the amount of water in the soil since the energy of the emitted fast neutrons are significantly slowed down during the process of collisions between the neutrons and the hydrogen in the soil (S.U et al., 2014). This approach basically measures the amount of hydrogen content in the soil and it can be regarded as estimating moisture content since the presence of hydrogen in the soil is an indication of water contents (Bell, 1968).

One of the advantages of using this method is the ability to measure at several depths offering the characteristics of the SM profile, while relatively high installation costs, low spatial resolution and health hazards associated radiation exposure need to be addressed (Jarvis and Leeds - Harrison, 1987).

2.2.1.2 Dielectric techniques

SM measurement technique that uses a dielectric property of the soil involves Time Domain Reflectometry (TDR) capacitance technique and Frequency Domain Reflectometry (FDR). Given that the basic concept of the two techniques is the same, I briefly introduce the fundamental theory of the TDR method. Over the last decades, the TDR has been widely used for the measurement of SM content since this approach is capable of continuously providing in-situ measurements at the same location in a non-destructive manner with a high level of reliability. The fact that the accuracy of this approach is rarely affected by temperature makes it more useful to measure SM in shallow soils (S.U et al., 2014).

This technique is based on the concept that there exists a considerable gap in dielectric constant between dry soils and pure water. Thus, changes in soil dielectric permittivity measured by the TDR sensor are directly related to changes in SM contents in the soil. As can be seen in Figure 2-1b, the pulse generator sends a voltage pulse to a probe installed in the soil along a coaxial line and the TDR measures the velocity of an electromagnetic wave. The velocity varies considerably depending on the dielectric constant of the soil, which is primarily sensitive to the water content in the soil. The dielectric constant $k_a$ is calculated based on Eq. 2-1 (Topp et al., 1980).

$$K_a = \left[ \frac{c t}{2L} \right]^2 \quad (2-1)$$

where $c$ is the velocity of the light ($3 \times 10^8 \text{ m/s}$) and $t$ is the travel time of an electromagnetic pulse through the probe length ($L$). Then, the volumetric SM content is determined using an
empirical formula. For instance, Topp (1980) proposed an empirical polynomial equation, formulating the relationship between $K_a$ and SM content ($\theta$) as follows:

$$\theta = -5.3 \times 10^2 + 2.29 \times 10^{-2} K_a - 5.5 \times 10^{-4} (k_a)^2 + 4.3 \times 10^{-6}(k_a)^3$$  \hspace{1cm} (2-2)

This equation is known to be applicable for various soil conditions, but it is still required to build a site-specific relationship between SM content and dielectric constant by a calibration process for different regions (S.U et al., 2014).

### 2.2.2 Remote sensing

![Figure 2-2 Global distribution of SM stations available at the ISMN from January 2000 (accessed on 24 May 2018).](image)

Up until now, significant efforts have been made to construct a long-term SM observation network. For instance, the International Soil Moisture Network (ISMN) created a web-based data collection platform by serving in-situ measurements from individual SM observation networks over the world (http://www.ipf.tuwien.ac.at/insitu). The ISMN provides approximately 6,100 SM datasets from more than 1,400 observation sites obtained from globally-scattered 35 SM networks (Dorigo et al., 2013). Although in-situ observations have increasingly become available, gathering such data over large areas is still challenging in many parts of the world (Figure 2-2). The issues such
as the lack of SM observations and relatively short-term observation periods have, in turn, led to gaining the popularity of using remotely sensed SM products.

Table 2-2 Summary of remote sensing techniques. This table is presented based on Wang and Qu (2009) and Moran et al. (2004).

<table>
<thead>
<tr>
<th>Group (wavelength)</th>
<th>Property observed</th>
<th>Advantage</th>
<th>Shortcomings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optical (0.4 – 2.5 μm)</td>
<td>Soil reflection</td>
<td>Fine spatial resolution Broad coverage</td>
<td>Sensitive to soil type Cloud contamination</td>
</tr>
<tr>
<td>Thermal infrared (3.5 – 14 μm)</td>
<td>Earth Surface temperature</td>
<td>High spatial resolution Physically well described</td>
<td>Bare soil only Very top soil layer only Cloud contamination Contaminated by surface topography</td>
</tr>
<tr>
<td>Microwave (1 – 30 cm)</td>
<td>Passive Brightness temperature</td>
<td>All weather Penetrates some vegetation Broad coverage Better SM sensitivity Physically well understood</td>
<td>Coarse spatial resolution Contaminated by surface roughness and vegetation Interference from communications</td>
</tr>
<tr>
<td></td>
<td>Active Backscatter coefficient</td>
<td>All weather Relatively high spatial resolution Physically well described</td>
<td>Low temporal resolution limited swath width Contaminated by surface roughness and vegetation</td>
</tr>
<tr>
<td></td>
<td>Dielectric constant</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A remote sensing technique for measuring SM can be categorised into three groups (i.e., optical, thermal and microwave) in terms of the electromagnetic spectrum (Sadeghi et al., 1984). Over the last few decades, remote sensing technology has been becoming an important complementary tool for observing and monitoring hydrological components including SM retrievals, especially where observation data are scarce or not available. Table 2-2 presents a summary of the pros and cons of remote sensing techniques for the measurement of SM contents. More details are described in the following subsections.

2.2.2.1 Optical and thermal infrared

Optical remote sensing technique uses a strong relationship between reflected radiation from the surface in the visual spectrum and the amount of water in the soil (Sadeghi et al., 1984). This approach is designed to build an empirical relationship between them. However, this empirical approach tends to be location-dependent, resulting in a wide disparity when applied to other regions that have different soil conditions compared to the calibration regions. This is due to the
fact that the spectral characteristic of soil is sensitive to other factors (e.g., mineral composition, organic matter, soil texture, and surface roughness) (Petropoulos et al., 2015). It is also found that unlike microwave sensor that uses longer wavelength, the optical signal is easily contaminated by cloud and vegetation cover, making this approach less prevalent for SM estimation (Petropoulos et al., 2015).

Thermal infrared remote sensing measures the heat emission (i.e., Earth radiative temperature) of the surface, which is eventually used for estimating SM content typically by combining vegetation indices (e.g., the normalised vegetation index) (Wang and Qu, 2009). The fundamental principle behind this approach is that land surface temperature is significantly related to the variation of surface SM content, i.e., in areas with high SM content, the surface temperature is warmer at night, while it tends to be cooler during the day (Van de Griend and Engman, 1985). This method has the advantages of higher spatial resolution, while the inherent drawback of this approach is that Earth radiative temperature is considerably affected not only by SM content but also by many factors such as vegetation, wind speed, and humidity (S.U et al., 2014).

2.2.2.2 Microwave

Microwave-based SM retrieval techniques utilise the considerable differences in dielectric properties between dry soil ($k_a \approx 4$) and water ($k_a \approx 80$), i.e., the effective dielectric constant significantly rises as the amount of water in the soil increases, thus showing high sensitivity to SM content (Engman and Gurney, 1991; Wagner et al., 2013). During the last several decades, microwave-based active and passive sensors have been used to retrieve SM content by measuring backscattering and emission from the Earth surface, respectively. Compared with other remote sensing techniques that use visible and infrared radiation, microwave remote sensing techniques using longer wavelengths have a more significant potential to measure SM in that they are mostly unaffected by weather conditions such as cloud cover, haze, rainfall, and aerosols (Barrett and Petropoulos, 2013; Chauhan et al., 2003). However, it has been reported that the accuracy of remotely sensed SM is affected by many factors such as soil property, surface roughness and vegetation coverage (Schmugge, 1978). For instance, Wang et al. (2016) compared satellite SM with normalised difference vegetation index (NDVI) as proxy of vegetation development. They found that the correlation coefficients between satellite SM and NDVI were poor in the higher vegetation density region. Dorigo et al. (2012) obtained better performance in measuring SM
content over sparsely vegetated areas. Based on the comparison with ground-based SM networks and land surface model, recent studies have also shown that more reliable satellite-based SM retrievals can be obtained in areas with less vegetation impact (Champagne et al., 2010; Hain et al., 2011).

Historically, the Scanning Multichannel Microwave Radiometer (SMMR) on board the Nimbus-7 satellite provided microwave-based geophysical variables including SM observation at a global scale for the first time, which was operated between 1978 and 1987 (Reichle et al., 2007). The Special Sensor Microwave Imager (SSM/I) was then launched in July 1987 followed by the Tropical Rainfall Measuring Mission (TRMM) that has been operating since its launch in 1997. Several space missions employing microwave remote sensing are presently in operation, offering near real-time surface SM measurements (Brocca et al., 2017) (Table 2-3). The European Space Agency’s (ESA) Soil Moisture Ocean Salinity Satellite (SMOS) launched in 2009 is the first SM dedicated satellite, mainly focusing on measuring surface SM (Kerr et al., 2012). Compared to abovementioned satellites, the SMOS detects the brightness temperature using a longer wavelength region (L-band; 1.4 GHz), which makes it able to observe SM contents at a deeper depth (approximately 5 cm of soil) (Ford et al., 2014). Most recently, NASA has begun providing SM measurements at a global scale with high spatio-temporal resolution (2-3 day revisit frequency) using both L-band active and L-band passive microwave (Entekhabi et al., 2010).

There are also two other sensors that have been widely used for SM retrievals from space: the AMSR2 on board the Global Change Observation Mission (GCOM)-W1 satellite (JAXA, 2013) and the Advanced Scatterometer (ASCAT) on board the Meteorological Operational (METOP) satellite (Albergel et al., 2008b). In the preliminary study, I attempted to evaluate SMOS and SMAP SM products. However, the number of SM data acquired from both satellites was too small for their effective evaluation. Based on practical considerations (i.e., data availability), this thesis is dedicated to evaluating satellite SM products from the ASCAT and AMSR2. In the past few decades, many studies have been conducted to examine the accuracy of active and passive microwave sensors and to expand their applicability for practical issues in hydrology. For example, Wu et al. (2016) evaluated the AMSR2 by analysing ascending and descending overpass products to each other as well as comparing 598 in-situ SM observation stations from the ISMN. Their findings have revealed that AMSR2 SM retrievals tend to underestimate in-situ measurements,
and similar results were obtained by Zeng et al. (2015) over the Tibetan Plateau region. In contrast to the AMSR2, which uses passive microwave sensing techniques, the ASCAT provides a global satellite-based active microwave SM product. Validation studies based on the ASCAT have been mainly carried out across Europe, and the results show that the ASCAT could produce SM with a reasonable level of accuracy (Albergel et al., 2008a; Brocca et al., 2010; Wagner et al., 2013; among others). However, the performance of satellite-based SM products varies from region to region since their accuracy in measuring SM contents is severely contaminated by many factors. In this regard, the accuracy and reliability are assessed in Chapter 4 prior to their practical applications.

Table 2-3 Summary of presently operational satellite missions.

<table>
<thead>
<tr>
<th></th>
<th>ASCAT (Active)</th>
<th>AMSR2 (Passive)</th>
<th>SMOS (Passive)</th>
<th>SMAP (Active &amp; Passive)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>C-band</td>
<td>Multiple bands</td>
<td>L-band</td>
<td>L-band</td>
</tr>
<tr>
<td>Spatial resolution</td>
<td>12.5 km, 25 km</td>
<td>10 km, 25 km</td>
<td>35-50 km</td>
<td>3-40 km</td>
</tr>
<tr>
<td>Temporal resolution</td>
<td>3 days</td>
<td>1-2 days</td>
<td>1-3 days</td>
<td>3 days</td>
</tr>
<tr>
<td>Observation depth</td>
<td>0.5-2 cm</td>
<td>~ 1 cm</td>
<td>~ 5 cm</td>
<td>~ 5 cm</td>
</tr>
<tr>
<td>Reference</td>
<td>Albergel et al., 2008b</td>
<td>JAXA, 2013</td>
<td>Kerr et al., 2012</td>
<td>Das et al., 2011</td>
</tr>
</tbody>
</table>

2.2.3 Model-based (reanalysis) SM products

Currently, several modelling frameworks continuously produce globally operational SM datasets with relatively high spatial-temporal resolution, which includes the GLDAS, ERA-Interim and the Modern-Era Retrospective Analysis for Research and Applications. These SM products are typically derived on the basis of assimilation techniques by combining both in-situ measurements and modelling outputs (Paiva et al., 2016).

The GLDAS has been developed to provide land surface states (e.g., Evapotranspiration, snow depth, SM and soil temperature) and their fluxes using data assimilation techniques (https://ldas.gsfc.nasa.gov/index.php). The GLDAS is composed of four different land surface models; the Mosaic model, the Noah model, the Community Land Model and the Variable Infiltration Capacity model (Rui and Beaudoin, 2017). The four land surface models in the
GLDAS platform produces SM datasets at different soil layers. For instance, the Noah model provides SM information at four soil layers (0–10 cm, 10–40 cm, 40–100 cm, and 100–200 cm), while SM contents in three soil layers (0–2 cm, 2–150 cm, and 150–350 cm) can be obtained from the Mosaic model. For more details, readers are kindly referred to Rui and Beaudoing (2017). The GLDAS SM products can be received from the GLDAS data server (https://disc.gsfc.nasa.gov/datasets). The meteorological parameters are produced by assimilating multiple data sources including ground-based measurements, satellite observations and model-based products. The GLDAS provides global SM datasets daily in a 3-h time interval with 0.25° to 1.0° spatial resolution. The 1.0° data are available from 1979 onwards, while the 0.25° data can be obtained since 2000.

The European Centre for Medium-Range Weather Forecasts (ECMWF) has produced the ERA-Interim SM data on the basis of a sequential data assimilation technique (Dee et al., 2011). In this approach, in-situ measurements are also incorporated into the assimilation framework, and this approach not only provides SM information but also produces a variety of hydrological variables such as snow depth, temperature and soil temperature (Dee et al., 2011). The ECMWF releases global reanalysis SM datasets daily in quasi-real time with high spatial resolution, in 6-hour intervals (Albergel et al., 2012). Unlike microwave sensors that only provide SM information of a shallow near surface soil layer, the ERA-Interim offers SM datasets at four depths (i.e., 0–7, 7–28, 28–100 and 100–289 cm), covering from the surface to the RZSM. Thus, SM information obtained from the ERA-Interim can be more applicable for RZSM-based studies, especially in the field of meteorological modelling and hydrology. ERA-Interim SM data with a spatial resolution of 25 km covering the period 1979 – present can be accessed from https://www.ecmwf.int/. The accuracy of the ERA-Interim reanalysis data was assessed against in-situ observations from 117 stations across the world by Albergel et al. (2012). Their results revealed robustness for various climate conditions with a high level of accuracy. Zeng et al. (2015) compared the ERA-Interim SM data against multiple remotely sensed SM products (i.e., the AMSR2, SMOS and ASCAT) and they found the ERA-Interim SM showed the best agreement with in-situ observations.
2.3 Pre-processing approaches

2.3.1 Scaling technique

The mismatch in spatial resolution and observation depths between in-situ observations and satellite retrievals leads to inevitable systematic biases. Thus, prior to the actual use of remotely sensed SM, a statistical bias correction approach is regarded as a crucial step for the subsequent use (Kornelsen and Coulibaly, 2015). In order to match the variability of SM obtained from the space with in-situ observations, various methods have been proposed. Here, I briefly introduce bias correction methods that have been widely used in the field of remote sensing: the CDF matching, linear scaling and Min/Max correction method.

Figure 2-3 Schematic representation of the CDF matching procedure.

One common approach is the CDF matching method that is considered to be an enhanced nonlinear technique applied to tackle systematic differences between two datasets (Su et al., 2013; Brocca et al., 2011; Liu et al., 2011; Scipal et al., 2008). This bias correction method is also commonly adopted in the field of climate change studies. Through this method, the CDF of the biased data is rescaled and eventually matched with that of the target measurements (Figure 2-3). In other words, the biased products are mapped to the same probability value as that of observations (target dataset). The CDF matching method can be expressed as follows:
\[ SM_{cdf} = F_{obs}^{-1}(F_{sat}\{SM_{sat}(t)\}) \]  

(2-3)

where \( SM_{sat} \) is the biased data (satellite retrieval), \( SM_{cdf} \) is the bias corrected data (CDF matched value), \( F_{sat} \) is a CDF of biased data, and \( F_{obs}^{-1} \) is an objective CDF (the CDF of the observed).

The linear scaling approach is used to adjust the statistical characteristics of biased data. Namely, the mean (\( \mu \)) and standard deviation (\( \sigma \)) of biased data are rescaled to match those of in-situ observations (\( SM_{obs} \)).

\[ SM_{reg} = \frac{[SM_{sat} - \mu(SM_{sat})]}{\sigma(SM_{sat})} \sigma(SM_{obs}) + \mu(SM_{obs}) \]  

(2-4)

The third approach involves the Min/Max correction method. Here, the maximum and minimum values of biased values are rescaled with intent to match those of the reference time series.

\[ SM_{minmax} = \frac{[SM_{sat} - \min(SM_{sat})]}{[\max(SM_{sat}) - \min(SM_{sat})]} [\max(SM_{obs}) - \min(SM_{obs})] + \min(SM_{obs}) \]  

(2-5)

The fundamental assumption behind these bias correction methods is that the agreement of temporal dynamics between in-situ and satellite data is more important than the absolute retrieval values (Kornelsen and Coulibaly, 2015). In this thesis, the scaling (bias correction) technique is not only used for validation of satellite SM (Chapter 4) but also employed for a pre-processing procedure (Chapter 5).

### 2.3.2 Filtering technique

Satellite SM products based on the C- (for ASCAT) and X-band (for AMSR2) are representative of only very top soil layer, while ground-based measurements are generally measured at deeper layers. This issue associated with the disparity in observation depths can be effectively addressed by employing filtering techniques, i.e., this technique allows one to drive the RZSM from surface SM obtained from remote sensing.

Many attempts have been made to estimate the RZSM from SM at a top layer. For instance, data assimilation techniques, such as Extended Kalman Filter and Ensemble Kalman Filters, were introduced to combine satellite surface SM with a different source of data to reproduce the RZSM (Renzullo et al., 2014; Sabater et al., 2007). Additionally, Zaman and Mckee (2014) used a machine learning scheme to estimate the RZSM by assimilating surface SM, soil temperature and
precipitation datasets. However, above-mentioned schemes have a high computational cost (González-Zamora et al., 2016). Alternatively, the exponential filter method used in this thesis, also known as Soil Water Index (SWI), proposed by Wagner et al. (1999), has been widely used owing to its simplicity of implementation, computational efficiency and robustness for representing the RZSM (Albergel et al., 2008a, 2008b; Ceballos et al., 2005; Ford et al., 2014; Paulik et al., 2014; Qiu et al., 2014). This scheme assumes that a soil profile consists of the surface layer and subsurface layer, and the SM dynamics of the lower layer is proportionally linked with the difference between the two layers. A recursive formulation of the exponential filter that is relatively straightforward to implement but provides a mathematically equivalent principle to the original filter method is adopted in this study following Albergel et al. (2008b):

\[
SWI_n = SWI_{n-1} + K_n \left[ SM(t_n) - SWI_{n-1} \right]
\]  

(2-6)

where \( SWI_n \) is the estimated profile SM. \( t_n \) and \( t_{n-1} \) are the observation times of the current and the previous SSM measurement in Julian days. The filtering is initialized by applying \( SWI_0 = SM(t_0) \) and \( K_0 = 1 \), respectively. \( SM(t_n) \) refers to the surface SM estimate at \( t_n \), and the gain \( K \) at time \( t_n \) is calculated as follows:

\[
K_n = \frac{K_{n-1}}{K_{n-1} + e^{-(t_n-t_{n-1})/T}}
\]  

(2-7)

where \( T \) is a surrogate parameter (also known as characteristic time) that characterizes the temporal dynamics of SM along the soil profile. The performance of this approach is highly dependent on the \( T \) parameter that normally increases with the depth of observation. In other words, the time series of the SWI becomes smoother since a larger \( T \) value is generally expected to be representative of SM contents at a deeper soil layer. This scheme is also used in hydrology for a pre-processing step when satellite-derived SM products are assimilated into RR models (Brocca et al., 2012; Loizu et al., 2018; Massari et al., 2014).

The exponential filter method is applied when satellite SM data are compared against in-situ observations (Chapter 4). Additionally, this technique is used as a pre-processing task prior to incorporating satellite SM data into a hybrid RR model in Chapter 6.
2.3.3 Spatial downscaling

As stated in Section 2.2, the satellite remote sensing technique has been employed to measure surface SM, and numerous efforts have been made to improve the reliability and accuracy of satellite SM retrievals. Yet, one major challenge in using satellite SM data for regional applications in hydrology is their coarse spatial resolution and uncertainties stemming from an inability to resolve sub-grid scale variability. To overcome those limitations, various statistical approaches have used a downscaling scheme to achieve a higher spatial resolution for microwave SM data (Merlin et al., 2012; Peng et al., 2016; Piles et al., 2014; Ranney et al., 2015; Zhao and Li, 2013).

The downscaling methods can be categorised depending on the type of data being studied, such as radar, optical/thermal, topography, or soil information data (Peng et al., 2017). Optical/thermal sensor data (generally vegetation index, surface temperature, albedo, etc.) have been widely used to disaggregate the original satellite SM products into fine-scale estimates because they not only provide land surface parameters at higher spatial resolution (Peng et al., 2016; Piles et al., 2011; Zhao and Li, 2013) but also have a significant correlation with SM (Fang and Lakshmi, 2014; Peng et al., 2015; Srivastava et al., 2013). The basic idea behind these approaches is to build a statistical model (based on the relationship between the satellite SM products and surface parameters) that can simulate SM sequences using given surface parameters as predictors. As mentioned in Section 2.2, the most frequently reported limitation of this approach is that optical and thermal properties can be obtained only under clear-sky conditions (Djamai et al., 2016; Park et al., 2017). Geo-information data, such as topography, soil attributes, and vegetation, have also been used to disaggregate coarse-scale SM values into fine-scale ones using a regression framework (Busch et al., 2012; Ranney et al., 2015). Given that this approach empirically establishes the relationships between coarse-scale SM products and fine-scale geo-information data, the established downscaling framework appears to be location-dependent, which hampers its applicability for a broader range of applications (Peng et al., 2017).

Recently, machine learning techniques have been used to spatially downscale satellite-based SM data for enhanced spatial resolution (Im et al., 2016; Park et al., 2017; Srivastava et al., 2013; Xing et al., 2017). For example, Srivastava et al. (2013) tested and compared several machine learning techniques, including an artificial neural network, a support vector machine, and a relevance vector machine, to spatially downscale SMOS SM datasets. Specifically, they used Moderate Resolution
Imaging Spectro-radiometer (MODIS) land surface temperature as auxiliary information in disaggregating the SMOS SM products. Park et al. (2017) developed a downscaling scheme based on a modified regression tree model that combined multiple sensors (i.e., the AMSR2 and ASCAT) with four other predictors: MODIS land surface temperature, the normalised difference vegetation index, land cover, and a digital elevation model.

Most of the existing approaches have attempted to exploit a linear or nonlinear regression modelling tool to spatially downscale microwave-based SM products without considering the uncertain factors affecting SM dynamics. Moreover, the influence of spatio-temporal variability in precipitation and temperature has been rarely considered within the downscaling framework (no literature regarding SM has been found), which could better represent the behaviour of catchment-scale SM. In this regard, this thesis introduces a stochastic downscaling approach to spatially disaggregate the AMSR2 SM retrievals. In this approach, both air temperature and precipitation are additionally considered as predictors (Chapter 5).

### 2.4 Emerging hydrological applications using soil moisture

Given an essential role of SM in the hydrological cycle, SM data has been widely exploited for various study purposes such as numerical weather prediction (Scipal et al., 2008), rainfall estimation (Schneider et al., 2014), RR prediction (Crow and Ryu, 2008; Massari et al., 2018) and drought monitoring (Rahmani et al., 2016). This thesis primarily concentrates on the latter two hydrological applications among others.

#### 2.4.1 Rainfall-runoff model

A hydrologic model is an abstract representation of a complex hydrologic system that facilitates understanding and predicting water resources in a simplified manner. Notably, the RR model plays a central role in different aspects of water management, such as streamflow record extension for designing hydraulic structures (Curran, 2012), streamflow prediction for ungauged catchments (McIntyre et al., 2005) and assessment of the impact of land use or climate change (Jakeman, 1993; Pfannerstill et al., 2014; Shrestha, 2009). Over the last three decades, the development and evaluation of a runoff prediction model have attracted much attention in the field of hydrology. Although considerable efforts and improvements of RR models have been made to achieve a better
understanding of catchment response to rainfall events, there still remains the question whether these improvements meet scientific and practical demands (Orth et al., 2015). A spatio-temporal variability in the RR process appears to be significantly spatially dependence, i.e., the runoff response to rainfall is intricately linked to various influencing factors such as climate condition, land cover, soil property, topography and even human activities including irrigation and urbanization (Devia et al., 2015; Jakeman, 1993; Kisi and Parmar, 2016).

RR models can be in general categorized into three main groups: data-driven, conceptual and physically-based model (Devia et al., 2015; Shrestha, 2009). Data-driven models, also known as an empirical or black-box model, directly build RR relationships with historical records, particularly through the use of statistical models and machine learning schemes on relatively large samples. In other words, data-driven models can be used to represent the RR relationships governing catchment response to rainfall, in a statistical sense at various levels of abstraction and hence can be used to predict runoff sequences based on a set of predictors over time (Behzad et al., 2009; Young et al., 2017). In contrast to data-driven models, conceptual models generally consist of a series of interconnected systems that represent hydrological processes at different spatial and temporal scales in an abstract manner (Paik et al., 2005; Song et al., 2017), while physically-based models are formulated in terms of mathematical (or physical) relations and interactions among hydrologic processes to transform rainfall into runoff (Beven and Kirkby, 1979; Young et al., 2017).

In this section, I review the literature on RR modelling, beginning with the conceptual model, covering work in the 1970s-2000s, and then the recent advances in data-driven approaches, mainly through the use of machine learning techniques. Conceptual models, such as Sacramento model (Burnash et al., 1973), IHACRES (Jakeman, 1993), PDM model (Moore, 1985) and HBV model (Bergström, 1976) typically require fewer parameters compared to physically-based models (e.g., MIKE-SHE (Butts and Graham, 2005), SWAT (Neitsch et al., 2011), and TOPMODEL (Beven and Kirkby, 1979)). This leads to less computational complexity and provides near real time predictions. Conceptual models are therefore relatively straightforward to construct and implement while providing comparable estimates of runoff at the lower computational cost compared to physically-based models (Orth et al., 2015; Vaze et al., 2011). A comparative study of conceptual models was carried out by the WMO during the period 1967-1974. This project compared 10
operational hydrological models and provided not only a comparison of the result of streamflow estimations but also a comprehensive description of the model structures (Sittner, 1976).

According to Orth et al. (2015), the degree of complexity and sophistication of the hydrological model does not ensure an improvement in performance, which is in turn more likely to rely on either hydrological variables (e.g., rainfall, runoff and temperature) or initial (or antecedent) wetness of the catchment. Among them, the Tank model proposed by Sugawara (1979) has gained popularity in the hydrological community primarily due to the simplicity of its structure and reasonable accuracy, even in the absence of SM information. In this respect, this well-tested model is found to be effective and useful for both practical and theoretical aspects of RR modelling (Basri, 2013; Fumikazu et al., 2013; Paik et al., 2005; Song et al., 2017). To be specific, the Tank model has been officially adopted for simulating streamflow on a daily basis over the whole of South Korea to support long-term water resources management and planning every 5-10 years. Therefore, the Tank model was selected for subsequent experiments in this thesis (Chapter 6).

Over the past few decades, machine learning techniques (e.g., SVM, fuzzy logic model, artificial neural networks (ANN) and genetic algorithm) have been widely used for hydrological modelling. Among these methods, SVM has been applied for solving classification problems (Samui and Kothari, 2011) in the field of hydrology and for predicting runoff (Bray and Han, 2004; Granata et al., 2016; Wu et al., 2014, among others). A notable trend in the context of data-driven modelling is to combine machine learning schemes with the existing conceptual/physically-based models, providing a new platform for RR modelling by taking advantage of the individual approach. For instance, Sivapragasam et al. (2001) combined the singular spectrum analysis with the SVM that provides improved accuracy in RR modelling compared to the sole use of a nonlinear regression model. Young et al. (2017) proposed a hybrid model by jointly modelling the Hydrologic Engineering Center-Hydrologic Modeling System (HEC-HMS) and two different types of machine learning techniques (i.e. ANN and SVM). In a similar context, some approaches that combine the existing RR models with machine learning techniques can be found in the literature (e.g., Fernando et al., 2012; Hosseini and Mahjouri, 2016).

Given that SM governs the interactions between rainfall and the corresponding hydrological processes, such as evapotranspiration, infiltration, and percolation, the accuracy in RR modelling tends to depend on how the RR model simulates spatially and temporally accurate SM conditions.
in the study area (Brocca et al., 2010; Dorigo et al., 2017; Loizu et al., 2018; Massari et al., 2015). However, insufficient in-situ observations prevent their use in the hydrological modelling framework in many parts of the world. Alternatively, assimilating satellite SM data into hydrological models have gained popularity in the hydrological community, and many studies can be found in the literature (Lievens et al., 2015; Loizu et al., 2018; Young et al., 2017; among others). The results from these studies vary widely, demonstrating either no (or limited) improvement in RR modelling to significant improvement. Given the above-mentioned background, this thesis introduces a hybrid RR modelling framework that incorporates SM state variables obtained from both a satellite and a conceptual model (i.e. the Tank) via a machine learning based regression technique in Chapter 6.

2.4.2 Drought assessment

Drought is a periodic phenomenon that exerts multifaceted negative impacts on a wide range of water-related sectors, which can eventually lead to severe direct (or indirect) socio-economic losses (McKee et al., 1993; Spinoni et al., 2014; Vidal et al., 2009). Droughts occur virtually everywhere in the world, but their characteristics, such as duration, intensity and frequency, vary significantly depending on climate zones (Mirabbasi et al., 2013). Additionally, it is expected that climate change will accelerate changes in drought characteristics (Dai, 2011; Van Loon et al., 2016). Thus, drought monitoring and early warning systems at global and local scales have emerged as powerful platforms for preventing and mitigating the effects of droughts.

Many studies have been conducted to estimate the onset, persistence and termination of drought events using meteorological and hydrological variables (Ganguli and Ganguly, 2016; Mo, 2011; Shukla et al., 2011; among others). Drought features such as duration, severity and intensity are commonly characterized by drought indices and the degree of drought is assessed by the predefined threshold, which was first introduced by Yevjevich (1967). Drought index provides a more comprehensive perspective for drought monitoring and management compared to the direct use of hydro-meteorological variables (e.g., precipitation, SM and streamflow) (Zargar et al., 2011). Nonetheless, the selection of the drought index for a certain purpose remains controversial (Farahmand and AghaKouchak, 2015). Specifically, the identification of drought can be attributed to the choice of drought index that, with some limitations, incorporates different aspects of drought conditions (Hao and Singh, 2015). Accordingly, various drought indices have been proposed to
detect different types of droughts. For example, a meteorological drought index refers to deficits in precipitation and/or evaporation, whereas agricultural and hydrological drought indices are based on deficiencies in SM and streamflow, respectively (Dracup et al., 1980).

![Figure 2-4 Schematic representation determining the SPI.](image)

Many efforts have been made to develop a more effective drought index to better characterize spatio-temporal drought patterns (Hao and AghaKouchak, 2013; Karavitis et al., 2011; Vidal et al., 2009). The drought indices are mainly used to describe different types of droughts (i.e., meteorological, agricultural, hydrological, and socioeconomic drought). They are commonly derived from using a single hydrological variable (e.g., rainfall: the standardized precipitation index and standardized anomaly index, streamflow: standardized streamflow index and streamflow drought index, groundwater: standardized water-level index and soil moisture: Standardized soil moisture index). On the other hand, there are several examples that combine two or more variables such as the Palmer drought severity index (PDSI), standardized precipitation evapotranspiration index (SPEI), surface water supply index (SWSI) and multivariate standardized drought index (MSDI). Here, I briefly present the summary of several drought indices in Table 2-4, for more details readers are kindly referred to Svoboda and Fuchs (2017).

Among many drought indices, the SPI, proposed by Mckee et al., (1993), is one of the most widely used indices for the evaluation of drought conditions in the practical aspects of drought monitoring.
More specifically, the advantage of the SPI method lies in its relative simplicity of computation and ease of interpretation, and the SPI approach is particularly useful in predicting drought onset (Hao and AghaKouchak, 2013). Thus, the SPI was endorsed as a standard drought indicator by the World Meteorological Organization (WMO) (Hayes et al., 2011). The fundamental idea behind the SPI can be employed for other hydrometeorological variables with the objective of building a Standardized drought index (Kumar et al., 2016; Van Loon, 2015). Figure 2-4 schematically presents the methodology to derive the SPI: long-term rainfall data are first fitted to theoretical probability distribution functions. Then, the SPI is computed by transforming the cumulative probability distribution into a standardized normal distribution with zero mean and standard deviation equal to one (Guttman, 1999; Mckee et al., 1993). This probabilistic approach is based on Guerrero-Salazar and Jevjevich (1975) and has drawn significant attention in the field of drought assessment.

Table 2-4 Summary of drought indices. This table is presented based on Svoboda and Fuchs, (2017).

<table>
<thead>
<tr>
<th>Indices</th>
<th>Input parameters</th>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standardized Precipitation Index (SPI)</td>
<td>P</td>
<td>Can be calculated over multiple timescales</td>
<td>Uses precipitation data only, i.e., it only detects the rainfall deficit.</td>
</tr>
<tr>
<td>Standardized Soil Moisture Index (SSI)</td>
<td>SM</td>
<td>Can be calculated over multiple timescales</td>
<td>Uses SM data only</td>
</tr>
<tr>
<td>Palmer Drought Severity Index (PDSI)</td>
<td>P, T, AC</td>
<td>Considers both water supply (precipitation) and demand (potential evapotranspiration)</td>
<td>Does not present accurate results in mountainous, frozen and snow covered areas.</td>
</tr>
<tr>
<td>Standardized Precipitation Evapotranspiration Index (SPEI)</td>
<td>P, T</td>
<td>Accounts for the influence of temperature changes</td>
<td>Requires a large amount of complete dataset for temperature and precipitation</td>
</tr>
<tr>
<td>Palmer Hydrological Drought Severity Index (PHDI)</td>
<td>P, T, AC</td>
<td>Allows comprehensive water system to be considered</td>
<td>Does not consider human impacts</td>
</tr>
<tr>
<td>Surface Water Supply Index (SWSI)</td>
<td>P, RV, SF, SP</td>
<td>Considers snow pack streamflow, rainfall and reservoir storage</td>
<td>Basin-dependent (cannot be compared with different regions)</td>
</tr>
<tr>
<td>Multivariate Standardized Drought Index (MSDI)</td>
<td>MI</td>
<td>Can be used to monitor more than just drought.</td>
<td>Requires serially multiple complete dataset</td>
</tr>
</tbody>
</table>

Each drought index has limitations and strengths in measuring drought conditions. For instance, previous studies have revealed that the SPI is more likely to detect the emergence of drought conditions, whereas drought persistence can be more effectively identified based on the SM deficit (Mo, 2011). In other words, drought information based on a single index may not be adequate for providing an integrated picture of different types of drought (Kao and Govindaraju, 2010). This issue has, in turn, activated the need for a combination of multiple drought indices that are derived from different hydrologic variables including rainfall, SM, groundwater and streamflow. Such hydrological variables particularly have been used to construct a joint drought index to characterize the complex nature of drought (Hao and Singh, 2015; Mirabbasi et al., 2012). Over the past decade, many researchers have proposed statistical models to build a multivariate drought index (Farahmand and AghaKouchak, 2015; Hao and AghaKouchak, 2013; Kao and Govindaraju, 2010; Mirabbasi et al., 2013). In the context of multivariate analysis, copulas have been used in a wide range of hydrological applications such as multivariate drought frequency analysis (Ekanayake and Perera, 2014; Kao and Govindaraju, 2010; Kwon et al., 2016; Mirabbasi et al., 2012; Sprenger et al., 2016), flood frequency/risk analysis (Favre et al., 2004; Jongman et al., 2014; Zhang and Singh, 2006), and rainfall simulation (Li et al., 2013). In Chapter 7, because of the interdependence and interaction between rainfall and SM, the copula-based MSDI is employed to consider the two drought indices (i.e., the SPI and SSI) jointly in the context of a multivariate probability distribution.

As for the large-scale evaluation of drought, it is necessary to clarify regional trends in drought rather than point-based assessment, which conveys a valuable knowledge to public stakeholders or decision makers. A number of previous studies have been carried out to investigate regional drought patterns using cluster analysis, principal component analysis (PCA) or a combination of the two techniques (Bloomfield et al., 2015). Among them, clustering analysis, also known as an unsupervised classification model, is widely used to classify drought patterns into particular categories according to their relationships; such analysis can identify specific spatio-temporal patterns within the cluster (Shamshirband et al., 2015). Santos et al. (2010) employed K-means clustering and PCA to explore spatial and temporal patterns of the SPI series, whereas Yoo et al. (2012) applied the K-means approach to partitioning their study region into several sub-regions based on bivariate drought attributes. Furthermore, spatio-temporal drought patterns were regionally summarised by combining a quantile regression model and the hierarchical
agglomerative clustering algorithm (Shiau and Lin, 2016; Yang et al., 2017). Despite the above-mentioned potential uncertainty in identifying drought features using a drought index based on a single variable, clustering analysis has not been applied extensively for a multivariate drought index. In other words, most studies on clustering analysis were dedicated to the delineation of homogeneous regions using a single drought index or their drought characteristics (e.g., duration, severity, and frequency). Moreover, given that the nonstationarity in drought episodes is of increasing concern, the nonparametric Mann-Kendall (MK) test has been widely used to identify significant changes in drought pattern (Güner Bacanlı, 2017; Subash and Ram Mohan, 2011). Despite its popularity in the hydrological community, the MK approach cannot be applied to explore the temporal variability of hydrologic variables at various quantiles of the distribution (Shiau and Lin, 2016), which is essential for water resources management, especially for extreme rainfall that translates into both droughts and floods. In this regard, the quantile regression model proposed by Koenker and Bassett (1978) is introduced in Chapter 7, which aims to explore the non-Gaussian distribution of trend in drought characteristics in terms of the predefined quantiles (e.g., moderate, severe and extreme drought).
CHAPTER 3  Study Sites and Datasets

3.1  Study sites

This thesis has been conducted based in South Korea. However, two different study sites, ranging from national to catchment scale, are used, depending on the study’s purpose and/or data availability.

3.1.1  Description of South Korea: national scale

Figure 3-1 Topographic map showing the locations of the provinces in South Korea, together with weather stations.
South Korea, located in northeast Asia, has a range of 33°-38°N latitude and 124°-131°E longitude and is divided into nine provinces and seven metropolitan cities. Figure 3-1 shows the location of the provinces in South Korea along with 55 weather stations throughout the country. South Korea’s climate is characterised by a cold, relatively dry winter and a hot, humid summer, displaying the typical characteristic of monsoons. As shown in Figure 3-2a, two-thirds of the annual rainfall (1,277 mm) comes during the flood season (between June and September), and only one-fifth of the rainfall comes during the dry season (from November to April), leading to challenging conditions for effective water resources management. Typhoons accompanied by extreme rainfall cause severe economic losses and environmental damage in the summer and early autumn, and South Korea often suffers from droughts before the summer monsoon begins. Note that Figure 3-2 and 3-3 are presented based on the National Water Resources Long-term Plan, established by the Ministry of Land, Infrastructure and Transport (MOLIT) of the Korean government in 2016.

![Figure 3-2](image-url) a) Monthly rainfall and b) Monthly Discharge in South Korea (MOLIT, 2016).

As shown in Figure 3-3, the total renewable water resources are about 132.3 billion m³, while actual renewable water accounts for 57% (76.0 billion m³). Due to the intensive characteristics of rainfall, 41% of the total renewable water resources are flood runoff, while runoff during the non-flood season accounts for 16% (21.2 billion m³). Approximately 29% of the annual runoff goes to the sea, accounting for 38.8 billion m³. Total yearly water demand is 37.2 billion m³, of which 20.9 billion m³ is supplied by dams scattered across South Korea, having a key role in water supply. The country has a total area of 99,720 km², of which about 64% (63,721 km²) is mountainous, especially along the east coast. The plains are mainly located in the west and south coasts, accounting for 18.1% of the total area (https://www.cia.gov/library/publications/the-world-factbook/geos/ks.html).
3.1.2 Description of the Yongdam catchment: catchment scale

In addition to national scale, some of the studies in this thesis (Chapter 5 for downscaling and Chapter 6 for RR prediction) are carried out based on the Yongdam catchment (35.6°–36.0°N latitude and 127.3°–127.7°E longitude). Figure 3-4 shows the study area and six in-situ SM stations where precipitation data are also measured by Korea Water Resources Corporation (K-water; http://www.ydew.or.kr/kdrum/main/main.do). Additionally, air temperature (available for download from https://data.kma.go.kr/cmmn/main.do) is measured at the Jangsu weather station operated by the Korea Meteorological Administration (KMA; https://web.kma.go.kr/eng/). The SM observation network covers a drainage area of 930 km² with elevation ranging from 209 to 1,588 m a.s.l. Figure 3-5a presents the map of land cover, showing that the majority of the area is covered by forest (70.1%), and the rest is covered by urban (2.6%), agriculture (19.2%) and grass (3.3%). The dominant soil types consist of sand (62.1%), loam (20.7%), and silt (17.0%), as shown in Figure 3-5b. The characteristics of land use and soil texture distribution of the Youngdam catchment is summarised in Table 3-1.
Figure 3-4 Yongdam catchment with topography and observation stations.

Figure 3-5 Map showing a) land use and b) soil texture in the Yongdam catchment (source: K-water).
Chapter 3 Study Sites and Datasets

The Yongdam dam was built for multi purposes (water supply (1,050,000 m³/day), power generations (24,400 kW) and flood control) at the outlet of the catchment and has been operated by K-water (http://english.kwater.or.kr) since its construction in 2000 (Yoo, 2009). The pondage of the dam is 815 million m³, with a height of 70 m and a length of 498 m (Figure 3-6).

![Figure 3-6 Image of the Yongdam dam (source: K-water).](image)

Table 3-1 Land use and soil texture distribution of the Youngdam catchment.

<table>
<thead>
<tr>
<th>Land use</th>
<th>Urban</th>
<th>Agriculture</th>
<th>Forest</th>
<th>Grass</th>
<th>others</th>
</tr>
</thead>
<tbody>
<tr>
<td>km² (%)</td>
<td>23.6</td>
<td>177.1</td>
<td>646.4</td>
<td>30.1</td>
<td>52.8</td>
</tr>
<tr>
<td>Soil type</td>
<td>Clay</td>
<td>Loam</td>
<td>Sand</td>
<td>Silt</td>
<td></td>
</tr>
<tr>
<td>km² (%)</td>
<td>0.93</td>
<td>192.5</td>
<td>577.5</td>
<td>158.1</td>
<td></td>
</tr>
</tbody>
</table>

3.2 Datasets

3.2.1 Rainfall data

This thesis uses rainfall data obtained from two organisations in South Korea: 1) the KMA (for national scale) and 2) the K-water (for catchment scale). Rainfall data obtained from the K-water are employed for catchment scale approaches (Chapter 5 and Chapter 6), while rainfall records measured by the KMA are used for national scale analysis (Chapter 7). To be specific, in Chapter 5, historical rainfall records from the K-water during the investigation period (2014-2016) are used to spatially disaggregate the AMSR2 SM in the Youngdam catchment. The same source of rainfall
data, but with a more extended period (2007-2016) are used as inputs to explore catchment response to rainfall in Chapter 6. As for the KMA data, the historical daily rainfall data measured at 55 weather stations, are collected for the period 1986-2016, and these are then adopted to derive the meteorological drought index (the SPI) in Chapter 7. Note that the KMA continuously provides weather records such as rainfall, temperature, wind speed and humidity across South Korea, while the K-water is more focused to observe hydrological data (e.g., runoff, rainfall and SM) for the purpose of dam operation.

3.2.2 Satellite SM data

3.2.2.1 ASCAT

The ASCAT onboard the METOP satellite crossing the Equator at 09:30 (descending orbit) and 21:30 (ascending orbit) local time was initially developed to monitor sea surface wind speed and direction using an active microwave remote sensing (Wagner et al., 2013). The ASCAT is a C-band radar operating at 5.3 GHz, and its SM retrieval algorithm was introduced by the Vienna University of Technology (TU Wien). Besides its initial purpose, the results of numerous validation studies carried out around the world have yielded clear evidence that the ASCAT also provides SM estimates with high reliability (Wagner et al., 2013). In addition, the ASCAT produces SM products with reasonable temporal resolution (revisit time: 1-3 days) and spatial resolution of 25-50 km (Figa-Saldaña et al., 2002). The ASCAT SM products can be obtained from either the European Organisation for the Exploitation of Meteorological Satellites (EUMETSAT) or the H-SAF Products Download Centre. In this study, the ASCAT SM time series products (H109 Metop ASCAT DR2016) with a 12.5 km spatial resolution (resampled from a 25 km grid), which provides SM content in relative units ranging between 0% (driest condition) and 100% (wettest state), were collected from H-SAF (http://hsaf.meteoam.it; accessed on 28 July 2016). In Chapter 4, the ASCAT SM products obtained from both the ascending and descending passes are explored to examine the accuracy in terms of their orbits as well as temporal variation patterns.
3.2.2.2 AMSR2

AMSR2 onboard the GCOM-W1 satellite has been providing measurements of the surface SM since July 2012. Unlike the ASCAT, which uses active microwave remote sensing techniques, the AMSR2 is a passive microwave sensor, taking measurements at multiple frequencies to provide various hydrological parameters. The AMSR2 was developed to measure the brightness temperatures at seven different frequencies (including 6.9 GHz, 7.3 GHz, 10.65 GHz, 18.7 GHz, 23.8 GHz, 36.5 GHz and 89.0 GHz) and was initially designed to observe various parameters connected to the hydrological cycle, such as SM content, snow depth, precipitation and wind speed (Imaoka et al., 2010).

As a successor sensor to AMSR-E, which was in operation from 2002 to 2011, the basic theory of AMSR2 is almost the same as that of its predecessor (i.e., AMSR-E). Yet, the AMSR2 shows improvements compared to the AMSR-E; a 7.3-GHz channel was added to identify and address Radio Frequency Interference (RFI) signals, and AMSR2’s antenna diameter was enlarged to 2 metres (AMSR-E’s measures 1.6 metres) for better spatial resolution (JAXA, 2013; Wu et al., 2016). AMSR2 SM products can be obtained from two different algorithms (i.e., the JAXA (Koike, 2013) or Land Parameter Retrieval Method (LPRM; Owe et al., 2008)), and they can be downloaded from each distributor’s website (https://gcom-w1.jaxa.jp for JAXA and http://gcmd.gsfc.nasa.gov for LPRM). Unlike the JAXA algorithm, which uses a 10.7 GHz channel, the LPRM approach generates SM products using the 6.9 (C-band), 7.3 (C-band) and 10.7 GHz (X-band). Before utilizing the AMSR2 SM product in this thesis, each dataset is compared to in-situ observations in Chapter 4. Based on the preliminary analysis, the JAXA algorithm showed the best agreement with in-situ observation in terms of the correlation coefficient. The results are discussed more in detail in Chapter 4. As a result, JAXA AMSR2 Level 3 (AMSR2) SM products (with 0.1° spatial resolution and volumetric terms (%)) are selected for further analysis in this thesis. In Chapter 5, the proposed downscaling scheme in this thesis is validated with respect to AMSR2 SM products.

3.2.2.3 ESA CCI

The ESA has released satellite-based SM products at a global scale by combining various individual active and passive microwave sensors (Dorigo et al., 2015). More specifically, the collected SM
products from individual active and passive sensors are blended by a spatio-temporal resampling and rescaling (i.e., the CDF matching) technique (Dorigo et al., 2015). The ESA CCI SM datasets are composed of active, passive and active plus passive products, covering the period 1978-2016. The ESA CCI SM products (v04.2) can be freely obtained from the distributor’s web pages (https://www.esa-soilmoisture-cci.org/; accessed and downloaded on 17th September 2018). The ESA provides SM datasets to the public domain with different types of units (i.e., volumetric units (m$^3$/m$^3$) for the passive and combined product and per cent of saturation units (%) for active dataset). In terms of the active product, Active Microwave Instrument – Windscat (AMI-WS) and ASCAT are blended together. Similarly, the passive product is produced by SMMR, SSM/I, TRMM Microwave Imager (TMI), AMSR-E, WindSat, AMSR2 (successor to AMSR-E) and SMOS data. Figure 3-7 shows the timeline of input satellite sensors used for EAS CCI SM products. More details on the blending methodology as well as the evaluation study against ESA CCI SM can be found in the literature (Dorigo et al., 2017, 2015; Liu et al., 2012). In this thesis, the active-passive combined SM products with a spatial resolution of 0.25° are in particular chosen due to their higher temporal resolution and better accuracy compared to either the active or the passive retrievals (Liu et al., 2011). The obtained SM products are then incorporated into a hybrid RR modelling framework in Chapter 6.

Figure 3-7 Timeline of input satellite sensors integrated into the ESA CCI products. This figure is presented based on Dorigo et al. (2017).

### 3.2.3 In-situ SM data

Similar to rainfall data, in-situ SM data collected in this thesis are also managed by two organizations (the KMA and K-water). The SM contents at depths of 10, 20, 40 and 50 cm have been measured by the KMA, while the K-water has provided SM observations at different
measurement depths (10, 20, 40, 60, 80 cm). A total of 12 sites across South Korea are selected in this thesis.

Figure 3-8 In-situ SM meter along with rain gauges in the Yongdam catchment.

SM data collected from the KMA are measured by using FDR sensors providing volumetric SM, while the K-water provides SM data in the Yongdam catchment by using TDR sensors. These observation datasets are assumed as the ground truth in assessing other sources of datasets such as
satellite, ERA-Interim and simulated SM. Figure 3-9 shows the location of the two SM networks used in this thesis. Here, KMA and YD represent (a) KMA SM network, and (b) K-water SM network, respectively.

![Figure 3-9 Locations of the two SM networks. Here, KMA and YD refer to KMA and K-water SM observation networks, respectively.](image)

### 3.2.4 ERA-Interim SM data

Besides satellite and in-situ SM, a global SM data set from the European Centre for Medium-Range Weather Forecasts (ECMWF) are used in this thesis. ECMWF continuously releases global reanalysis SM datasets (hereinafter named ERA-Interim SM) with a high spatial resolution, daily at intervals of six hours in quasi-real time at four depths (i.e., 0–7, 7–28, 28–100 and 100–289 cm) (Albergel et al., 2012). The ECMWF provides ERA-Interim SM datasets with a spatial resolution of 25 km covering the period 1979–present and they can be obtained from https://www.ecmwf.int/. As stated in Section 2.2, the accuracy of the ERA-Interim reanalysis data was globally explored by Albergel et al. (2012), revealing the robustness for various climate conditions with a reasonable
level of accuracy. The similar results were also achieved based on the preliminary analysis in the study area. This is, the Pearson correlation coefficients between the original ERA-Interim and the currently available in-situ SM data over all of South Korea are reasonably high, ranging from 0.60 to 0.75. In this thesis, 6-hourly SM data (0:00, 6:00, 12:00 and 18:00 UTC) whose centroid is nearest to the weather stations are first collected and then averaged to obtain a daily mean SM time series. The knowledge of SM at a given depth in the root zone is more meaningful hydrologically. Therefore the ERA-Interim SM data at the third layer (28–100 cm) are mainly used in this thesis for a drought analysis.

3.2.5 Summary of datasets

The SM data used in this thesis can be grouped into three subsets based on the sources of SM: ground-, satellite- and model-based SM. In terms of in-situ SM observations, the KMA and K-water have been providing ground-based measurements since 2013 and 2014, respectively. Although in-situ observations have become available over the past few years, collecting spatially and temporally appropriate data for hydrological applications is up to now significantly limited in South Korea. Nonetheless, SM data obtained from the observation networks are potentially useful, providing a reference for a validation procedure. In this respect, these in-situ observations are mainly used in this thesis for evaluating the performance of SM data obtained from other retrieval methods.

In Chapter 4, the AMSR2 and ASCAT satellite SM are assessed against in-situ observations and the scaling and filtering method are further applied to improve their applicability to practical applications. In a preliminary study, I attempted to evaluate SMOS and SMAP SM products. However, the number of available data acquired from both satellites was too small for their effective evaluation within the period investigated. It is found that observations at L-band are seriously perturbed by RFI (Colliander et al., 2017), and Asia and Europe together comprise the majority of RFI sources in the world (Oliva et al., 2012). In this respect, Zeng et al. (2015) have suggested that in Asia, which is the continent most contaminated by RFI, it is better to use other satellite sensors instead of the SMOS.

In Chapter 5, a stochastic downscaling scheme is introduced to spatially disaggregate the AMSR2 data, taking other hydrological variables (e.g., rainfall, temperature and in-situ observation) into
consideration as auxiliary predictors for SM simulation. The AMSR2 SM data are in particular selected owing to their relatively high temporal resolution compared to the ASCAT (Figure 3-10).

Figure 3-10 Data availability for a) AMSR2 and b) ASCAT, respectively. Here, the white bar represents missing data.

In terms of the ESA CCI and ERA-Interim datasets, ESA CCI SM data are incorporated into an RR modelling framework in Chapter 6, while ERA-Interim SM products are used for exploring the nature of drought presented in Chapter 7. The summary of the datasets used in this thesis is shown in Table 3-2.
Table 3-2 Summary of data information used in this thesis.

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Variable</th>
<th>Data Type</th>
<th>Data Source</th>
<th>Resolution</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ch. 4</td>
<td>In-situ SM</td>
<td>Point</td>
<td>KMA, K-water</td>
<td>12 stations</td>
<td>National</td>
</tr>
<tr>
<td></td>
<td>ASCAT</td>
<td>Grid</td>
<td>H-SAF (H109 DR2016)</td>
<td>12.5 km</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AMSR2</td>
<td>Grid</td>
<td>JAXA (Level3)</td>
<td>10.0 km</td>
<td></td>
</tr>
<tr>
<td>Ch. 5</td>
<td>In-situ SM</td>
<td>Point</td>
<td>K-water</td>
<td>6 stations</td>
<td>Catchment</td>
</tr>
<tr>
<td></td>
<td>AMSR2</td>
<td>Grid</td>
<td>JAXA (Level3)</td>
<td>10.0 km</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td>Point</td>
<td>KMA</td>
<td>1 station</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rainfall</td>
<td>Point</td>
<td>K-water</td>
<td>6 stations</td>
<td></td>
</tr>
<tr>
<td>Ch. 6</td>
<td>In-situ SM</td>
<td>Point</td>
<td>KMA, K-water</td>
<td>12 stations</td>
<td>Catchment</td>
</tr>
<tr>
<td></td>
<td>Rainfall</td>
<td>Point</td>
<td>K-water</td>
<td>6 stations</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ESA CCI SM</td>
<td>Grid</td>
<td>ESA (v04.2)</td>
<td>25.0 km</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Runoff</td>
<td>Point</td>
<td>K-water</td>
<td>1 station</td>
<td></td>
</tr>
<tr>
<td>Ch. 7</td>
<td>In-situ SM</td>
<td>Point</td>
<td>K-water</td>
<td>6 stations</td>
<td>National</td>
</tr>
<tr>
<td></td>
<td>ERA-Interim SM</td>
<td>Grid</td>
<td>ECMWF</td>
<td>25.0 km</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rainfall</td>
<td>Point</td>
<td>KMA</td>
<td>55 stations</td>
<td></td>
</tr>
</tbody>
</table>
CHAPTER 4  

Assessment of remotely sensed soil moisture

4.1 Motivation

SM retrieved from satellite observations has become available at a global scale with relatively high spatial-temporal coverage, and satellite-derived SM can be useful data sources where in-situ measurements are scarce or not available, such as in South Korea. Among many satellite retrievals, this chapter focuses on two sensors (AMSR2 and ASCAT) based on practical issues (i.e., data availability), as well as the results of previous studies (Zeng et al., 2015) as mentioned in Section 3.2. Prior to the actual use of satellite SM products, it is necessary to evaluate the accuracy and reliability by comparing them with reference datasets. Satellite sensors could produce different levels of efficiency for different parts of the world as the performance of satellite retrieval is easily contaminated by surface roughness and vegetation, which potentially varies from region to region (Wagner et al., 2013). In this sense, this chapter begins with exploring the accuracy of the original satellite SM retrievals in terms of their orbits and temporal variation patterns.

Satellite-retrieved SM is representative of a topsoil layer, while the RZSM plays a more important role in hydrological applications such as drought detection and agricultural modelling because it presents plant-available water (González-Zamora et al., 2016). The exponential filter method is adopted to derive the RZSM from original satellite SM retrievals, making it more applicable to practical issues. However, there still exist systematic biases between two different data sources (i.e., in-situ and satellite SM), which also constrains the direct use of satellite SM. In this sense, bias correction methods are particularly employed as a pre-processing tool for original satellite SM products. Most of the conventional CDF matching schemes are conducted based on predefined temporal scales. In this chapter, the proposed CDF matching approach is applied, not only to address the inherent systematic mismatch between the two datasets but also to select an optimal temporal resolution.

In other words, as well as the conventional CDF matching method that uses the whole record of the investigation period, this chapter explores the performance of CDF matching methods on a different temporal resolution basis to select an ideal combination: monthly (12 groups), seasonal (4 groups), and growing and non-growing (2 groups). The performance of each bias-correction group is then validated through a cross-validation procedure.

Given this background, this chapter aims to answer the following questions:

1. What is the reliability of SM retrievals from satellite sensors (ASCAT and AMSR2) and how does their performance in South Korea differ from that of other parts of the world? Does acquisition time (i.e., ascending and descending overpass) affect the quality of satellite SM retrievals?

2. How could the applicability of satellite SM be improved? Is it desirable to apply the SWI approach to derive RZSM from the surface, and are there any limitations to the utilisation of the SWI method?

3. Is the CDF matching method a useful scheme in mitigating the systematic biases between in-situ and satellite data? Do the different combinations of temporal periods affect results?

4.2 Methodology

4.2.1 Study area and datasets

As described in Chapter 3, the observed SM data are obtained from two organisation (the KMA and K-water). Figure 3-9 shows the study areas along with twelve in-situ SM observation stations throughout South Korea and the main characteristics of SM sites are presented in Table 4-1. The satellite SM product sets retrieved from both ASCAT (active microwave sensor), and AMSR2 (passive microwave sensor) are compared with the in-situ SM observations (as ground truth) to evaluate their performance. The satellite pixel values whose centroids are located nearest to each ground observation site are extracted for this study. Owing to differences in spatial-temporal resolutions as well as observation depths between satellite and point measurements, satellite data are usually scaled and/or filtered before their utilization for actual applications (Scipal et al., 2008).
In the first step, given that SM estimates are provided by different units (volumetric terms for both in-situ and AMSR2, and relative SM for ASCAT), I normalised all the data by using the maximum and the minimum values over the investigation period. Both satellite data and in-situ observations have the same maximum and minimum values by employing the normalising method.

Table 4-1 Main characteristics of the study sites. Here, water fraction indicates the area ratio of wetlands plus open water surfaces within ASCAT pixel (12.5 km).

<table>
<thead>
<tr>
<th>Site</th>
<th>Elevation (m a.s.l)</th>
<th>Longitude (°)</th>
<th>Latitude (°)</th>
<th>Annual rainfall (mm/year)</th>
<th>Observation depth (cm)</th>
<th>Land use</th>
<th>Water ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>KMA-01</td>
<td>181.0</td>
<td>127.25</td>
<td>38.20</td>
<td>1,179</td>
<td>10, 20, 30, 50</td>
<td>Forest</td>
<td>1.6</td>
</tr>
<tr>
<td>KMA-02</td>
<td>33.6</td>
<td>126.99</td>
<td>37.27</td>
<td>1,007</td>
<td>10, 20, 30, 50</td>
<td>Agriculture</td>
<td>3.2</td>
</tr>
<tr>
<td>KMA-03</td>
<td>22.0</td>
<td>128.15</td>
<td>35.24</td>
<td>1,397</td>
<td>10, 20, 30, 50</td>
<td>Forest</td>
<td>4.5</td>
</tr>
<tr>
<td>KMA-04</td>
<td>15.0</td>
<td>126.99</td>
<td>35.95</td>
<td>1,095</td>
<td>10, 20, 30, 50</td>
<td>Agriculture</td>
<td>3.9</td>
</tr>
<tr>
<td>KMA-05</td>
<td>56.4</td>
<td>127.44</td>
<td>36.63</td>
<td>970</td>
<td>10, 20, 30, 50</td>
<td>Agriculture</td>
<td>2.2</td>
</tr>
<tr>
<td>KMA-06</td>
<td>76.8</td>
<td>127.74</td>
<td>37.90</td>
<td>1,058</td>
<td>10, 20, 30, 50</td>
<td>Forest</td>
<td>9.1</td>
</tr>
<tr>
<td>YD-01</td>
<td>313.0</td>
<td>127.55</td>
<td>35.87</td>
<td>1,011</td>
<td>10, 20, 40, 60, 80</td>
<td>Forest</td>
<td>2.0</td>
</tr>
<tr>
<td>YD-02</td>
<td>330.0</td>
<td>127.43</td>
<td>35.97</td>
<td>1,111</td>
<td>10, 20, 40, 60</td>
<td>Forest</td>
<td>0.7</td>
</tr>
<tr>
<td>YD-03</td>
<td>396.0</td>
<td>127.40</td>
<td>35.86</td>
<td>1,108</td>
<td>10, 20, 40, 60</td>
<td>Forest</td>
<td>0.4</td>
</tr>
<tr>
<td>YD-04</td>
<td>334.0</td>
<td>127.49</td>
<td>35.80</td>
<td>1,043</td>
<td>10, 20, 40, 60, 80</td>
<td>Forest</td>
<td>1.4</td>
</tr>
<tr>
<td>YD-05</td>
<td>453.0</td>
<td>127.63</td>
<td>35.81</td>
<td>956</td>
<td>10, 20, 40, 60, 80</td>
<td>Forest</td>
<td>0.6</td>
</tr>
<tr>
<td>YD-06</td>
<td>409.0</td>
<td>127.51</td>
<td>35.68</td>
<td>1,071</td>
<td>10, 20, 40, 60, 80</td>
<td>Forest</td>
<td>0.7</td>
</tr>
</tbody>
</table>

4.2.2 Filtering technique

Satellite-retrieved SM is representative of a topsoil layer (i.e., satellite-based SM estimates have inherent limitations in capturing the variation of the RZSM), while the RZSM is more readily applicable to be incorporated into hydro-meteorological models (Brocca et al., 2012; Dharssi et al., 2011). In this sense, one popular semi-empirical approach, the exponential filter technique is adopted to derive the RZSM from near-surface observations. As stated in Section 2.3, the performance of the SWI is substantially dependent on the characteristic time (T). Here, the T value is determined by optimising the correlation coefficient (r) between the SWI and in-situ observation. In other words, the T value corresponding to the highest correlation between the SWI and in-situ observation is considered as the optimal characteristic time length (T) for each SM observation stations. The derived SWI is then compared with in-situ SM with respect to different observation depths along with depth averaged SM contents ($\theta_{0-60}$). In this study, the profile SM referring to
depth-weighted mean SM content between the surface and a 60cm soil depth is computed as follows:

\[ \theta_{0-60} = \frac{\theta_i d_i + \frac{\theta_i + \theta_{i+1}}{2} (d_{i+1} - d_i) + \frac{\theta_{i+1} + \theta_{i+2}}{2} (d_{i+2} - d_{i+1}) + \frac{\theta_{i+2} + \theta_{i+3}}{2} (d_{i+3} - d_{i+2})}{d_{i+3}} \]  

(4-1)

where \(d_i\) (cm) represents the \(i\)-th depth of measurement from the top layer, and \(\theta_i\) (%) is the SM obtained from the \(i\)-th depth. In the case where measurements at the 60 cm depth are not available, the values at the 60 cm depth were replaced by SM measurements at the 50 cm depth.

### 4.2.3 Scaling technique

As stated in Section 2.3, the mismatch in spatial scale and measuring depth between satellite-based retrievals and ground-based observations are likely to cause inevitable systematic biases. In this chapter, the CDF matching approach is in particular considered to tackle systematic biases between different data sources. Through this method, the biased data (i.e., original satellite SM data) are mapped to the same probability value as that of observations (Figure 2-3).

In this chapter, the CDF matching is implemented using a polynomial fit. Namely, the CDF of the two datasets (i.e., the satellite-derived SWI and in-situ observations) is firstly displayed, and then the differences corresponding to the CDF of each ranked data are computed. Next, the observation operator is derived based on a polynomial fit, which allows defining site-specific parameters. To be specific, the parameters of the polynomial equation are estimated from one subset, and the derived parameters are then exploited to the remaining data set for validation. In addition, I test the performance of observation operators based on four different temporal groups. More groups are likely to result in reducing error, while using too many groups can lead to the overfitting issue. To avoid overfitting, the parameters obtained from the calibration period are tested for validation.

### 4.2.4 Performance Indices

The performance and accuracy of satellite SM retrievals are assessed by comparing them against ground-based observations that are regarded as reference SM values. For this study, four statistical indicators (i.e., correlation coefficient (\(r\)), root mean square error (RMSE), unbiased RMSE (ubRMSE) and bias) are computed to quantify the level of accuracy, which are commonly adopted in the field of remote sensing (Zeng et al., 2015). Here, for \(N\) discrete datasets of two variables
(i.e., satellite SM retrieval ($\theta_s$) and in-situ observation ($\theta_n$)), the Pearson correlation coefficient ($r$) is used to examine temporal pattern similarity between two datasets, given by:

$$r = \frac{\frac{1}{N} \sum_{i=1}^{N} (\theta_{s,i} - \bar{\theta}_s)(\theta_{n,i} - \bar{\theta}_n)}{\sigma_s \sigma_n}$$

(4-2)

where $\sigma_s$ and $\sigma_n$ represent the standard deviation of satellite and in-situ SM, respectively. The overbar indicates the averages over the entire investigation period. In addition to the correlation coefficient, root mean square error (RMSE) and unbiased root mean square error (ubRMSE) are used for the validation of satellite SM products. RMSE and ubRMSE ($ubRMSE^2 = RMSE^2 - bias^2$) are calculated as follows:

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\theta_{n,i} - \theta_{s,i})^2}$$

(4-3)

$$ubRMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} [(\theta_{s,i} - \bar{\theta}_s) - (\theta_{n,i} - \bar{\theta}_n)]^2}$$

(4-4)

4.3 Results and discussion

In this section, I evaluate the accuracy and reliability of satellite-based SM products. The satellite SM products retrieved from both ASCAT and AMSR2 are compared against ground-based measurements collected from 12 different sites, over a three-year period for KMA sites (2013-2015), and a two-year period for YD sites (2014-2015). As mentioned in Section 3.3, in-situ SM data used in this thesis are managed by two organizations (the KMA and K-water).

4.3.1 Assessment of original satellite SM data

Prior to evaluating the satellite-based SM products, I first attempt to explore the performance of SM retrieval algorithms (for AMSR2). Here, I assess each retrieval algorithm by comparing it with in-situ data measured at a depth of 10 cm. In terms of the LPRM algorithms, there is no significant improvement in accuracy by applying different frequencies (X, C1 and C2 band), with mean $r$ values ranging between 0.14 and 0.17 for 12 observation sites (Table 4-2). In terms of the mean $r$ value, AMSR2-JAXA shows a similar accuracy level, but satellite SM data with a higher spatial-
temporal resolution can be obtained by using JAXA algorithm (10 km for JAXA and 25 km for LPRM). Taking this advantage into account, the AMSR2 SM data derived from JAXA algorithm are hereinafter used for further studies.

Table 4-2 Comparison of different retrieval algorithms for AMSR2 SM products.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Frequency</th>
<th>mean r</th>
<th>mean RMSE</th>
<th>mean Bias</th>
<th>max r</th>
<th>Min r</th>
</tr>
</thead>
<tbody>
<tr>
<td>JAXA</td>
<td>10.7</td>
<td>0.17</td>
<td>0.45</td>
<td>0.38</td>
<td>0.29</td>
<td>0.02</td>
</tr>
<tr>
<td>LPRM (X)</td>
<td>10.7</td>
<td>0.14</td>
<td>0.29</td>
<td>-0.05</td>
<td>0.46</td>
<td>-0.20</td>
</tr>
<tr>
<td>(C1)</td>
<td>6.9</td>
<td>0.15</td>
<td>0.38</td>
<td>-0.24</td>
<td>0.28</td>
<td>0.05</td>
</tr>
<tr>
<td>(C2)</td>
<td>7.3</td>
<td>0.17</td>
<td>0.36</td>
<td>-0.12</td>
<td>0.28</td>
<td>0.01</td>
</tr>
</tbody>
</table>

As for polar orbit satellites, SM products are provided at different acquisition times (i.e., ascending and descending overpasses). It is necessary to examine the performance associated with their overpass time. The night-time retrievals are generally expected to have higher accuracy than the daytime products since the geophysical conditions are more favourable during night-time (Kim et al., 2015; Zeng et al., 2015). On the other hand, there is also a positive effect over daytime in that the canopy is more transparent and drier during daytime (Brocca et al., 2011). Here, daytime refers to the ascending overpass for AMSR2 (1:30 pm) and descending overpass of ASCAT (9:30 am), and vice versa for the night-time retrieval. For this study, in-situ observations measured at 10 cm depth corresponding to the satellite overpass times are used to evaluate the performance with respect to orbit direction. As it can be seen from Figure 4-1, the descending retrieval for ASCAT is shown to be superior to the ascending one, while no significant discrepancy can be found for AMSR2.
Figure 4-1 Boxplots of the correlation coefficient (r), RMSE and ubRMSE: (a-c) for ASCAT and (d-f) for AMSR2. Here, the x-axis indicates satellite orbits; (A) and (D) correspond to the ascending and descending overpasses, respectively. (A+D) refers to the aggregation of the ascending and descending overpasses.

The results for ASCAT are in accordance with the findings by Griesfeller et al. (2016) who obtained mean r values for Norway equal to 0.72 for the descending orbit (daytime) and 0.68 for the ascending orbit (night-time), namely the descending overpass outperforms the ascending overpass. Interestingly, they also found descending retrievals (night-time) to be in better agreement with in-situ observations for AMSR-E. In contrast, Zeng et al. (2015) obtained a higher r value for the ascending orbit in China (0.788 for night-time and 0.885 for daytime). The abovementioned studies indicate that the accuracy of SM data with respect to satellite orbit is highly location-dependent: SM products from the satellite can be affected not only by the orbits but also by other various factors such as soil texture, topography, land cover, and climate. For instance, the r values
for the KMA01 site are equal to 0.64 for the ascending overpass, 0.75 for the descending overpass, and 0.69 for the ascending plus descending overpasses (Figure 4-2). Compared to the descending overpass, the combination of ascending and descending overpasses shows a negligible decrease in performance in terms of $r$ value. Furthermore, the combination of ascending and descending overpasses increases the temporal data coverage to 91% (N: 991) of date for the investigation period without consideration of any interpolation schemes (Figure 4-2c). In this study, both the ascending and descending products are used to obtain higher temporal coverage, which may aid in providing more robust results by increasing the amount of data analysed. For this reason, both passes were commonly used in previous studies (Brocca et al., 2011; Kolassa et al., 2016).

Figure 4-2 Statistical scores ($r$ and RMSE) between ASCAT SM and site-specific data sets for the KMA01 site. Here, N indicates the number of data pairs.

To examine how SM products perform seasonally and annually, a time series comparison of the different data sources from two sites is graphically presented in Figure 4-3. The seasonal variation is substantial over the study sites, displaying the characteristic of monsoons. The ASCAT SM retrievals appear to overestimate in-situ data, while AMSR2 generally underestimates the SM. The results obtained are consistent with previous studies (Cho et al., 2015; Kim et al., 2015; Zeng et al., 2015). They also found that the AMSR2 retrievals tend to underestimate in-situ SM with unrealistically high values responding to precipitation events and the lack of temporal dynamics.
Figure 4-3 Samples of time series comparison of SM products (ASCAT and AMSR2) with in-situ observations. The bar graph indicates rainfall.

4.3.2 Assessment of ASCAT data

4.3.2.1 Results after filtering

The microwave-based ASCAT products are representative of a very shallow soil layer (Brocca et al., 2011), whereas they are compared with in-situ observations measured greater than a depth of 10 cm. Moreover, the RZSM is a more important variable for many hydrological applications. In this regard, a recursive exponential filter method that allows estimating the RZSM from the surface measurement is employed. Then, the derived SWI from ASCAT surface SM products are compared with the in-situ SM observations at different depths along with the SM profile from surface to 50 cm depth ($d_0-50$ cm). Here, correlation coefficient ($r$) is used for the selection of the optimal $T$, based on the fact that it is more meaningful to capture the temporal behaviour of SM
rather than the absolute value for many hydrological applications (González-Zamora et al., 2016). Table 4-3 shows the statistical performance between the ASCAT SWI and in-situ observations measured at different depths at 12 sites. The mean $r$ values are 0.54, 0.52, 0.51 and 0.47 at 10, 20, 30 and 50 cm depth, respectively, and a slightly higher $r$ value (0.58) is obtained from the SM profile (0-50 cm).

In all the observation depths, the results show improved temporal correlations with in-situ observations, indicating that the SWI method can reproduce the behaviour of the RZSM. However, the relatively large differences in $r$ values among the sites are found owing to systematic biases between the original satellite and in-situ observations. In terms of the mean RMSE, the figures are equal to 0.19, 0.21, 0.22, and 0.25 at the depths of 10, 20, 30 and 50 cm respectively, confirming a better performance of the SWI at the shallow soil layer. The differences in mean $\text{ubRMSE}$ for each observation depth, however, are negligible ranging from 0.16 to 0.18. Considering relatively large differences between the $\text{ubRMSE}$ and the RMSE (i.e., there remain systematic biases between in-situ and satellite SM dataset), it can be argued that bias reduction techniques should be employed to improve the accuracy of satellite retrievals with respect to in-situ observations.

The characteristic time length ($T$), representing the SM travel time from the surface, increases as the depth increases (3.1 days for 10 cm and 8.3 days for 50 cm), which is in line with the assumption of the SWI approach. The optimal $T$ value for 0–50 cm shows similar results to those obtained for 10 cm, which indicates that the SM stored in the topsoil layer have more influence on the SM profile (0-50 cm). For SM profile (0-50 cm), one of the leading factors impacting the satellite SM is the ratio of open water surface within the pixel: the KMA01 site with the smallest rate of open water surface (1.5%; Table 4-1) has the best $r$ value of 0.83, but the KMA06 site with the highest proportion (9.1%) shows the lowest $r$ value of 0.53. One possible explanation is that the concept of a microwave remote sensing technique is based on the difference in dielectric constant between water and dry soil. Thus, a higher fraction of water body within a pixel size deteriorates the accuracy in monitoring surface SM.

However, in the case of YD sites, the ratio of open water surface (< 2.0%) is much smaller than that of KMA sites, and there is no significant difference in $r$ value according to the ratio of open water surface. However, some of the observation sites show surprising results of $T$ values being smaller for the deeper soil layer. For instance, the optimal $T$ value at the YD03 site appears to be
inconsistent with the model assumption (i.e., 3.7 days for 10 cm depth and 1.5 days for 60 cm depth, respectively). A feasible explanation is presented in Figure 4-4, showing an example of the dynamic range of the SWI with respect to T values. Here, it is clear that as the T value increases, the time series of the ASCAT SWI becomes smoother (Figure 4-4a). In other words, the lower dynamic range with a larger T value is generally expected to be representative of SM contents at a deeper soil layer rather than a topsoil layer.

Figure 4-4 (a) Time series plot showing in-situ SM observations and ASCAT SWI from the YD03 site with respect to different T values (1, 15 and 30). (b) Time series plot showing in-situ observations at different observation depths along with the coefficient of variation (CV).

Interestingly, in this specific case, in-situ SM time series at a depth of 60 cm shows rather larger temporal variability compared with that measured at 10 cm depth, with a coefficient of variation (CV) equal to 31.61 for 10 cm and 39.31 for 60 cm (Figure 4-4b). The results are against the basic concept of the exponential filter method that assumes the SM content integrated over the deeper layers, thus exhibiting less variation than in the topsoil layer (González-Zamora et al., 2016). However, at some of the in-situ observations in this study, SM contents at the lower layer tend to respond more rapidly to rainfall, which may be caused by many uncertain factors. This abnormal SM variation at the deeper soil layer might be attributed to a preferential flow, creating an uneven and often rapid movement of water in the soil (Paquette et al., 2016). Nonetheless, it should be
noted that although the SWI approach is unlikely to capture short-term fluctuations that may occur in the root-zone in a particular area, the SWI method is a useful tool to reproduce the temporal dynamics of the RZSM.

4.3.2.2 Results after scaling

The CDF matching method is widely used in many hydrological applications to remove the systematic biases between two data sets. Here, the CDFs of the derived SWI are matched with those of in-situ observations at each site. The CDF matching method, in this study, is used to derive an observation operator through the third-order polynomial fit that has also been used in previous studies (e.g., Drusch et al., 2005; Han et al., 2012). The aim of using an observation operator is to define a set of parameters that are suitable for further use. In this study, besides the conventional CDF matching method that uses the whole record of the investigation period (QM1), I explore the performance of the CDF matching method on a different temporal resolution basis: monthly (12 groups; QM2), seasonal (4 groups; QM3) and growing and non-growing (2 groups; QM4). To be specific, the CDF matching method is built and validated for four different temporal groups: 1) the entire period of investigation, 2) monthly, 3) seasonal (spring (Mar-May), summer (Jun-Aug), fall (Sep-Nov) and winter (Dec-Feb)), and 4) growing (Apr-Sep) and non-growing seasons.

The proposed CDF matching approach is first tested to select an optimal temporal resolution in terms of statistical scores. For the sake of brevity, the results obtained at 10 cm are solely presented. Taylor diagram is displayed in Figure 4-5, illustrating the statistical metrics of the comparison between in-situ observations and satellite retrievals with respect to the aforementioned temporal groups. Compared to the result obtained from ASCAT SWI (Table 4-3), it is clear that the ASCAT SWI-CDFs present enhanced performance scores, with the exception of QM1. To be specific, QM1 shows a relatively low range of correlations with most values being less than 0.77 (mean $r = 0.54$). On the other hand, the mean $r$ values increase from 0.54 (ASCAT SWI) to 0.78, 0.77 and 0.78 for QM2, QM3 and QM4 respectively. As for ubRMSE values, they also generally show improved results, though not as significant as $r$ values.
Table 4-3 Comparison of ASCAT SWI with different observation depths (r: correlation coefficient, RMSE: root mean square error, T: characteristic time length (days)).

<table>
<thead>
<tr>
<th>Site</th>
<th>D 0-10 cm</th>
<th>D 10-20 cm</th>
<th>D 20-30 cm</th>
<th>D 30-50 cm</th>
<th>D 0-50 cm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td>RMSE</td>
<td>ubRMSE</td>
<td>T</td>
<td>r</td>
</tr>
<tr>
<td>KMA01</td>
<td>0.74</td>
<td>0.19</td>
<td>0.15</td>
<td>2.1</td>
<td>0.69</td>
</tr>
<tr>
<td>KMA02</td>
<td>0.42</td>
<td>0.22</td>
<td>0.15</td>
<td>1.7</td>
<td>0.70</td>
</tr>
<tr>
<td>KMA03</td>
<td>0.44</td>
<td>0.19</td>
<td>0.19</td>
<td>1.7</td>
<td>0.47</td>
</tr>
<tr>
<td>KMA04</td>
<td>0.59</td>
<td>0.16</td>
<td>0.15</td>
<td>2.3</td>
<td>0.63</td>
</tr>
<tr>
<td>KMA05</td>
<td>0.63</td>
<td>0.18</td>
<td>0.17</td>
<td>2.9</td>
<td>0.65</td>
</tr>
<tr>
<td>KMA06</td>
<td>0.53</td>
<td>0.25</td>
<td>0.18</td>
<td>4.3</td>
<td>0.61</td>
</tr>
<tr>
<td>YD01</td>
<td>0.65</td>
<td>0.16</td>
<td>0.13</td>
<td>4.3</td>
<td>0.53</td>
</tr>
<tr>
<td>YD02</td>
<td>0.31</td>
<td>0.25</td>
<td>0.24</td>
<td>2.3</td>
<td>0.22</td>
</tr>
<tr>
<td>YD03</td>
<td>0.60</td>
<td>0.18</td>
<td>0.16</td>
<td>3.7</td>
<td>0.47</td>
</tr>
<tr>
<td>YD04</td>
<td>0.76</td>
<td>0.12</td>
<td>0.14</td>
<td>5.5</td>
<td>0.66</td>
</tr>
<tr>
<td>YD05</td>
<td>0.46</td>
<td>0.20</td>
<td>0.20</td>
<td>3.3</td>
<td>0.30</td>
</tr>
<tr>
<td>YD06</td>
<td>0.39</td>
<td>0.22</td>
<td>0.22</td>
<td>3.1</td>
<td>0.32</td>
</tr>
<tr>
<td>Average</td>
<td>0.54</td>
<td>0.19</td>
<td>0.17</td>
<td>3.1</td>
<td>0.52</td>
</tr>
</tbody>
</table>
To further ensure the applicability of the observation operators, I partitioned the datasets into two subsets. The datasets of ASCAT SWI are initially grouped based on temporal resolution. Then, the established parameters of the polynomial equation for the calibration period are validated for the remaining datasets. The results of the CDF matching during calibration and validation period are presented in Figure 4-6. The observation operators behave differently between calibration and validation phases depending on temporal resolutions. The observation operators in calibration outperform those in validation phases. In terms of the correlation coefficient, the observation operator derived from the QM1 group shows a clearly worse performance compared to other temporal groups. Although both QM2 and QM3 display almost equally robust performances in statistical scores for calibration periods, the results obtained from the validation period show that
the highest mean $r$ values are observed when the datasets are grouped on the basis of growing and non-growing seasons (QM4). The similar results are generally found with respect to the RMSE and ubRMSE.

Figure 4-6 Statistics of the correlation coefficient ($r$), RMSE, and ubRMSE. Here, the error bar indicates 95% confidence interval.

4.3.3 Assessment of AMSR2 data

The AMSR2 SM products are evaluated against ground SM observations with the same procedure as the ASCAT: the scaling and filtering methods are also applied to assess and improve their performance.
Table 4-4 Comparison of AMSR2 SWI with different observation depths (r: correlation coefficient, RMSE: root mean square error, T: characteristic time length (days)).

<table>
<thead>
<tr>
<th>Site</th>
<th>D 10 cm</th>
<th>D 20 cm</th>
<th>D 30 cm</th>
<th>D 50 cm</th>
<th>D 0-50 cm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td>RMSE</td>
<td>ubRMSE</td>
<td>T</td>
<td>r</td>
</tr>
<tr>
<td>KMA01</td>
<td>0.49</td>
<td>0.32</td>
<td>0.17</td>
<td>7.3</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>0.72</td>
<td>0.28</td>
<td>0.16</td>
<td>17.7</td>
<td>0.70</td>
</tr>
<tr>
<td>KMA02</td>
<td>0.39</td>
<td>0.17</td>
<td>0.14</td>
<td>29.9</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>0.46</td>
<td>0.23</td>
<td>0.19</td>
<td>4.3</td>
<td>0.49</td>
</tr>
<tr>
<td>KMA03</td>
<td>0.29</td>
<td>0.37</td>
<td>0.21</td>
<td>2.7</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>0.19</td>
<td>0.24</td>
<td>0.21</td>
<td>3.5</td>
<td>0.18</td>
</tr>
<tr>
<td>KMA04</td>
<td>0.16</td>
<td>0.41</td>
<td>0.20</td>
<td>2.7</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>0.18</td>
<td>0.56</td>
<td>0.21</td>
<td>7.9</td>
<td>0.16</td>
</tr>
<tr>
<td>KMA05</td>
<td>0.10</td>
<td>0.44</td>
<td>0.24</td>
<td>2.7</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>0.44</td>
<td>0.24</td>
<td>0.14</td>
<td>29.9</td>
<td>0.21</td>
</tr>
<tr>
<td>KMA06</td>
<td>0.40</td>
<td>0.31</td>
<td>0.18</td>
<td>29.9</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>0.69</td>
<td>0.50</td>
<td>0.16</td>
<td>29.9</td>
<td>0.59</td>
</tr>
<tr>
<td>YD01</td>
<td>0.54</td>
<td>0.55</td>
<td>0.14</td>
<td>7.7</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.61</td>
<td>0.38</td>
<td>0.22</td>
<td>21.7</td>
<td>0.49</td>
</tr>
<tr>
<td>YD02</td>
<td>0.23</td>
<td>0.56</td>
<td>0.23</td>
<td>3.1</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>0.07</td>
<td>0.49</td>
<td>0.17</td>
<td>3.5</td>
<td>0.20</td>
</tr>
<tr>
<td>YD03</td>
<td>0.42</td>
<td>0.53</td>
<td>0.18</td>
<td>11.5</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>0.29</td>
<td>0.27</td>
<td>0.14</td>
<td>3.1</td>
<td>0.40</td>
</tr>
<tr>
<td>YD04</td>
<td>0.62</td>
<td>0.47</td>
<td>0.17</td>
<td>18.9</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>0.63</td>
<td>0.34</td>
<td>0.17</td>
<td>25.7</td>
<td>0.66</td>
</tr>
<tr>
<td>YD05</td>
<td>0.41</td>
<td>0.49</td>
<td>0.19</td>
<td>6.5</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td>0.47</td>
<td>0.24</td>
<td>12.3</td>
<td>0.31</td>
</tr>
<tr>
<td>YD06</td>
<td>0.25</td>
<td>0.50</td>
<td>0.23</td>
<td>4.1</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>0.36</td>
<td>0.20</td>
<td>10.5</td>
<td>0.22</td>
</tr>
<tr>
<td>Average</td>
<td>0.36</td>
<td>0.43</td>
<td>0.19</td>
<td>10.6</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>0.39</td>
<td>0.36</td>
<td>0.18</td>
<td>14.2</td>
<td>0.38</td>
</tr>
</tbody>
</table>
4.3.3.1 Results after filtering

In the same manner as the ASCAT SM products, I derive the AMSR2 SWI using the exponential filter, and then the derived RZSM at each observation depth is compared with in-situ observations. Table 4-4 shows the statistical scores describing the degree of agreements between the AMSR2 SWI and in-situ observations measured at different depths. The average $r$ values are equal to 0.36, 0.33, 0.34, 0.39, and 0.38 at 10, 20, 30, 50, and 0-50 cm depth, respectively, and a slightly higher mean $r$ value is obtained from SM profile (0-50 cm). The mean RMSE for each observation depth ranges from 0.36 to 0.43, and the mean $ubRMSE$ is from 0.18 to 0.19. The performance scores for AMSR2 are slightly lower than those obtained by ASCAT SWI. This is attributed to the discrepancy in the correlation of original AMSR2 data. It is interesting to note that the characteristic time ($T$) of the exponential filter is longer than that of ASCAT, with the average value of 10.6 days for AMSR2, and 3.1 days for ASCAT at 10 cm. The results support the findings of the previous studies, namely the optimal $T$ highly varies depending on the study area, soil condition, climatic condition, and even satellite sensors used (Albergel et al., 2008a).

4.3.3.2 Results after scaling

Similar to the results obtained from the ASCAT SWI-CDF, it is clear that the CDF matching method provides enhanced performance scores for most of the bias-correction groups with the exception of QM1 (Figure 4-7). The mean $r$ values increase from 0.36 (AMSR2 SWI at 10 cm) to 0.39, 0.70, 0.60 and 0.68 for QM1, QM2, QM3 and QM4, respectively. The results obtained from QM1 are very similar to those derived from ASCAT, showing that the performance is apparently lower than the other groups. The QM2 based on a monthly duration shows the best performance among others: the RMSE ranges from 0.11 to 0.18, with the average value of 0.15; the $r$ value is in the range 0.52-0.80, with the average value of 0.70.
Given that too many groups can cause serious overfitting issues, I subdivided datasets into two subsets and then validated the proposed CDF matching method through cross validation. As can be seen in Figure 4-8, it is evident that QM1 shows the worst performance in both calibration and validation periods. As for QM2 and QM3, significant different statistical scores are found between the calibration and validation periods resulting from overfitting issues. In contrast, QM4 shows a robust performance over both calibration and validation periods, thus confirming that the derived observation operator based on growing and non-growing seasons performs the best. These results are in line with the ASCAT.
Figure 4-8 Statistics of the correlation coefficient (r), and RMSE. Here, the error bar indicates 95% confidence interval.

4.4 Conclusions

This chapter aims to assess active and passive microwave SM retrievals and further expand their applicability. I first estimated the accuracy of the original satellite SM retrievals in terms of their orbits as well as variation patterns. The key results obtained are summarised as follows.

(1) In terms of the ASCAT products, the descending overpass is more highly correlated with in-situ observations than the ascending overpass in this study area. Conversely, a slightly better
correlation is found in the ascending overpass for the AMSR2 although the differences are insignificant.

(2) As for the characteristic time T representing water travel time along the soil profile in the exponential filter method, it is found that the optimal T values generally increase with the depth of observed soil, which is in accordance with the model’s underlying assumption. However, a smaller T value is obtained in the deeper soil layer at some observation sites, indicating that SM contents at the deeper layer tend to show rather larger temporal variability compared with that measured at the lower layer. Based on the results achieved in this chapter, it should be noted that although the determination of the optimal T value depends mainly on the soil depth, T value is also influenced by many uncertain factors, such as soil properties, length of data and climate conditions.

(3) Aside from the conventional bias correction approach that uses the whole record of the investigation period, I evaluated the performance of CDF matching method on a different temporal resolution basis to select an ideal combination: monthly (12 groups), seasonal (4 groups) and growing and non-growing (2 groups). The performance of each bias-correction group is then validated through a cross-validation procedure for the purpose of addressing overfitting issues. A bias-correction period of QM4 (2 groups; growing and non-growing) outperforms other temporal groups for both calibration and validation periods in South Korea.

Overall, the underlying features and limitations of satellite SM retrievals were investigated in depth, providing a meaningful perspective on the applicability of satellite SM products. The findings in this analysis further aided in addressing knowledge gaps in their varied performance in South Korea compared to different parts of the world. Moreover, successful attempts were made to overcome the shortcomings of the original satellite products, providing useful techniques concerning their practical applications; for instance, the exponential filter and bias correction method used in this chapter were widely employed for other hydrological applications throughout this thesis.
CHAPTER 5  

5.1 Motivation

In Chapter 4, considering the spatial mismatch and different measurement depths, a CDF matching method, as well as an exponential filter method, were employed to improve the applicability of satellite-derived SM. Aside from the abovementioned issue that satellite SM products are representative of a very shallow soil layer, another major challenge in using satellite SM data for practical applications is their coarse spatial resolution and uncertainties stemming from an inability to resolve sub-grid scale variability. To overcome this limitation, this chapter introduces a multivariate stochastic SM estimation approach based on GM-NHMM to spatially disaggregate the satellite SM data for multiple locations.

As illustrated in Section 2.4, many efforts have been made to achieve a higher spatial resolution for microwave SM data. However, the existing approaches all largely depend on a linear or nonlinear regression model to spatially downscale the satellite SM products without considering the uncertain factors affecting SM dynamics. The spatio-temporal dynamics of SM content result from complicated and mutually related processes of hydro-meteorological elements, such as subsurface flow, lateral flow, infiltration, precipitation, climate, and soil (Botter et al., 2007; Ridolfi et al., 2003). The influence of spatio-temporal variability in precipitation and temperature on the slow-varying behaviour of basin-scale SM can be better represented within a stochastic modelling framework (Botter et al., 2007). Recently, a stochastic downscaling technique, a nonstationary Markov model with a gamma (or exponential) distribution, has been widely used in both hydrology and meteorology (Khalil et al., 2010; Mehrotra and Sharma, 2005; Robertson et al., 2004).

---

Chapter 5 Spatial downscaling of soil moisture products

The stochastic downscaling approaches have been mainly used for rainfall simulation at multiple locations (Cioffi et al., 2017; Khalil et al., 2010; Kwon et al., 2009; Robertson et al., 2004). However, they have rarely been applied to SM data by means of a multivariate downscaling framework.

Given this background, this chapter aims to answer the following questions:

(1) Can daily SM sequences conditional on intraseasonal variability in climate be effectively clustered and discretized as a small set of states? In addition, can the identified states of daily SM and their transition probability be explicitly considered to better characterize SM dynamics?

(2) Is it desirable to use a nonstationary stochastic model that considers climate variables such as precipitation, temperature, and satellite-based SM products as predictors? Does a combination of climate variables and satellite-based SM better inform simulations?

(3) Can the proposed stochastic modelling framework be applied to simultaneously simulate the daily sequences of SM at multiple locations on a catchment scale?

In this chapter, I propose a GM-NHMM, which is primarily based on Hughes et al., (1999) and Yoo et al., (2015), to investigate those questions, with the intention of providing a practical tool for the estimation of daily SM on the catchment scale for use. In-situ SM observations at multiple stations are here used as a dependent variable, and both air temperature and rainfall, as well as the AMSR2 data, are considered as predictors. The proposed downscaling approach is applied to the Yongdam catchment in South Korea. The performance of the proposed downscaling scheme is then validated with 6 in-situ observations through a cross-validation procedure.

5.2 Study area and Datasets

In this chapter, I apply the spatial downscaling approach to the AMSR2 SM measurements for multiple stations. Figure 3-4 shows the study area and in-situ observation (i.e., SM and rainfall) sites. Air temperature was obtained from the Jangsu weather station operated by the KMA. The AMSR2 and ASCAT SM products were initially considered as potential predictors. As stated in Chapter 3, the AMSR2 SM data are in particular selected due to their relatively high temporal
resolution compared with the ASCAT (Figure 3-10). More importantly, the contribution of the
ASCAT data in the proposed model was insignificant in comparison with that of the AMSR2 SM
even though the original ASCAT data showed a slightly better agreement with in-situ observations
as illustrated in Chapter 4. The proposed stochastic spatial downscaling scheme based on a
nonhomogeneous hidden Markov chain model is then used to simulate SM data by mainly
employing Gaussian mixture distributions over a predefined set of hidden states at multiple stations.
The results point out that the overall accuracy of the original data does not ensure a better
performance in the proposed model.

5.3 Methodology

5.3.1 Multivariate Gaussian-Mixture Nonstationary Hidden Markov Model

In this section, I briefly present only the relevant details of a multivariate hidden Markov model
described elsewhere (Khalil et al., 2010; Kwon et al., 2011, 2009; Robertson et al., 2004; Yoo et
al., 2015) and primarily based on Hughes et al. (1999). A schematic representation of the general
procedure used to simulate the SM dynamics using GM-NHMM is illustrated in Figure 5-1.

A hidden Markov model (HMM) describes a process in which part of the system dynamics is
hidden, and some other part of the system can be partially explained by other observations. The
HMM uses a Markovian process and a set of stochastic functions to generate plausible sequences
for a given time series based on stochastic sampling from probability distributions conditioned on
different hidden states (Blunsom, 2004; Gharhramani, 2001).

Let $SM_t$ be an $M$-dimensional vector of in-situ SM measurements corresponding to $M$-stations at
time $t$. Let $SM_{1:T} = (SM_1, ..., SM_T)$ denote a sequence of SM with length $T$. The sequence of
observed SM measurements $SM_{1:T}$ is presumed to be governed by a Markov property with the
corresponding sequence $S_{1:T} = (S_1, ..., S_T)$ of a finite number of hidden states, taking on values $k$
in $\{1, K\}$. A joint distribution of $SM_{1:T}$ and $S_{1:T}$ can be explicitly defined by taking the two
conditional independence (CI) assumptions (Bishop, 2006; Smyth et al., 1997), as formulated
below.
First, assume that the sequence of hidden states $S_{1:T}$ follows the stationary Markovian process that relies only on the values of the previous $k$-th order states. Obviously, the probability distribution for the current hidden state with a first-order model ($k = 1$) can be represented as Eq. (5-1) (Rabiner, 1989).

$$p(S_1, ..., S_T) = p(S_1) \prod_{t=2}^{T} p(S_t | S_{t-1})$$  \hspace{1cm} (5-1)

For a stationary HMM, $p(S_1)$ is the initial-state probability vector, and the state-transition probability matrix of a hidden state can be denoted as $p(S_i | S_{i-1}) = \begin{bmatrix} \gamma_{ij} \end{bmatrix}$, $1 \leq i, j \leq K$.
Second, assume that individual in-situ observations $SM_t$ are conditionally independent of all other variables in the model given the current state $S_t$ (Robertson et al., 2006; Smyth et al., 1997).

$$p(SM_{t|t}|S_{t|T}) = \prod_{i=1}^{T} p(SM_i|S_i)$$

(5-2)

The joint probability of the SM data $SM_{t|T}$ and the hidden states can then be formulated as Eq. (5-3) (Kwon et al., 2011, 2009; Robertson et al., 2006).

$$p(SM_{t|T}, S_{t|T}) = \left[ p(S_i) \prod_{t=2}^{T} p(S_i | S_{t-1}) \right] \left[ \prod_{i=1}^{T} p(SM_i | S_i) \right]$$

(5-3)

SM values, $SM_t$, at time $t$ for $M$ stations are assumed to be conditionally independent of one another given the hidden state $S_t$. Here, spatial dependencies across multiple stations are indirectly modelled by the hidden state variable, as described in Eq. (5-4). Note that a more advanced approach to modelling the spatial structure of $SM_t$ across $M$ sites could be of particular interest in situations with high spatial correlation. More specifically, the spatial coherence across stations is considered by assigning a state to each day, representing the spatial structure of SM (Kwon et al., 2011, 2009; Robertson et al., 2006).

$$p(SM_i | S_i) = \prod_{m=1}^{M} p(SM_{i|m} | S_i)$$

(5-4)

The probability density function for the emission distribution at an individual SM station $SM_{i|m}$ is assumed to be approximated by a Gaussian mixture function of $C$ components for non-zero SM, with $p_{i,m,c} \geq 0$ and $\sum_{c=1}^{C} p_{i,m,c} = 1$ for all $m = 1, ..., M$ and $i = 1, ..., K$, as follows:

$$p(SM_{i|m} = r | S_i = i) = \sum_{c=1}^{C} p_{i,m,c} N(\mu_{i,m,c}, \sigma_{i,m,c})$$

(5-5)

Here, $\mu$ and $\sigma$ are the mean and variance of the Gaussian distribution, respectively, and the set of parameters associated with the transition matrix, the initial states, and the parameters of emission distribution are simultaneously estimated from the observed SM data using the expectation-maximization (EM) algorithm in an optimisation context. Gaussian mixture models are a statistical
tool for multimodal density estimation (Bilmes, 1998; Gauvain and Lee, 1994). Gaussian mixture models have been used for SM modelling (Ryu and Famiglietti, 2005; Verhoest et al., 2015; Vilasa et al., 2017), and have also been used extensively in hydrologic field (Carreau et al., 2009; Lakshmanan and Kain, 2010; Rings et al., 2012; Yoo et al., 2015). Unlike the HMM, the underlying assumption of the GM-NHMM is that SM is generated in a stochastic process that sequentially depends on a set of predictors represented by rainfall, temperature, and the satellite product. Specifically, NHMMs can be constructed by imposing a non-stationarity assumption on the probability distribution of the response variables, which in turn depends on observed independent variables (Hughes et al., 1999; Hughes and Guttorp, 1994; Kwon et al., 2011). This SM model can be substantially expanded by introducing a mixture model for SM content into the existing HMM. In this chapter, I use a mixture of Gaussians to describe SM at multiple stations in a stochastic framework to account for SM variability. Again, I use the expectation-maximisation (EM) algorithm to estimate the parameters, which is an iterative method for maximising the likelihood function (Dempster et al., 1977).

The concept of CI can be illustrated as edges in a directed acyclic graph of the GM-NHMM, as shown in Figure 5-2. Suppose \( X_{1:T} = (X_1, \ldots, X_T) \) is a set of predictors representing SM, such as rainfall, temperature, and AMSR2 SM data. In a GM-NHMM, the state-transition matrix is assumed to be nonstationary, and therefore, the dynamic evolution of transition probability is a function of multivariate exogenous variables, \( X_{1:T} \). The GM-NHMM is then written as Eq. (5-6) (Khalil et al., 2010; Kirshner, 2005; Kwon et al., 2011, 2009).

\[
p(SM_{1:T}, S_{1:T} | X_{1:T}) = \left[ p(S_i | X_i) \prod_{t=2}^{T} p(S_i | S_{t-1}, X_t) \right] \left[ \prod_{t=1}^{T} p(SM_i | S_i) \right]
\]

In this study, I consider uniform priors, thus leading to the maximum likelihood approach to estimating a set of model parameters, \( \arg \max_\theta P(SM | X, \theta) \). Again, note that the proposed model assumes that the observed SM sequences from different years are conditionally independent. Under the GM-NHMM, the log-likelihood function \( LL(\theta) \) of the observed SM data at multiple locations can be written as follows (Khalil et al., 2010):
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\[
LL(\Theta) = \ln p(S_{1:T} | X_{1:T}, \Theta)
= \sum_{s_{1:T}} \sum_{x_{1:T}} \left[ p(S_1 | X_1, \Theta) \prod_{t=2}^{T} p(S_t | S_{t-1}, X_t, \Theta) \right] \prod_{t=1}^{T} p(S_{t} | S_{t-1}, \Theta)
\]

(5-7)

Figure 5-2 Graphical model representation of nonhomogeneous hidden Markov model. Here, SM, S, X indicate SM, hidden state and exogenous variable (i.e., rainfall, temperature, and AMSR2), respectively.

The parameter values cannot be obtained analytically, so I use the EM algorithm to estimate the value of the parameter vector \( \Theta \) by maximising Eq. (5-7). The EM algorithm is an iterative method for maximising the likelihood function in a parameter space \( \Theta \). Finally, the state evolutions over time in Eq. (5-6) are simulated by a multinomial logistic regression as follows (Kirshner, 2005; Kwon et al., 2011):

\[
p(S_t = \beta | S_{t-1} = \alpha, X_t = x) = \frac{\exp(\omega_{\alpha\beta} + \xi^{t}_\beta x)}{\sum_{k=1}^{K}\exp(\omega_{\alpha\beta} + \xi^{t}_k x)}
\]

(5-8)

All the parameters \( \omega \) are real and \( \xi \) is a vector in a multi-dimensional parameter space. Here, the prime denotes the transpose of the vector. Parameterization and prediction using NHMM are well documented in the statistical literature and, thus, need not be elaborated here. For a more detailed

### 5.3.2 Ordinary Linear Regression (OLR)

As a comparison to the GM-NHMM, I applied a linear regression model with the same input variables used in the GM-NHMM to downscale the AMSR2 SM product for each station \( m \). Here, each parameter (\( \beta \)) is obtained from the least squares method. The linear combination of predictors for estimating SM can be written as follows:

\[
SM_i^m = (\beta_0^m + \beta_1^m \times R_i + \beta_2^m \times Tp_i + \beta_3^m \times ST_i)
\]

(5-9)

where \( SM \), \( R \), and \( Tp \) are in-situ SM, rainfall, and temperature data, respectively, and \( ST \) is 10km AMSR2 SM data. Again note that predictor variables used here are averaged over the entire region.

### 5.4 Results and discussion

#### 5.4.1 CDF matching for bias correction

Prior to disaggregating the AMSR2 SM products, this chapter also employs the CDF matching method with intent to remove the systematic bias from the satellite SM data for subsequent use. In this study, t location-scale (eq. (5-10)) and gamma (eq. (5-11)) distributions were selected to fit the AMSR2 and in-situ SM data, respectively, based on the Akaike information criterion (AIC) (Akaike, 1974) and the Bayesian information criterion (BIC) (Schwarz, 1978), respectively, as summarised in Table 5-1.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>In-situ</th>
<th>AMSR2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BIC</td>
<td>AIC</td>
</tr>
<tr>
<td>Gamma</td>
<td>44,677</td>
<td>44,663</td>
</tr>
<tr>
<td>Log-logistic</td>
<td>45,051</td>
<td>45,037</td>
</tr>
<tr>
<td>Normal</td>
<td>45,128</td>
<td>45,114</td>
</tr>
<tr>
<td>t-location scale</td>
<td>45,137</td>
<td>45,116</td>
</tr>
<tr>
<td>Weibull</td>
<td>45,259</td>
<td>45,246</td>
</tr>
</tbody>
</table>
Figure 5-3 Bias-uncorrected and bias-corrected AMSR2 SM time series data with in-situ observations during the study period, 2014–2016.

As shown in Figure 5-3, the bias-corrected AMSR2 SM data exhibit enhanced variability and match well with the in-situ observations. I used these bias-corrected AMSR2 SM products for this study.

\[
f(x) = \frac{\Gamma\left(\frac{\nu+1}{2}\right)}{\sigma \sqrt{\pi \nu \Gamma\left(\frac{\nu}{2}\right)}} \left[\frac{\nu + \left(z - \mu\right)^2}{\nu} \right]^{-\left(\frac{\nu+1}{2}\right)}
\]

\[
f(y) = \frac{y^{\theta-1}e^{-\tau y}}{\tau^\theta \Gamma(\theta)}
\]
where $\mu$, $\sigma$, and $v$ are the location, scale, and shape parameters of the $t$ location-scale distribution, respectively, and $\Gamma(\bullet)$ is the gamma function. $\theta$ and $\tau$ are the shape and scale parameters of the gamma distribution, respectively.

### 5.4.2 Predictor selection

It is important to identify a suitable set of predictors that consistently influences the response variables. However, in a regression model, using several predictors can cause serious overfitting, which results in unrealistic predictions (Khalil et al., 2010). For a parsimonious model, I consider only three predictors, daily rainfall, air temperature, and AMSR2 data, and I initially evaluate the cross-correlations for all lagged orders. The correlations are statistically significant and strongly persistent, as illustrated in Figure 5-4. Note that here the values are averaged over the entire watershed for a representation. The lag-1 correlation is high for daily rainfall, and the correlations appear to be consistent with the lag in the temperature and AMSR2 data. Therefore, I retained a set of 1 day time-lagged values for the three predictors to simulate SM content in the proposed GM-NHMM.

![Figure 5-4 Sample cross correlation between the in-situ SM and a set of predictors: a) rainfall, b) temperature, and c) AMSR2 SM data. All values are averaged over the entire watershed.](image)

### 5.4.3 Stochastic modelling of SM using GM-NHMM

The performance of the GM-NHMM is greatly influenced by the number of hidden states used to represent an unobserved SM state. In this study, I estimated the number of hidden states by recursively maximising the log-likelihood (or minimizing the BIC) in the context of optimisation.
The maximized log-likelihoods for each state are shown in Figure 5-5, together with the minimized BIC. As shown in Figure 5-5(a), the log-likelihoods gradually increase with the number of hidden states, but I could not clearly identify an inflexion point on the curve to determine the optimal number of hidden states. On the other hand, the BIC decreases rapidly at 4 states, and the degree of reduction beyond 6 hidden states is negligible. Therefore, I used 6 hidden states to build a stochastic SM model at multiple locations. For the selected 6 hidden states, the most likely temporal sequences can be efficiently determined using the Viterbi algorithm (Viterbi, 1967), which calculates the probability that a hidden state will occur as well as the probability that it will transition to another state at a certain date. The estimated temporal sequences of observed SM are illustrated in Figure 5-6, and considerable inter-annual and intraseasonal variability are clearly identified. The Viterbi analysis is a useful tool not only to capture intra- and inter-annual variability but also to quantify its intensity. More specifically, changes in the intra-annual sequence of observed SM states are shown along a horizontal line, and inter-annual variability is represented by a vertical line.

Figure 5-5 Log-likelihood and BIC values in terms of hidden states.
Figure 5-6 Estimated hidden state sequence for a 3-year period (2014–2016).

The degree of soil wetness and the frequencies associated with hidden states are presented in Figure 5-7. Figure 5-7(a) shows boxplots representing station-averaged SM data corresponding to each state in 2014–2016. Clearly, the lower states are closely related to drier soil conditions, and vice versa. Moreover, the median SM value increases largely as a function of the number of states (i.e., from 21% (state 1) to 29.3% (state 6)). The percentage of days falling into the 6 hidden states for SM data across 6 stations are 14.4, 14.8, 19.5, 19.8, 20.3, and 11.1%. States 3–5 occur dominantly during the entire period, accounting for 59.6%, whereas state 6, representing the wettest soil condition, has the lowest frequency, as shown in Figure 5-7(b). The estimated transition probabilities of the NHMM are shown in Table 5-2. Note that the state-transition in the GM-NHMM is assumed to be nonstationary and informed by exogenous variables, such as rainfall and temperature. As expected, the self-transition probability (more likely to stay in the current state than to transition to a new state) is noticeably high, with state 1 being the most persistent (0.93) and state 6 being the least persistent (0.70).
Figure 5-7 Estimated distribution and frequency of SM in each state.

Table 5-2 Transition probability matrix of 6 hidden states for SM at 6 stations in the Yongdam watershed.

<table>
<thead>
<tr>
<th></th>
<th>Station 1</th>
<th>Station 2</th>
<th>Station 3</th>
<th>Station 4</th>
<th>Station 5</th>
<th>Station 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Station 1</td>
<td>0.93</td>
<td>0.01</td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Station 2</td>
<td>0.02</td>
<td>0.90</td>
<td>0.01</td>
<td>0.04</td>
<td>0.00</td>
<td>0.04</td>
</tr>
<tr>
<td>Station 3</td>
<td>0.04</td>
<td>0.03</td>
<td>0.88</td>
<td>0.00</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>Station 4</td>
<td>0.00</td>
<td>0.04</td>
<td>0.00</td>
<td>0.92</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Station 5</td>
<td>0.00</td>
<td>0.00</td>
<td>0.07</td>
<td>0.05</td>
<td>0.79</td>
<td>0.09</td>
</tr>
<tr>
<td>Station 6</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.30</td>
<td>0.70</td>
</tr>
</tbody>
</table>

The temporal patterns of the simulated SM and the in-situ observations at 6 stations are illustrated in Figure 5-8. To verify the potential of the model to reproduce the variability observed in the SM data, I conducted 100 simulations. The results show a fairly good agreement with the in-situ observations. Here, the proposed GM-NHMM is illustrated across the entire period (2014–2016), along with the OLR model, in Figure 5-9. The GM-NHMM comprises the vector of observed SM data from 6 stations (as dependent variables) given a vector of observed covariates (as independent variables). For comparison, I built an OLR model for each station using the ordinary least square method for the best-fit model of SM data. Summary statistics for the comparison between the GM-
NHMM and OLR are presented in Table 5-3, and the GM-NHMM outperforms the OLR model. More specifically, the SM data simulated through the GM-NHMM agree well with the in-situ observations, with correlation coefficients \((r)\) ranging from 0.73 to 0.81 (mean: 0.78), and a root mean square error (RMSE) ranging from 1.47 \% to 2.62 \% (mean: 2.06 \%), whereas the OLR has much lower performance (mean \(r\): 0.49 and mean RMSE: 2.58 \%).

Table 5-3 Comparison between in-situ and simulated SM. Here, BC AMSR2 and GM-NHMM refer to goodness of fit obtained from biased corrected AMSR and Gaussian-mixture nonstationary hidden Markov model, while OLR represents the results obtained from ordinary linear regression model during the study period (2014-2016).

<table>
<thead>
<tr>
<th>Site</th>
<th>BC AMSR2</th>
<th>GM-NHMM</th>
<th>OLR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(r)</td>
<td>RMSE (%)</td>
<td>(r)</td>
</tr>
<tr>
<td>Station 1</td>
<td>0.34</td>
<td>4.55</td>
<td>0.79</td>
</tr>
<tr>
<td>Station 2</td>
<td>0.10</td>
<td>4.07</td>
<td>0.78</td>
</tr>
<tr>
<td>Station 3</td>
<td>0.31</td>
<td>2.55</td>
<td>0.73</td>
</tr>
<tr>
<td>Station 4</td>
<td>0.38</td>
<td>2.54</td>
<td>0.81</td>
</tr>
<tr>
<td>Station 5</td>
<td>0.17</td>
<td>4.34</td>
<td>0.79</td>
</tr>
<tr>
<td>Station 6</td>
<td>0.10</td>
<td>4.93</td>
<td>0.79</td>
</tr>
<tr>
<td>Average</td>
<td>0.23</td>
<td>3.83</td>
<td>0.78</td>
</tr>
</tbody>
</table>

To further ensure that the proposed modelling scheme can predict SM, I subdivided the SM data into different groups and then validated the proposed GM-NHMM using a cross-validation scheme. I partitioned a sample of SM data into three different subsets corresponding to the year of interest, trained the model on one subset, and then validated the model with the remaining data. In other words, a set of parameters for the GM-NHMM is estimated in the training period, and the identified parameters are then used to simulate SM for the validation. I performed 100 simulations for each cross-validation partition for both the training and validation periods. As a representative case, the simulated SM values for 6 stations are compared with the values observed at those stations for the training period (2014–2015) and the testing period (2016) in Figure 5-10. The SM data are reasonably well reproduced by the proposed GM-NHMM for both the training and testing phases. The results of the cross-validation using the GM-NHMM for the different partitions are summarised in Table 5-4.
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Figure 5-8 Comparison of time series data between the in-situ and GM-NHMM-simulated SM data for 2014–2016: the green line indicates the in-situ observations, and the blue line represents the median of 100 simulations. The shaded area represents the uncertainty bound of simulations (between 2.5% and 97.5%).
Figure 5-9 Comparison of time series data between the in-situ and OLR-simulated SM products for 2014–2016: the green line indicates in-situ observations, and the blue line represents OLR-simulated SM.

I considered three goodness-of-fit measures, correlation coefficient $(r)$, RMSE, and bias, in evaluating the models. During the training periods, the 6-station averaged correlation coefficient values range from 0.72 to 0.80, whereas during the validation period, the $r$ values show slightly lower correlations than during the training period. However, the GM-NHMM can clearly generate the intraseasonal sequence of daily SM fairly well, and other measures also show reasonable performance at multiple locations, leading to higher correlations with the observed SM data. The RMSE and bias values are also generally better for the training period than the validation period.
Figure 5-10 Comparisons between the sequences of simulated SM and that observed at multiple locations in the Yongdam watershed for a) the training period (2014–2015) and b) the validation period (2016).
Table 5-4 Comparison between in-situ and simulated SM.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td>RMSE (%)</td>
<td>Bias</td>
<td>r</td>
<td>RMSE (%)</td>
<td>Bias</td>
</tr>
<tr>
<td>Station 1</td>
<td>0.79</td>
<td>2.69</td>
<td>0.43</td>
<td>0.80</td>
<td>2.47</td>
<td>0.32</td>
</tr>
<tr>
<td>Station 2</td>
<td>0.79</td>
<td>2.10</td>
<td>0.66</td>
<td>0.75</td>
<td>1.85</td>
<td>0.19</td>
</tr>
<tr>
<td>Station 3</td>
<td>0.76</td>
<td>1.49</td>
<td>0.28</td>
<td>0.67</td>
<td>1.57</td>
<td>0.10</td>
</tr>
<tr>
<td>Station 4</td>
<td>0.80</td>
<td>1.57</td>
<td>0.24</td>
<td>0.83</td>
<td>1.24</td>
<td>0.06</td>
</tr>
<tr>
<td>Station 5</td>
<td>0.79</td>
<td>2.37</td>
<td>0.67</td>
<td>0.78</td>
<td>1.89</td>
<td>0.23</td>
</tr>
<tr>
<td>Station 6</td>
<td>0.83</td>
<td>2.23</td>
<td>0.68</td>
<td>0.73</td>
<td>2.96</td>
<td>1.04</td>
</tr>
<tr>
<td>Average</td>
<td>0.79</td>
<td>2.08</td>
<td>0.49</td>
<td>0.76</td>
<td>2.00</td>
<td>0.33</td>
</tr>
</tbody>
</table>
For a multisite SM simulator, it is of particular importance to correctly reproduce the spatial coherence of daily SM across multiple stations. Therefore, I estimated the spatial correlations of the sequence of daily SM and compared them with the observed values. As shown in Figure 5-11, the spatial correlations across the stations are reasonably well reproduced by the proposed GM-NHMM model.

![Spatial correlation matrices](image)

Figure 5-11 Comparison of the spatial correlation matrices between the observations and simulations of daily SM sequences across 6 stations.

Table 5-5 Comparison of \( r \) values with respect to different combinations of predictors.

<table>
<thead>
<tr>
<th>Sta. No</th>
<th>Modelling</th>
<th>Cross Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Station 1</td>
<td>0.75</td>
<td>0.76</td>
</tr>
<tr>
<td>Station 2</td>
<td>0.73</td>
<td>0.74</td>
</tr>
<tr>
<td>Station 3</td>
<td>0.63</td>
<td>0.70</td>
</tr>
<tr>
<td>Station 4</td>
<td>0.78</td>
<td>0.78</td>
</tr>
<tr>
<td>Station 5</td>
<td>0.73</td>
<td>0.75</td>
</tr>
<tr>
<td>Station 6</td>
<td>0.75</td>
<td>0.77</td>
</tr>
<tr>
<td>Average</td>
<td>0.73</td>
<td>0.75</td>
</tr>
</tbody>
</table>

**Case 1: Predictors: Rainfall, Temperature**

| Station 1 | 0.78 | 0.78 | 0.79 | 0.72 | 0.81 | 0.80 | 0.70 |
| Station 2 | 0.39 | 0.45 | 0.22 | 0.23 | 0.51 | 0.38 | 0.47 |
| Station 3 | 0.62 | 0.66 | 0.53 | 0.57 | 0.67 | 0.56 | 0.62 |
| Station 4 | 0.81 | 0.80 | 0.84 | 0.79 | 0.83 | 0.84 | 0.70 |
| Station 5 | 0.62 | 0.61 | 0.64 | 0.49 | 0.75 | 0.67 | 0.53 |
| Station 6 | 0.57 | 0.61 | 0.50 | 0.49 | 0.67 | 0.59 | 0.63 |
| Average | 0.63 | 0.65 | 0.58 | 0.55 | 0.71 | 0.64 | 0.61 |
Table 5-5 shows the results of applying the GM-NHMM with different combinations of predictors to examine the contribution of the AMSR2 SM data to the proposed model. The use of rainfall and temperature without the AMSR2 data (case-1) led to a slightly lower correlation coefficient of 0.73, compared to the results obtained with all three predictors shown in Table 5-5. On the other hand, there was no significant change in the correlation coefficient of 0.63 when I used rainfall alone as a predictor (case-2). Furthermore, I found a similar trend in our cross-validation analysis. Therefore, the 1 day time-lagged rainfall data might be the main factor in properly reproducing SM dynamics. Nonetheless, combining rainfall with temperature and AMSR2 still yielded the highest correlation with the in-situ observations.

5.5 Conclusions

In this chapter, I have presented a stochastic SM estimation model based on a GM-NHMM to spatially disaggregate AMSR2 SM data at multiple locations in the context of downscaling. Given the close relationship with SM, both rainfall and air temperature were considered as potential predictors in the proposed stochastic downscaling model. 1 day time-lagged values for the three predictors (i.e., Rainfall, temperature and AMSR2) were also used in the proposed GM-NHMM model. Before applying the proposed downscaling scheme, the quantile mapping approach was employed to reduce the systematic bias in the AMSR2 SM products, and those bias-corrected AMSR2 SM products were exploited for subsequent analyses. In GM-NHMM terms, I formulated a six-state model with three predictors representing an unobserved SM state based on the BIC. The temporal sequences of unobserved hidden states and the dynamic evolution of transition probability were estimated by the Viterbi algorithm. Consequently, the proposed GM-NHMM was applied to simulate fine-resolution SM products in a multivariate framework. I compared the results with in-situ observations from the Yongdam catchment in South Korea. The key results obtained in this chapter are summarised as follows.

(1) The estimated small set of hidden states that most likely corresponds to localized SM dynamics is effectively captured and accounts for a certain fraction of the SM process, which improves understanding of the intraseasonal and inter-annual variability of SM dynamics. Based on the identified state transition-probability matrix, self-transitions are more significant than the
probability of transitioning to other states, indicating that the states seem to be persistent over time due to the slow-varying behaviour of basin-scale SM (Botter et al., 2007).

(2) Given the relatively short length of the in-situ SM time series data, I considered a cross-validation performance assessment of the simulations. The results presented in this chapter illustrate the potential of a stochastic model with a climate-predictor-based forecast. However, the relatively small improvement in forecast skill that the AMSR2 SM products offer in the model suggests that the AMSR2 data might not sufficiently reflect the regional or seasonal characteristics of this study area.

(3) I compared the efficiency of the proposed model with that of an ordinary regression model using the same predictors. The mean correlation coefficient for the GM-NHMM obtained by averaging over all the stations is about 0.78, which is significantly greater than that of the OLR, about 0.49. The proposed model also yields a noticeable reduction in RMSE.

The main contributions in this chapter are insights into the SM process and its potential predictability, leading to the way for more applications in hydrologic studies. The findings and approaches used in this chapter are expected to offer useful guidelines for acquiring fine-resolution SM product. Moreover, given that most global-scale SM datasets are provided to the public domain with coarse spatial scale (10-40 km), the downscaling scheme can be effectively applied to other SM datasets including the land surface model (e.g., the ERA-Interim and GLDAS SM product) for regional applications.
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CHAPTER 6  
Incorporating soil moisture state into a hydrological model

6.1 Motivation

Previous chapters (Chapter 4 and Chapter 5) focused on overcoming the inherent limitations of the use of satellite SM products. This is, the scaling/filtering method was employed to mitigate mismatch in observation depths and associated biases in Chapter 4, while the critical issue arising from a coarse spatial resolution was addressed by introducing a stochastic downscale scheme in Chapter 5. In this chapter, considering the importance of identifying spatio-temporal variation in SM which aids in a better understanding the hydrological behaviour, the degree of contribution of SM and its particular role in RR simulation is explored by incorporating satellite SM into the proposed RR modelling framework.

The hydrological model used for simulating the RR process is an imperative tool for water resource planning and management. To date, despite considerable efforts and improvements to establish an effective RR model for a better understanding of catchment response to rainfall event, there still remains the question whether the improvement meets scientific and practical demands (Orth et al., 2015). Clearly, apart from the model formulation, SM appears as a key variable in understanding the interaction between surface rainfall and water loss, which can be mainly attributed to the corresponding hydrological elements such as evapotranspiration, infiltration and percolation loss (Dorigo et al., 2017; Massari et al., 2015). The performance of runoff modelling is therefore significantly dependent on how accurately the RR model can capture the spatio-temporal variation of SM conditions (Brocca et al., 2010; Loizu et al., 2018). Despite the importance of identifying a spatio-temporal variation in SM, which in turn lead to a better understanding of the hydrological behaviour, its use in the hydrological model for input is limited by the lack of an in-situ observation network in many parts of the world including South Korea.

As stated in Section 2.2, over the past decades, satellite-based SM products have become available with increased accuracy and frequency (Loizu et al., 2018) and their hydrological applications have substantially expanded and used for an alternative data source to explore the various issues and challenges involved in different aspects of hydro-meteorological problems such as numerical weather prediction (Dharssi et al., 2011), rainfall estimation (Brocca et al., 2014; Ciabatta et al., 2018) and drought monitoring (Enenkel et al., 2016). In addition to the aforementioned applications, satellite SM retrievals have been integrated into either conceptual (Brocca et al., 2012; Massari et al., 2015) or physically-based RR models (Lievens et al., 2015; Loizu et al., 2018; Young et al., 2017) using data assimilation techniques. However, the benefits of the use of SM in the RR model varies greatly depending on the study, providing either no (or limited) improvement in the accuracy of runoff simulation or vice versa. More specifically, Lievens et al., (2015) found that SM made a limited contribution to runoff prediction, while Brocca et al. (2012) and Massari et al. (2015) achieved significantly improved overall response by combining satellite SM with conventional RR modelling framework. Conversely, no significant improvement was found by Han et al. (2012).

In this perspective, this chapter investigates a hybrid RR model that can make use of the intermediate state variables obtained from a conceptual model (i.e. the Tank model) within a least squares support vector machine (LSSVM; an upgraded version of the support vector machine) based regression framework. Here, I specifically used the LSSVM since it has a computational advantage over conventional support vector machines by converting a quadratic formulation into a set of linear equations (Kisi and Parmar, 2016; Okkan and Serbes, 2012). The fundamental hypothesis behind the proposed hybrid approach is that the combined use of different models may intuitively have more relevance to capture complex features of the RR processes, thus providing a better representation of the runoff process than the individual use. I first build the Tank model and explore the performance of the model in terms of simulating daily runoff discharge in the Yongdam catchment, South Korea. Here, I assume that the water depths at each tank are the intermediate state variables to be considered as the proxy measure of the SM. The role of the obtained water depths at each tank and their different combinations in the LSSVM based RR modelling scheme are then explored. In addition, the potential use of remotely sensed SM products and its combined use with the state variables in hydrological modelling are further examined in the context of the hybrid simulation.
Given this background, this study attempts to address the following questions:

(1) How much information on SM can implicitly be obtained from a conceptual RR model? How much are the captured intermediate variables correlated with in-situ SM?

(2) Can machine learning technique effectively describe RR relationship with a small set of predictors in the context of data-driven learning?

(3) Can the use of the obtained intermediate variables be more effective in RR modelling within a machine learning based regression framework, particularly for low flow simulation in the context of a hybrid model?

### 6.2 Study area and datasets

As mentioned in Chapter 3.1, the Yongdam catchment has a drainage area of 930 km² and primary land uses consist of forest, agriculture and urban, covering 70.1 %, 19.2 % and 2.6 % of the catchment area (Table 3-1), with an annual rainfall of 1,299 mm and runoff depth of 680 mm during the period 2007-2016. Hydrologic data such as runoff, rainfall and SM records are measured by the K-water. There are six hydrologic stations where precipitation has been measured since 2001, whereas SM has been recorded since 2014 using the TDR (Topp et al., 1980). Study area and the location of stations used in this chapter are presented in Figure 3-4. Here, the areal rainfall is defined by Thiessen Polygons, whereas climate data (i.e., air temperature, relative humidity, wind speed, and sunshine hour), required for estimating reference evapotranspiration, are obtained from Jangsu weather station operated by the KMA. In addition to meteorological data, the ESA CCI SM product (v04.2) is used in this chapter. As mentioned in Section 3.2, for the study period 2007-2016, the active-passive combined SM products with a spatial resolution of 0.25° are chosen due to their higher temporal resolution and better accuracy compared to either the active or the passive retrievals (Liu et al., 2011).
6.3 Methodology

6.3.1 Tank model

The tank model is classified as a deterministic, conceptual and continuous model. Similar to other conceptual models that in general consist of a series of interconnected subsystems (i.e., storages), the tank model used in this study is composed of three vertically interconnected tanks (i.e. 3-Tank model), as illustrated in Figure 6-1. The structure of the tank model such as the number of tanks and their associated side outlets in each tank can be effectively formulated in terms of physical catchment attributes and climatological conditions for a particular purpose. For instance, a model with two tanks was proposed to evaluate the RR relationship for a paddy field (Basri, 2013), while Paik et al. (2005) used a 4-Tank model for a better representation of deep percolation process in the forest region.

Figure 6-1 Schematic diagram showing the structure of the 3-Tank model.

The tank depth is directly recharged by rainfall in the first tank and through infiltration or percolation in the remaining tanks and depleted through either evapotranspiration or runoff so that
the amount of water in each tank represents catchment storage. In terms of the 3-Tank model, a continuous daily rainfall is used in the first tank as input and evapotranspiration is assumed to occur in all three tanks. For instance, if there is insufficient water in the first tank, the storage of the second tank is reduced to fulfil the demand for evapotranspiration in the first tank. Similarly, the lack of water in both the top two tanks affects the storage reduction of the third tank located at the bottom. The side outlets in each tank are responsible for simulating runoff in different layers, representing surface runoff, intermediate runoff, and base flow, respectively. Here, total runoff is then calculated by accumulating runoff from the side outlets as follows (Song et al., 2017):

$$Q = q_{11} + q_{12} + q_2 + q_3 = \sum (ST_i - H_{ij})a_{ij}$$

(6-1)

where $Q$ is total runoff and $q_{ij}$ refers to the runoff of $j^{th}$ side outlet at the $i^{th}$ tank (mm) with the associated runoff coefficient $a_{ij}$ while $ST_i$ represents the storage of the $i^{th}$ tank (mm). More details on the model equation can be found in Appendix A.

To accurately estimate runoff through the tank model, reliable daily rainfall and potential evapotranspiration datasets over a given catchment are required as input data. Here, daily rainfall sequences from six stations are obtained, and the areal mean rainfall over the catchment is calculated by the Thiessen polygon method. Moreover, the standard FAO-56 Penman-Monteith method is used to estimate reference evapotranspiration (Allen et al., 1998) and the potential evapotranspiration estimates are then adjusted via the calibration process in the model, considering water balance over the catchment between input (rainfall) and output (runoff).

### 6.3.2 Least square support vector machine

The support vector machine (SVM) developed by Vapnik (1995) has been widely used for classification and regression tasks in many different fields, including RR prediction (Okkan and Serbes, 2012; Raghavendra and Deka, 2014). In this study, the LSSVM that is considered as an upgraded version of the SVM is employed for the purpose of RR modelling. The LSSVM differs from the conventional SVM in that the LSSVM approach uses a set of linear equations for solving optimisation problems instead of using a quadratic form in the conventional SVM (Kisi and Parmar, 2016; Yan and Chowdhury, 2013). A structure of the LSSVM is schematically presented in Figure 6-2. As abovementioned, the LSSVM particularly adopts a least squares linear system as the loss
function with two-layer networks. Here, I briefly describe the concept of the LSSVM. A more detailed description of the LSSVM scheme can be found in the literature (Suykens et al., 2002).

Let \( \{x_k, y_k\}_{k=1}^{N} \) be \( N \) length of datasets with input \( (x \in R^N) \) and output \( (y \in R) \), where \( R^n \) denotes \( n \)-dimensional input/output vector space. The LSSVM model can be formulated as follows:

\[
y(x) = w^T \varphi(x) + b
\]  

(6-2)

where \( \varphi(\cdot) \) is the feature map embedding the input data into a higher dimensional feature space; \( w \) is a weight vector; \( b \) is considered as a bias term.

For the LSSVM regression, the optimisation problem is given as follows:

Minimize: \( \frac{1}{2} w^T w + \frac{1}{2} \sum_{k=1}^{N} e_k^2 \),

Subject to: \( y(x) = w^T \varphi(x_k) + b + e_k, \quad K = 1, ..., N \)  

(6-3)

Then, Eq. (6-3) is finally rewritten by introducing Lagrange multipliers as follows:

\[
y(x) = \sum_{k=1}^{N} a_k K(x, x_k) + b
\]

(6-4)

where \( a_k \) is the Lagrangian multiplier and \( K(x_k, x_l) \) is the kernel function.

\[
K(x_k, x_l) = \exp\left\{-\frac{(x_k-x_l)^T(x_k-x_l)}{2 \sigma^2}\right\}, \quad k, l = 1, ..., N
\]

(6-5)

where \( \sigma \) is the width of the radial basis function.

It should be noted that the performance of the LSSVM is highly dependent on the kernel function. Among many kernel functions, such as linear kernel function, polynomial, sigmoid and radial basis function (RBF), the RBF is used in the practical aspects. More specifically the RBF is more flexible than the others with fewer parameters to be estimated (Hosseini and Mahjouri, 2016). The LSSVM with Coupled Simulated Annealing (CSA) optimisation algorithm initially determines a suitable set of parameter based on five multiple starters. These parameters are then given in the second optimisation procedure to further optimise the parameters in a fine-tuning step: here, a simplex optimisation approach (Nelder and Mead, 1965) is employed for tuning parameters through a cross-validation procedure by partitioning samples into training data and test dataset. For the sake
of comparison with the Tank model under the same conditions, hydrologic data used for the calibration period (2007-2013) are exploited for the training process in the LSSVM model and the remaining data for the verification period (2014-2016) are similarly considered for the testing phase. A Matlab version of the LSSVM used in this study is obtained at https://www.esat.kuleuven.be/sista/lssvmlab/.

Figure 6-2 Schematic architecture of SVM based on an RBF network.

6.3.3 Tank-LSSVM hybrid model

A hybrid RR model (hereinafter named the Tank-LSSVM model) is constructed by using the outputs from the Tank model in a LSSVM based regression framework. In this study, the storage variables (i.e., \( ST_1, ST_2, \) and \( ST_3 \)) in the Tank model are considered as intermediate state variables, representing the temporal variation of SM over the catchment. A schematic representation of the proposed hybrid model together with specific implementation procedures is presented in Figure 6-3. The selection of input variables (or predictors) is of great importance in a machine learning-based approach (Bray and Han, 2004). In this study, potential predictors being considered for formulating the Tank-LSSVM model are rainfall, tank storages (i.e., \( ST \)) and European Space Agency Climate Change Initiative (ESA CCI) SM. Moreover, the use of satellite SM products is
of particular interest for an ungauged watershed, and an experimental study is presented to explore the role within the proposed model. Here, an iterative approach to obtain the optimal combination sets of the independent variables is carried out with the use of time-lagged variables in the context of a stepwise regression. The partial autocorrelation function (PACF) is further utilised to explore the number of time-lagged variables in terms of the relative importance in the hybrid prediction model.

Prior to the construction of the LSSVM based RR model, the exploratory (independent) variables considered in this study are all normalised. The normalisation process is commonly adopted in the data-driven models with intent to reduce the problems posed by the use of relatively high values (Yu et al., 2006). Here, all the variables (i.e., independent and dependent) used in this study are equally weighted by employing a simple normalisation approach as follows:

$$Z_i = \frac{x_i - \bar{x}}{s} \quad (6-6)$$

where $Z_i$ is the scaled value. $\bar{x}$ and $S$ represent the mean and standard deviation of the original data.

Prior to the construction of the LSSVM based RR model, the exploratory (independent) variables considered in this study are all normalised. The normalisation process is commonly adopted in the data-driven models with intent to reduce the problems posed by the use of relatively high values (Yu et al., 2006). Here, all the variables (i.e., independent and dependent) used in this study are equally weighted by employing a simple normalisation approach as follows:

$$Z_i = \frac{x_i - \bar{x}}{s} \quad (6-6)$$

where $Z_i$ is the scaled value. $\bar{x}$ and $S$ represent the mean and standard deviation of the original data.

Figure 6-3 Schematic representation of the Tank-LSSVM modelling process.

### 6.3.4 Root-zone ESA CCI SM

As stated in Section 2.3, one fundamental issue in using remotely sensed SM products is that they are measured a few centimetres below the surface, which makes it difficult to use directly for hydrological applications (Massari et al., 2014). Moreover, RZSM contents are known to be more
representative to simulate a catchment response to rainfall (Brocca et al., 2010; Massari et al., 2015). Given the mismatch between satellite SM and the model configuration for soil layers in the Tank model, exponential filter method (also known as the soil water index (SWI); Albergel et al., 2008) was used to derive the RZSM from the original ESA CCI SM. This approach is commonly used for a pre-processing step when satellite-derived SM is integrated into hydrological models (Loizu et al., 2018). Similar to Chapter 4, the optimal characteristic time length $T$ is obtained by maximising the correlation coefficient ($r$) between SWI and simulated SM (i.e., tank storage) in the Tank model. The original surface ESA CCI SM series is smoothened through this approach, which can be considered as a proxy for SM in a deeper layer.

### 6.3.5 Performance scores

The efficiency of the proposed RR models is evaluated using three goodness-of-fit measures (i.e., the Nash-Sutcliffe efficiency, coefficient of determination and root mean square error), which are commonly adopted in the field of hydrological and hydroclimatic models (Legates and McCabe, 1999). Among these criteria, RMSE is the widely used absolute criterion, while NSE is the normalised relative criteria that assesses the relative magnitude of the residual variance (i.e., noise) in comparison with the variance of the target output sequence (Nash and Sutcliffe, 1970). NSE recommended by ASCE (1993) is a convenient and popular indicator for evaluation of hydrological models and regarded as a classic skill score. The NSE emphasizes model performance for high flow due to the use of the observed mean as base line as well as its squared form (Song et al., 2017). For $NSE < 0$ the model performs no better than using the observed mean value, while acceptable NSEs are in the interval $(0 - 1)$. A more detailed description of the three statistical measures is presented in Table 6-1. Here, RMSE Q70 is particularly adopted to quantify the model performance in low flows within the range of $70–100\%$ time exceedance following Pfannerstill et al. (2014). Additionally, descriptive performance criteria with NSE proposed by Kalin et al. (2010) are considered to determine the degree of accuracy in simulating daily runoff as follows: \textit{Very good: NSE} $\geq 0.7$; \textit{Good:} $0.5 \leq$ NSE $< 0.7$; \textit{Satisfactory:} $0.3 \leq$ NSE $< 0.5$; \textit{Unsatisfactory:} NSE $< 0.3$.  
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Table 6-1 Performance metrics employed in this study. $O$ and $\overline{O}$ indicates observed runoff and the mean of the observed runoff, respectively. $E$ is the simulated runoff and $\overline{E}$ is the mean of the simulated runoff. Here, $n$ is the number of observations.

<table>
<thead>
<tr>
<th>Performance Metrics</th>
<th>Equations</th>
<th>Range</th>
<th>Optimal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nash–Sutcliffe efficiency (NSE)</td>
<td>$NSE = 1 - \frac{\sum_{i=1}^{n}(O_i - E_i)^2}{\sum_{i=1}^{n}(O_i - \overline{O})^2}$</td>
<td>$-\infty \sim 1$</td>
<td>1</td>
</tr>
<tr>
<td>Coefficient of determination ($R^2$)</td>
<td>$R^2 = 1 - \frac{\left[\sum_{i=1}^{n}(O_i - \overline{O}) \cdot (E_i - \overline{E})\right]^2}{\sum_{i=1}^{n}(O_i - \overline{O})^2 \cdot \sum_{i=1}^{n}(E_i - \overline{E})^2}$</td>
<td>$0 \sim 1$</td>
<td>1</td>
</tr>
<tr>
<td>Root mean square error (RMSE)</td>
<td>$RMSE = \sqrt{\frac{\sum_{i=1}^{n}(O_i - E_i)^2}{n}}$</td>
<td>$0 \sim \infty$</td>
<td>0</td>
</tr>
</tbody>
</table>

### 6.4 Results and discussion

In this section, I first explore the performance of the Tank model. A machine learning-based RR model (LSSVM) is then constructed using the lagged rainfall ($P_{t-n}$) and ESA CCI $\text{SWI}_t$ ($\theta_{t-n}$). Finally, a hybrid model (Tank-LSSVM) is subsequently introduced to incorporate a set of intermediate state variables obtained from the Tank model into a LSSVM based RR modelling framework.

#### 6.4.1 Tank model

The Tank model is a lumped conceptual RR model that requires a small amount of data, usually the rainfall, and relatively few model parameters. There are ten parameters to be estimated through a model calibration process in that the model parameters are systematically adjusted so as to approximate the observed streamflow. On the other hand, the validation process is carried out based on the calibrated parameters. The primary purpose of the validation process is to ensure that the model can be further generalized to totally unseen data and can successfully reproduce the observed streamflow on a daily basis over different periods of time. In this context, both calibration and validation are performed under different climate regimes to better evaluate model performance. Here, daily rainfall and streamflow data from 2007 to 2013, which can be regarded as the desired
climate conditions (i.e., average, wet and dry years), are selected and the remaining data (from 2014 to 2016) are used for model validation (Figure 6-4).

In this study, the optimal parameter set for the calibration period is derived based on a standard gradient-based automatic optimisation scheme (Bober, 2013). A wide range of model parameters and their fitted values via the optimisation scheme in the calibration process are summarised in Table 6-2. In Figure 6-5, the daily simulated and observed runoff $Q$ together with rainfall, during the investigation period (2007-2016), are given in a plot of log $Q$, suggesting that the Tank model performance for both calibration and validation period can be regarded as “very good” in terms of the NSE. More generally, it can be concluded that runoff process can be effectively reproduced by the Tank model with an acceptable level of accuracy in terms of $R^2$ and RMSE ($R^2 = 0.92$ (0.83) and $\text{RMSE} = 20.18 \text{ m}^3/\text{s}$ (14.72 m$^3$/s) for calibration (validation) phase, respectively). However, the Tank model does not fully capture the complex behaviour of the RR processes in the validation phase, compared to the calibration period (i.e., 0.92 for the calibration period and 0.81 for validation phase, respectively). A notable deviation between observed and simulated runoff is especially observed during the dry period (i.e., recession curve). The results of the present study suggest that the sole use of the Tank model may have limited performance in effectively describing the dynamics of low flow. In this perspective, this study seeks a more rigorous approach to the issue of low flow simulation in a hybrid modelling framework.

![Figure 6-4 Temporal distribution of annual rainfall over the Yongdam catchment during calibration and validation phases considered in this study. The red solid line and black dotted lines represent the mean and 1 standard deviation, respectively.](image-url)
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Figure 6-5 Time series plot showing observed runoff and runoff simulated by the Tank model. The upper panel depicts the average catchment rainfall over the course of the investigation period.

Table 6-2 Parameter range and the optimum values estimated through the calibration process.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>a11</th>
<th>a12</th>
<th>a2</th>
<th>a3</th>
<th>b1</th>
<th>b2</th>
<th>b3</th>
<th>h11</th>
<th>h12</th>
<th>h20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range</td>
<td>Min.</td>
<td>0.08</td>
<td>0.08</td>
<td>0.03</td>
<td>0.00</td>
<td>0.10</td>
<td>0.01</td>
<td>0.00</td>
<td>5.00</td>
<td>20.00</td>
</tr>
<tr>
<td></td>
<td>Max.</td>
<td>0.50</td>
<td>1.00</td>
<td>1.00</td>
<td>0.03</td>
<td>0.50</td>
<td>0.35</td>
<td>0.11</td>
<td>60.00</td>
<td>150.00</td>
</tr>
<tr>
<td>Obtained value</td>
<td>0.13</td>
<td>0.33</td>
<td>0.71</td>
<td>0.02</td>
<td>0.14</td>
<td>0.07</td>
<td>0.01</td>
<td>10.72</td>
<td>62.94</td>
<td>35.14</td>
</tr>
</tbody>
</table>

This study aims to explore a hybrid model that incorporates the obtained intermediate variables (i.e. tank storage) from the Tank model into the LSSVM-based RR modelling framework. To begin with, I explore the correlations between tank storages and in-situ SM to determine the effectiveness of tank storages as a proxy measure of the SM, representing the temporal variability of SM over the catchment. Here, six different cases are explored to find how the individual tanks (i.e. Case 1-3) and their combinations (i.e. Case 4-6) are correlated with in-situ SM, as seen in Figure 6-6.
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Figure 6-6 Schematic representation of six different tank combinations. Grey-coloured tanks refer to the tanks used in comparison with in-situ SM observations.

Figure 6-7 Lagged cross-correlation between tank storages and in-situ observations during the period 2014-2016. The solid blue line represents the 95%-confidence interval. The value outside of the confidence interval is statistically significant.
As stated in Section 3.2.4, it should be noted that in-situ SM observations in the study area are found to be limited to relatively small periods, ranging from 2014 to 2016. Here, I analyse the lagged windowed cross-correlation to quantify temporal coherence between tank storages and in-situ SM that is spatially averaged over six measurement points, as shown in Figure 6-7. It is clearly seen that there is a statistically significant correlation at the 95% confidence level. For the zero-lag correlation between individual tank storage and in-situ SM, the most robust temporal coherence is observed in the 2nd tank with the correlation coefficient ($r$) of 0.77, while the lowest $r$ value (0.43) is shown in Case 3, suggesting that the obtained intermediate variables from each tank to a certain extent describe the temporal dynamics of SM. Interestingly, the combinations of tank storages (i.e., Case 4-6) demonstrate slightly higher or lower $r$ values compared to the case 2 (the 2nd tank storage). In terms of time lag, Case 2 shows the highest $r$ value of 0.78 with lag-1, while for the 3rd tank the strongest correlation is observed with a lag-11, which may be due to a slow varying behaviour of SM. Overall, the results obtained from the cross-correlation analysis confirm that the temporal dynamics of the tank storages are closely related to the variation of SM, suggesting that the intermediate variables from the Tank model can be used as a proxy for the SM. In the following section, I will further explore the role of the intermediate variables, particularly for low flow simulation within a machine learning based RR model.

6.4.2 LSSVM and Tank-LSSVM model

6.4.2.1 Determination of model inputs

The performance of a machine learning based hydrological model is considerably dependent on the choice of lagged input vectors for model training (Bray and Han, 2004; Yu et al., 2006). In this study, apart from rainfall and satellite SM, the tank storages derived from the Tank model are considered as state variables for a proxy of SM content. Additionally, time-lagged relations between hydrologic variables are taken into account, which enables one to consider a sequential hydrological process in the proposed framework. The input variables and time lags appear to be more important, but their selection procedures are rather ad hoc process in the machine learning based regression approach (Bray and Han, 2004). In other words, there is no universal and generalized model to directly select the optimal time-lagged input vector; thus an empirical approach to the selection procedure is favourable.
In this sense, I first use the partial autocorrelation function (PACF) to gain insights with respect to the smallest time lags for a parsimonious model, which an autoregressive memory holds. The plots of the PACF analysis for each input variable are presented in Figure 6-8. Based on the results obtained from the PACF analysis, the extent of lags for each variable is determined and the lagged input vectors are further considered as candidate predictors in the proposed hybrid model. For instance, a statistically significant PACF in ST1 is observed by lag-2 and the PACF falls outside the 95% confidence interval at lag-3. In this sense, the lagged vectors ranging from lag-0 to lag-2 for ST1 are primarily considered, and similarly for other variables.

Figure 6-8 The partial autocorrelation function of input variables (a-e) and their time lags considered in this study (f). STn, RF and ESA CCI_{SWI} represent the n-th tank storage in the Tank model, rainfall and Root-zone ESACCI SM data, respectively.
6.4.2.2 LSSVM model

6.4.2.3

![LSSVM model scatter plots](image)

Figure 6-9 SV1-SV9 model scatter plots with corresponding linear regression lines and $R^2$ over the testing period.

The LSSVM-based RR model is constructed using several lagged values of the independent variables, rainfall ($P_{i,n}$) and ESA CCI$_{SWI}$ ($\theta_{t-n}$), as inputs (without a set of intermediate variables from the Tank model). Here, the input vectors are partitioned into two subsets (i.e., training and testing phase) with the same period as considered in the Tank model, which can facilitate a comparison with the results from the Tank model under the same condition. The dependent and independent variables are all normalised prior to applying the LSSVM model, using Eq. (6-6).
In this study, I first attempt to build the LSSVM-based runoff model using a single predictor of rainfall data and the ESA CCI_{SWI} data are then added as an additional input with an intention to explore the contribution of satellite-based SM in the LSSVM-based RR model. Among many hydrological variables, rainfall and satellite-based SM are particularly selected as candidate inputs due to the fact that the two variables are not only significantly related to runoff process but also closely related to each other, indirectly considering interdependence in the hydrological cycle. In Table 6-3, the results of runoff simulation with different combinations of input variables are presented. The relative impact of different combinations of lagged input variables on the model performance is investigated in a stepwise manner by repeatedly adding more lagged values until no improvement can be found.

I mainly focus on the improvement of performance during the testing phase. In terms of the NSE, a significant increase in performance efficiency is clearly seen (0.40 for the SV1 and 0.68 for the SV5) until lag-4 and no improvement in performance with the more lagged values. Similar results are obtained for other performance measures (i.e., an increase in $R^2$ from 0.49 to 0.75 and a decrease in RMSE from 26.02 to 18.91). Rainfall data from lag-0 to lag-4 are therefore used for the subsequent analysis. As summarised in Table 6-3, SV6-SV9 models additionally introduce the lagged ESA CCI_{SWI} data as inputs in the LSSVM modelling framework, showing better and comparable performance than that of the former SV1-SV5 models, except for the RMSE Q70 during the testing period. This indicates that the SM states inferred from the ESA CCI_{SWI} appear to provide an effective means of describing the temporal dynamics of SM in the LSSVM-based RR model. In terms of the NSE, a slight increase in the values, ranging from 0.69 to 0.73, is identified for the remaining SV6-SV9 models. Similar improvements in other performance measures (i.e. $R^2$, RMSE and RMSE Q70) are observed. Based on the performance criteria, the SV8 and SV9 models can be regarded as “very good” performances (NSE > 0.7). Unlike other measures, no improvement in the RMSE Q70 is seen in the cases including ESA CCI_{SWI} data, suggesting that there is a limited role for the direct use of remote sensing SM products in the context of low flow simulation. The performance of simulated runoff from the LSSVM models is compared to the observed runoff during the testing period through scatter plots with the corresponding $R^2$. In terms of the $R^2$, enhanced results in the SV6-SV9 models are clearly demonstrated (Figure 6-9).
Table 6-3 Model performance measures with different combinations of lagged input variables during the training and testing periods. Here, p and θ represents rainfall and ESA CCI\textsubscript{SWI}, respectively.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>NSE</td>
<td>$R^2$</td>
</tr>
<tr>
<td>SV1</td>
<td>$P(t)$</td>
<td>0.60</td>
<td>0.60</td>
</tr>
<tr>
<td>SV2</td>
<td>$P(t), \theta(t-1)$</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>SV3</td>
<td>$P(t), \ldots, P(t-2)$</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>SV4</td>
<td>$P(t), \ldots, P(t-3)$</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>SV5</td>
<td>$P(t), \ldots, P(t-4)$</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td>SV6</td>
<td>$P(t), \ldots, P(t-4), \theta(t)$</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td>SV7</td>
<td>$P(t), \ldots, P(t-4), \theta(t), \theta(t-1)$</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td>SV8</td>
<td>$P(t), \ldots, P(t-4), \theta(t), \ldots, \theta(t-2)$</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>SV9</td>
<td>$P(t), \ldots, P(t-4), \theta(t), \ldots, \theta(t-3)$</td>
<td>0.92</td>
<td>0.92</td>
</tr>
</tbody>
</table>

6.4.2.4 Tank-LSSVM model

Here, a hybrid model is introduced by bridging the intermediate state variables from the Tank model and a machine learning framework (the LSSVM). In other words, several lagged values of tank storages ($S_{T_{-n}}$) derived from the Tank model are subsequently utilised in the RR simulation model, together with rainfall and ESA CCI\textsubscript{SWI} used for constructing the LSSVM model in the previous section. The results of RR simulations with different combinations of input variables are summarised in Table 6-4. Herein, the results obtained from the Tank model are also presented. The HY1-HY4 models are carried out without consideration of time lags, whereas the HY5-HY9 models consider time-lagged input vectors. Contrary to the LSSVM model, the use of the time-lagged input variables shows little or no improvement in the performance when the intermediate SM state variables from the Tank model are used in the Tank-LSSVM model (i.e., the HY5-HY9 models). This motivates the need for extensive comparisons over the HY1-HY4 model. The HY1 model considers only the first tank storage and rainfall as input variables, while the 2\textsuperscript{nd} and 3\textsuperscript{rd} tank are further included in the HY2 and HY3 model, respectively. As for the HY4 model, ESA CCI\textsubscript{SWI}
data sets are combined into the HY3 model for the purpose of assessing the contribution of satellite SM to the hybrid RR modelling framework.

Table 6-4 Tank-LSSVM model performance measures using different input combinations. Here, $p$ and $\theta$ represents rainfall and ESA CCI SWI, while STn refers to the n-th tank storage.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NSE $R^2$ RMSE $Q_{70}$ NSE $R^2$ RMSE $Q_{70}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tank</td>
<td>$p(t)$, ST1(t)</td>
<td>0.92 0.96 20.18 3.74</td>
<td>0.81 0.91 14.72 3.12</td>
</tr>
<tr>
<td>HY1</td>
<td>$p(t)$, ST1(t)</td>
<td>0.92 0.96 19.74 4.19</td>
<td>0.75 0.80 16.63 3.11</td>
</tr>
<tr>
<td>HY2</td>
<td>$p(t)$, ST1(t), ST2(t)</td>
<td>0.93 0.96 18.49 2.99</td>
<td>0.76 0.80 16.52 2.67</td>
</tr>
<tr>
<td>HY3</td>
<td>$p(t)$, ST1(t), ST2(t), ST3(t)</td>
<td>0.95 0.97 16.24 2.50</td>
<td>0.85 0.86 12.91 2.13</td>
</tr>
<tr>
<td>HY4</td>
<td>$p(t)$, ST1(t), ST2(t), ST3(t), $\theta(t)$</td>
<td>0.94 0.97 17.43 2.34</td>
<td>0.85 0.85 12.96 2.23</td>
</tr>
<tr>
<td>HY5</td>
<td>$p(t)$, $p(t-1)$, ST1(t)</td>
<td>0.92 0.96 19.87 4.40</td>
<td>0.71 0.77 17.93 3.11</td>
</tr>
<tr>
<td>HY6</td>
<td>$p(t)$, ST1(t), ST1(t-1), ST2(t), ST3(t)</td>
<td>0.93 0.96 18.75 2.94</td>
<td>0.84 0.85 13.38 2.19</td>
</tr>
<tr>
<td>HY7</td>
<td>$p(t)$, ST1(t), ST2(t), ST2(t-1), ST3(t)</td>
<td>0.93 0.96 18.87 2.99</td>
<td>0.85 0.85 13.18 2.34</td>
</tr>
<tr>
<td>HY8</td>
<td>$p(t)$, ST1(t), ST2(t), ST3(t), ST3(t-1)</td>
<td>0.93 0.96 18.97 2.93</td>
<td>0.85 0.85 13.13 2.39</td>
</tr>
<tr>
<td>HY9</td>
<td>$p(t)$, ST1(t), ST2(t), ST3(t), $\theta(t)$, $\theta(t-1)$</td>
<td>0.93 0.96 18.98 2.81</td>
<td>0.85 0.85 13.14 2.49</td>
</tr>
</tbody>
</table>

In terms of NSE, the Tank-LSSVM models are all classified as “very good” based on the performance criteria during the training and testing periods, with different levels of accuracy. Improved modelling of the daily runoff simulation is clearly seen in the Tank-LSSVM models that include a set of state variables from the Tank model, in comparison to the well-calibrated individual LSSVM and the Tank model. The overall performance of the HY1 model is comparable to that of the HY2 model but a significant improvement in low flow simulation in terms of the RMSE Q70 is evident during both the training and testing period in the HY2 model (i.e., 2.67 m$^3$/s), compared to the Tank model (i.e., 3.12 m$^3$/s). It can be concluded that the intermediate SM states inferred from the 2nd tank storage ST2 play an important role in the simulation of low flow in the HY2 model. Moreover, the inclusion of the 3rd tank storage in the HY3 model significantly improves the low flow simulation, in terms of the RMSE Q70 (i.e., 2.13 m$^3$/s), with comparable results over other performance metrics from the two models (i.e., the HY1 and HY2). In a similar context of the HY2 model, it seems that the 3rd tank storage plays a critical role in describing the
base flow as a proxy variable, which accordingly leads to a significant improvement in the simulation of low flow.

Figure 6-10 Scatterplots of the observed and simulated runoff during the testing period. The dotted lines represent perfect linear relationships while the solid black lines indicate a linear fit between the simulated and observed runoff.

The performances of the Tank-LSSVM models are also confirmed by a graphical representation, as displayed in Figure 6-10. As for the linear regression, the simulation of the HY4 model provides approximately a 6 % underestimation of the observed runoff (i.e., $y = 0.94x + 0.5$), showing the best performance among other hybrid models including the Tank model. However, the contribution of satellite SM products in the Tank-LSSVM seems to be insignificant. This is partially due to the fact that the temporal dynamics of SM are entirely described by the tank storages, although the HY4 model provides a better performance in terms of the RMSE Q70 during the training period.
It should be noted that accurate RR modelling during dry seasons is of great importance for water resources planning and management studies, especially for problems associated with low flows such as water quality and drought as well as water budget analysis. To further assess the accuracy of low-flow simulations, the flow duration curves derived from simulated runoff series are graphically compared against those of the observed during the testing phase (2014-2016). Apart from the HY1 model that only uses the first tank storage, the performances for low flow simulation in the remaining Tank-LSSVM models are remarkably better than those of the Tank model, as illustrated in Figure 6-11.

Figure 6-11 Flow duration curve comparison between four different Tank-LSSVM models, the Tank model, and direct observation data during the testing period (2014-16).

Figure 6-12 shows the simulated runoff time series obtained from two models (the Tank model and Tank-LSSVM model) with the observed runoff, indicating that the rapid fluctuations of low flows are better captured by the Tank-LSSVM model. The results reveal the important role in the low-flow simulation of the Tank-LSSVM model.
In this chapter, I have explored a new RR model that combines the intermediate state variables obtained from a Tank model with a LSSVM based nonlinear regression model. The main assumption of this study was that the combination of different models could be more favourable and efficient in picking up different aspects of runoff modelling than the individual use. The performances of the hybrid RR model were compared against those of two individual RR models (i.e., the Tank model and LSSVM model). The main findings of this study can be summarised as follows:

1. The performance of the Tank model with the calibrated parameters was first examined. The results confirmed that the Tank model is capable of accurately describing the rainfall-runoff relationships and can be categorised “very good (NSE > 0.7)” according to a level of accuracy in terms of the NSE. However, the Tank model showed relatively large deviations for a low-flow

Figure 6-12 Simulated runoff comparison between the Tank model and four different Tank-LSSVM models (HY1, HY2, HY3 and HY4). Direct observation runoff data from 2014-2016 is also included.

### 6.5 Conclusions

In this chapter, I have explored a new RR model that combines the intermediate state variables obtained from a Tank model with a LSSVM based nonlinear regression model. The main assumption of this study was that the combination of different models could be more favourable and efficient in picking up different aspects of runoff modelling than the individual use. The performances of the hybrid RR model were compared against those of two individual RR models (i.e., the Tank model and LSSVM model). The main findings of this study can be summarised as follows:

1. The performance of the Tank model with the calibrated parameters was first examined. The results confirmed that the Tank model is capable of accurately describing the rainfall-runoff relationships and can be categorised “very good (NSE > 0.7)” according to a level of accuracy in terms of the NSE. However, the Tank model showed relatively large deviations for a low-flow
simulation, suggesting that the sole use of the Tank model is insufficient to simulate particular features of the RR processes.

(2) The LSSVM-based RR model was introduced using two lagged values of predictors (i.e., rainfall and ESA CCI$_\text{SWI}$) as inputs. The results obtained from the proposed approach demonstrated that the satellite SM appears to be more or less effective in describing the temporal dynamics of SM. The performances of the LSSVM model are classified as “good (0.5≤ NSE <0.7)” or “very good”, which depends on different combinations of the time-lagged input variables. Although the overall performances are generally lower than those of the Tank model, the results from the LSSVM model support the potential use of the satellite-based SM products in hydrological applications. To be specific, in the practical aspects, this approach appears to be an alternative to the conventional RR model in regions where the satellite-based SM products are the only measurements available.

(3) Finally, the potential use of remotely sensed SM products and their combined use with the intermediate state variables estimated through hydrological modelling were explored in the context of the hybrid simulation. It was found that the Tank-LSSVM models including the intermediate state variables lead to a significant improvement in the simulation of low flows during both the training and testing periods, in comparison to the well-calibrated individual LSSVM and Tank model, with comparable results over other performance metrics. For the use of satellite SM products in the model, the contributions were found to be insignificant in the simulation of low flows due to the fact that the temporal dynamics of SM are largely described by the tank storages. The results confirm that SM state variables derived from the well-calibrated continuous RR model can better represent the temporal dynamics of SM than those obtained from satellite SM data.
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7.1  Motivation

As mentioned in Section 2.5, drought is a periodic phenomenon and occurs virtually everywhere in the world, but its characteristic (e.g., duration, intensity and frequency) varies significantly depending on climate regimes (Mirabbasi et al., 2013). In South Korea, extreme weather events including droughts have been becoming much more frequent since the late 1990s (Yoo et al., 2012). Recently, the Korean peninsula experienced a severe drought for two years in a row (2013–2015), and the probability of drought occurrence is expected to be higher due to the delayed emergence of monsoon as well as its weakened duration (Li et al., 2017). The amount of rainfall during this dry periods was 35–50% of the annual average (1973 to 2015) and local governments implemented to restrict water usage in many cities across South Korea (Kwon et al., 2016). In this context, understanding the characteristics of drought and creating a comprehensive drought warning system that conveys drought information to public stakeholders or decision makers are urgently required to prevent and mitigate the negative effects of drought.

Considering that drought is a multidimensional phenomenon, using a drought index based on a single indicators (e.g., precipitation and SM) is likely to be insufficient for defining droughts (Hao and Singh, 2015). In this sense, combining multiple hydro-meteorological variables is beneficial for a better understanding of drought characterisation, and particularly useful for communication purposes between different types of drought. However, those aspects have rarely been investigated in South Korea due to a lack of long-term measured observations. Alternatively, here the ERA-Interim SM data are exploited to identify SM deficiency and subsequently combined with the deficit of rainfall in an attempt to provide the integrated drought information.
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To be specific, I adopt the Copula-based multivariate standardized drought index by combining meteorological and agricultural droughts, and the proposed drought index is then grouped by the hierarchical agglomerative clustering approach for classifying regional patterns. Drought is somewhat different from other water-related hazards in terms of its spatio-temporal characteristics, resulting in structured spatial coverage with varying durations. The spatio-temporal drought patterns may differ substantially by drought intensity. In these contexts, an exploration of the spatio-temporal drought patterns over different quantiles (i.e. severity) can serve as a basis to understand the evolution and nature of droughts in space and time. However, most of the existing studies on droughts have not specifically analysed the spatio-temporal patterns at different quantiles. Thus, this study will focus on exploring the underlying structure of drought occurrence and development.

The main objectives of this chapter are fourfold: (1) To explore drought identification and relationship between the SPI and SSI indices, (2) to use a multivariate standardized drought index based on a copula function method on the basis of SPI and SSI; (3) to propose quantile regression model-based spatio-temporal drought analysis at different quantiles, and (4) to classify spatio-temporal drought patterns using the multivariate drought index and the hierarchical agglomerative clustering approach, covering the period 1986-2016 across South Korea.

7.2 Data and drought indices

7.2.1 Precipitation and SM Datasets

The historical daily precipitation data measured at 55 weather stations over South Korea, which are operated by the KMA (https://web.kma.go.kr/eng/), are collected for the period 1986-2016. Figure 3-1 shows the locations of weather stations used in this chapter and their characteristics are presented in Table 7-1. Additionally, global SM datasets from the ECMWF are used for estimating the deficit of SM. As stated in Section 3.2, the ECMWF releases global reanalysis SM datasets at four different depths (i.e., 0–7, 7–28, 28–100 and 100–289 cm). The RZSM has a significant impact on crop yield so that it is evident that crop growth and root development should be taken into consideration in designing agricultural drought indices (Narasimhan and Srinivasan, 2005).
In this respect, ERA-Interim SM data at the third layer (28-100 cm) are mainly used as the best proxy of the RZSM in this Chapter.

The reason for utilising the ERA-Interim in historical drought analysis is related to the data availability. Namely, as for drought assessment, it is recommended that one should use at least 20-30 years of historical records according to the WMO, (2012). Among the SM datasets that are taken into consideration in this thesis, the ERA-Interim solely provides more than 30 years of data, i.e., other approaches to obtaining SM information fail to meet the minimum length of SM data records for drought analysis (Figure 7-1). Note that both rainfall and SM data collected for this study are accumulated on a monthly basis for the subsequent study.

![Timeline of SM data availability for each method. Here, the grey box represents data availability of in-situ observations obtained from the K-water and KMA.](image)

**7.2.2 SPI and SSI drought indices**

The SPI has been widely used to effectively measure and detect the extent of a deficit of precipitation, providing locally specific early warnings of drought (Clayton, 1978). Its popularity stems from its flexibility and ease of use for detecting droughts at multiple time scales (Ganguli and Ganguly, 2016). Since the SPI was designed to provide a dimensionless index, SPI values can often be used to spatiotemporally compare an overall view of the drought at a national or global scale for a range of practical applications (Djerbouai and Souag-Gamane, 2016). To compute the SPI, daily precipitation data is first aggregated at different timescales (e.g., 3, 6, 12, 24 or 36 months).
Table 7-1 Rainfall stations used in this study along with their seasonal rainfall (winter [Nov-Jan (NDJ)], spring [Feb-Apr (FMA)], summer [May to July (MJJ)] and fall [Aug-Oct (ASO)]).
In this thesis, I primarily focus on the SPI at 3- and 6-month timescales (hereinafter, SPI-3/6) to investigate the characteristics of meteorological droughts and their spatio-temporal patterns. As stated in Section 2.5, the aggregated precipitation data are typically fitted to theoretical distribution functions such as the gamma and Pearson type III distributions (Farahmand and AghaKouchak, 2015). The SPI is then computed by transforming the cumulative probability distribution into standardized normal variates with zero mean and standard deviation equal to one (Guttman, 1999; Mckee et al., 1993). However, because the optimal probability distribution of rainfall can vary substantially, a parametric approach is less flexible, leading to inconsistent results (Farahmand and AghaKouchak, 2015; Kumar et al., 2016; Vidal et al., 2009). In other words, the SPI values are inherently susceptible to the selection of a distribution function.

Therefore, I employ a non-parametric kernel density estimation approach to reduce the sampling error associated with the choice of distribution functions. While the SPI is mainly used to identify meteorological drought, agricultural drought is generally represented by the SM deficit. Accordingly, the SSI, known as an agricultural drought index monitoring the extent and degree of SM, plays a complementary role in a comprehensive review of drought conditions. Similarly, the kernel density estimation approach was used to transform SM data into the SSI. In this study, I extracted information on the durations and severities (i.e., deficit volumes) from SPI and SSI time series. Drought duration refers to the periods of the continuously negative phase, whereas drought severity is the sum of cumulative deficits over the corresponding duration (Kwon et al., 2016). Table 7-2 shows the SPI drought criteria defined by Mckee et al. (1993). Note that the same drought severity categories are subsequently applied to the SSI and MSDI.

Table 7-2 The SPI (SSI) drought severity classification and interpretation.

<table>
<thead>
<tr>
<th>SPI values</th>
<th>Drought category</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥ 2.0</td>
<td>Extremely wet</td>
</tr>
<tr>
<td>1.5 to 1.99</td>
<td>Severely wet</td>
</tr>
<tr>
<td>1.0 to 1.49</td>
<td>Moderately wet</td>
</tr>
<tr>
<td>0.99 to -0.99</td>
<td>Near normal</td>
</tr>
<tr>
<td>-1.0 to -1.49</td>
<td>Moderately dry</td>
</tr>
<tr>
<td>-1.5 to -1.99</td>
<td>Severely dry</td>
</tr>
<tr>
<td>≤ -2.0</td>
<td>Extremely dry</td>
</tr>
</tbody>
</table>
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7.3 Methodology

7.3.1 Quantile regression

This study aims to assess not only the overall trends of drought characteristics but also the non-Gaussian distribution of trends in drought duration, severity and frequency at various levels of quantiles. The first-order quantile regression is applied to identify temporal trends in different drought characteristics. The \( \tau \)th quantile regression estimate is computed by minimizing Eq. (7-1) as follows:

\[
\min \sum_{i: y_i \geq \alpha_{\tau} + \beta_{\tau} x_i} |y_i - \alpha_{\tau} - \beta_{\tau} x_i| + \sum_{i: y_i < \alpha_{\tau} + \beta_{\tau} x_i} (1 - \tau)|y_i - \alpha_{\tau} - \beta_{\tau} x_i|
\]

where \( \alpha_{\tau} \) and \( \beta_{\tau} \) are regression coefficients associated with the quantile \( \tau \), ranging between 0 and 1, and \( y \) indicates the drought indices (i.e., the SPI and SSI). In this study, the null hypothesis of a zero slope for drought characteristics was tested at a level of 95\% at quantile \( \tau \).

7.3.2 Overview of Copula function

Because of the interdependence between precipitation and SM, I derive the multivariate standardized drought index (MSDI) by constructing the joint distribution of two drought indices (i.e., the SPI and SSI). Among various types of multivariate models, the copula has been widely applied in various areas including hydrological and climatological applications since the copula can effectively link the marginal distributions together to construct the joint distribution (Favre et al., 2004; Kao and Govindaraju, 2010; Kwon et al., 2016). From a modelling viewpoint, Sklar’s Theorem (Sklar, 1959) allows us to model the marginal distributions separately from the dependence structure, which is described by a copula parameter \( C \) (Lall et al., 2016; Requena et al., 2013; Rüschendorf, 2009; Salvadori and De Michele, 2004). The proposed approach provides a useful framework to assess overall drought conditions since the MSDI can integrate different aspects of drought dynamics, covering meteorological and agricultural droughts. Here, I briefly present the concept of the copula. For more details, readers are kindly referred to Joe (1997); Nelsen (1999); and Salvadori and De Michele (2004). Let the SPI and the SSI be continuous random variables \( X \) and \( Y \). If a joint distribution exists with the marginal distribution \( F(X) \) and \( G(Y) \), then the cumulative joint probability \( p \) with a copula \( C \) can be represented as Eq. (7-2).
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\[ P(X \leq x, Y \leq y) = C[F(X), G(Y)] = p \]  

(7-2)

Finally, the cumulative joint probability \( p \) is transformed into the MSDI as follows:

\[ \text{MSDI} = \varphi^{-1}(p) \]  

(7-3)

where \( \varphi^{-1} \) is the inverse of the standard normal distribution function. The parameters of the copula functions are estimated using the maximum likelihood (ML) method, and the optimal copula for drought variables (i.e., \( X \) and \( Y \)) is then selected based on the Akaike Information Criteria (AIC) (Akaike, 1974). Table 7-3 shows copula functions (i.e., Gaussian, \( t \), Clayton, Frank and Cumbel) considered in this study.

Table 7-3 Copula functions considered in this study.

<table>
<thead>
<tr>
<th>Name</th>
<th>( C(u,v) )</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian</td>
<td>[ \int_{-\infty}^{\theta^{-1}(u)} \int_{-\infty}^{\theta^{-1}(v)} \frac{1}{2\pi\sqrt{1-\theta^2}} \exp\left(\frac{2\theta xy-x^2-y^2}{2(1-\theta^2)}\right) dxdy ]</td>
<td>Li et al., (2013)</td>
</tr>
<tr>
<td>( t )</td>
<td>[ \int_{-\infty}^{t_{\theta_2}^{-1}(u)} \int_{-\infty}^{t_{\theta_2}^{-1}(v)} \frac{\Gamma\left(\theta_2 + \frac{2}{2}\right)}{\Gamma(\theta_2)\pi\theta_2\sqrt{1-\theta^2}} \left(1 + \frac{x^2 - 2\theta_1 xy + y^2}{\theta_2} \right)^{(\theta_2+2)/2} dxdy ]</td>
<td>Li et al., (2013)</td>
</tr>
<tr>
<td>Clayton</td>
<td>[ \max(U^{-\theta} + v^{-\theta} - 1, 0)^{\frac{1}{\theta}} ]</td>
<td>Clayton, (2016)</td>
</tr>
<tr>
<td>Frank</td>
<td>[ -\frac{1}{\theta} \ln \left[ 1 + \frac{(\exp(-\theta u) - 1)(\exp(-\theta v) - 1)}{\exp(-\theta) - 1} \right] ]</td>
<td>Li et al., (2013)</td>
</tr>
<tr>
<td>Gumbel</td>
<td>[ \exp\left{-1\left[(-\ln(u))^\theta + (-\ln(v))^\theta\right]\frac{1}{\theta}\right} ]</td>
<td>Li et al., (2013)</td>
</tr>
</tbody>
</table>

7.3.3 Clustering analysis

The hierarchical agglomerative clustering analysis is employed to classify spatio-temporal regional drought patterns into certain categories. In this manner, weather stations are partitioned into subsets by defining a measure of distance or dissimilarity in terms of drought features. In other words, each category should be mutually exclusive, and the drought characteristics assigned to a certain group should be as similar as possible. The hierarchical agglomerative clustering approach
begins with a measure of the similarity (or dissimilarity) between the objects (i.e., the MSDI time series over 55 weather stations) that are initially regarded as an individual cluster, and the individual clusters are then successively merged until one cluster includes all objects. In this study, Ward’s method, which is referred to as an increase of sum-of-squares, is used to assess the proximity between two clusters.

\[
d(r, s) = \sqrt{\frac{2n_r n_s}{(n_r + n_s)} \| \bar{x}_r - \bar{x}_s \|_2}
\]

where \(\| \|_2\) is the Euclidean distance, \(\bar{x}_r\) and \(\bar{x}_s\) are the centroids of clusters \(r\) and \(s\), and \(n_r\) and \(n_s\) are the number of elements in clusters \(r\) and \(s\).

### 7.4 Results and discussion

#### 7.4.1 Drought identification and relationship between the SPI and SSI

To explore drought propagation, I first evaluate cross-correlations between the SPI and SSI to quantify the lag time over the entire array of weather stations for 3- and 6-month accumulation periods, as shown in Figure 7-2. Here, the strongest cross-correlation at each station is marked by a black dot. It is clearly seen that lag-1 correlation is significant for the majority of the stations, indicating that the meteorological drought on the monthly basis of SPI is identified one month earlier than the SSI. In other words, it may take approximately one month at most weather stations for precipitation deficits to propagate to SM deficits through the hydrological cycle.

In addition to the above drought features, an understanding of drought persistence, which has an impact on water resources management, is also of great interest for hydrologists (AghaKouchak, 2015; Ganguli and Ganguly, 2016; Meng et al., 2017). Drought persistence, like other drought characteristics, varies spatially and temporally (Ford and Labosier, 2014; Meng et al., 2017; Mo and Schemm, 2008), and can be computed by the length of a dry spell for a certain threshold or by using temporal autocorrelations (Tatli, 2015).
Figure 7-2 Heat maps showing cross-correlation coefficients between SPI and lagged SSI over the entire array of weather stations. Here, a) and b) represent accumulation periods of 3 and 6 months, respectively.

I further explore a monthly variation of the correlation coefficient between the SPI-3 and SSI-3 for the 55 weather stations, and the lagged relationships between the drought indices are additionally examined to capture any possible delayed response. As shown in Figure 7-3, the SPI is in general positively correlated with the SSI, thus confirming that the deficit of SM is substantially related to the meteorological drought (Van Loon, 2015). However, there exist seasonal variations in correlation coefficients, which can be explained by the fact that agricultural drought in response to the deficit in rainfall may differ significantly, depending on the season. Furthermore, it can be concluded that the stronger relationship begins when rainfall starts after a long, dry winter-spring season in South Korea. In this stage, the water moves both through the soil and over the surface via a range of hydrologic processes such as base flow, seepage, infiltration and runoff throughout the summer. In contrast, the relationship weakens as SM content decreases below the wilting point, with the relationship continuing to weaken until the next wet season. Interestingly, it appears that during a dry season (winter-spring), there is a more robust relationship between the SPI and the 1-month lagged SSI. It can be concluded that the SSI has a delayed response to the SPI under dry soil conditions, whereas, for wet soil conditions, the prompt response
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of the SSI to the SPI is dominant. In this perspective, it is acknowledged that the characteristics of the transition from meteorological drought to agricultural drought are significantly dependent on antecedent SM content over the season. Thus, we should consider the issue of presenting the role of antecedent SM content in connection with evidence concerning changes in the drought propagation feature over time.

Figure 7-3 Boxplots of the Pearson correlation coefficients for identifying time-lagged relationships between the SPI-3 and SSI-3 time series on a monthly basis across all stations.

I investigate the temporal persistence of the drought indices using the autocorrelation function representing drought persistence over the entire array of weather stations, as illustrated in Figure 7-4. Since the longer-timescale SPI and SSI accumulate observation records over an extended period of time, one can expect that the autocorrelation increases over the accumulation period. As shown in Figure 7-4, it is evident that the autocorrelation functions of SSI decrease gradually with higher degrees of autocorrelation compared to that of the SPI for both accumulation periods. On the other hand, the results also highlight the potential benefit of using different drought indices, i.e., the onset of a drought condition can be detected by the meteorological index (i.e., the SPI) earlier, whereas the SSI seems to be more appropriate for reliably describing drought persistence (Entekhabi et al., 1996; Farahmand and AghaKouchak, 2015). In this regard, I introduced a robust framework that allows multiple drought indices to be combined. The results associated with the combined drought indices are presented in Section 7.4.3.
7.4.2 Spatial pattern of drought over South Korea

For each accumulation period (3- and 6-month), drought events are identified using a threshold of -1.0 and their spatial distributions along with durations are displayed in Figure 7-5. The kriging spatial interpolation method is hereinafter employed to obtain the regional distribution of drought characteristics. Compared to the SPI, the SSI shows less frequent droughts for both accumulation periods, which can be attributed to the stronger persistence (i.e., a smaller fluctuation) that is more likely to be characterized by the SSI (Farahmand and AghaKouchak, 2015). Furthermore, more frequent drought events appear to occur at a shorter timescale for both drought indices (Figure 7-5c and 7-5g), due to the relatively weaker persistence (Figure 7-5d and 7-5h). It was also clearly seen that drought duration of the SSI is significantly longer than that of the SPI, and the difference becomes more distinct for a longer timescale. In other words, the 3-month drought indices pertain negative values more frequently than do the 6-month drought indices, and the SPI recovers to wet states more quickly than does the SSI. More frequent drought events with the threshold -1.0 particularly stand out in western central South Korea for SPI, while an increased frequency of moderate droughts is identified in the southern and northern parts of South Korea.
Figure 7-5 Characteristics of SPI/SSI-n drought events based on a threshold of -1.0 (moderate drought): a-b and e-f show the spatial distributions of drought events across South Korea along with their boxplots (c and g), and their corresponding average drought durations are presented in d and h.

Next, drought characteristics such as duration and severity for the SPI and SSI are extracted, and their spatial distributions are presented in Figures 7-6 and 7-7. For SPI-3, a longer drought duration is predominantly identified in the northern and southern parts of South Korea, and the magnitude of drought severity is found to be similar to the spatial distribution of drought duration. Yet, as the accumulation period increases (i.e., SPI-6), the spatial extent of droughts is partially extended to the east coast. As expected, for both drought accumulation periods, the spatial distribution of drought over South Korea clearly reveals the strong spatial coherence between drought duration and severity. That is, regions with a prolonged drought tend to experience more severe droughts, leading to more severe effects on water resource management and vice versa.
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Figure 7-6 Spatial distribution patterns of meteorological drought (SPI-n) duration and severity using a threshold of -1.0 (moderate drought).

Additionally, there is a tendency for duration and severity to increase in proportion to the accumulation period for either SPI or SSI. As shown in Figure 7-7, there are some differences in the spatial distribution of duration and severity between the SSI and SPI. It can be seen that the SSI consistently yields higher drought durations and severities, compared with the SPI. Again, this may be attributed to the stronger persistence of the SSI. Locally significant severe droughts in terms of both drought duration and severity are primarily represented in the southeastern region. Interestingly, the spatial distribution of drought characteristics associated with the SPI is more
dependent on the accumulation periods (see Figure 7-6), while the SSI is less sensitive to the accumulation periods (see Figure 7-7).

Figure 7-7 Spatial distribution patterns of agricultural drought (SSI-n) duration and severity using a threshold of -1.0 (moderate drought).

The trends in the SPI and SSI time series covering 1986-2016 are analyzed using a quantile regression model. The quantile-based regression model is employed to identify temporal variations at different quantile levels. In particular, quantile regression analysis was performed on the SPI and SSI time series using the predefined drought categories (i.e., thresholds) represented in Table 7-2. The estimated slope parameters for the three different thresholds at 55 weather stations are spatially interpolated and illustrated in Figure 7-8. For the sake of brevity, I only provide the results
based on the 3-month accumulation period. As shown in Figures 7-8a and 7-8d, for both indices, the trends for moderate drought (i.e., threshold -1.0) showed a downward tendency in the northern part of South Korea, while an upward trend is dominantly localized in the southern region. This distribution has a similar spatial structure to that of severe drought (i.e., threshold -1.5), as shown in the SSI-3. Contrary to the SSI, upward trends in the SPI are spread over the entire central region for severe drought, while a decreasing trend appears over the northern part of South Korea. There exist significant differences in the spatial presence of trends in extreme drought (i.e., threshold -2.0) between the SPI and SSI. More specifically, the SSI shows a decreasing tendency over the entire region, while there is no significant difference in the spatial distribution of drought trend over different drought states for the SPI. In summary, there appears to be a more pronounced decreasing tendency (or increasing risk) of the drought in the northern part of South Korea. The increased drought risk in the northern part of South Korea may be related to a weakened tendency of summer monsoons over the last three decades, which is mainly associated with stagnation of the monsoon belt in the middle of South Korea (Zhang and Zhou, 2015).

Figure 7-8 Spatial distribution of trends in SPI-3 and SSI-3 at different quantile levels.
7.4.3 Clustering analysis on Multivariate Standardized Drought Index (MSDI)

A hierarchical clustering approach is applied to explore regional trends in droughts over the last three decades. One may consider a direct use of two drought indices for clustering regional patterns. However, based on the preliminary analysis, the distribution of the identified clusters in the SPI and SSI are significantly different, thus confirming that the direct use of indices together for the clustering may fail to identify regional patterns of drought. On the other hand, with multidimensional data, one can employ multivariate techniques, such as copulas, which can provide a better estimation for dependencies among the variables, prior to clustering. Specifically, I introduce the MSDI to offer a comprehensive perspective of the drought by constructing a joint probability distribution between the SPI and SSI. I consider two types of elliptical copulas and three types of Archimedean copulas to model the dependency structure of the drought indices, namely the student t, Gaussian, Clayton, Frank and Gumbel. As discussed in the methodology section, the marginal distributions are first specified with the independent identically distributed (IID) assumption for the drought variables, and the interdependence between the variables is then described through the copula functions. In this study, it might be desirable to assume the Gaussian distribution for the marginal distributions for both the SSI and SPI, since the indices are already normalised to their respective values. A set of parameters for the MSDI, four parameters in the marginal distribution and one parameter in the copula function, are estimated by using the maximum likelihood method (Bouyé et al., 2000; Kao and Govindaraju, 2010; Renard and Lang, 2007), and the optimal copula functions are then selected using the Akaike Information Criteria (AIC) for each weather station. Among five types of copulas, the Frank copula is generally chosen for both accumulation periods, as summarised in Table 7-4.

I use clustering analysis to explore the presence of a regional trend in drought, and an important issue with respect to the clustering approach is to determine the number of desired clusters. To systematically choose the optimum number of clusters with the hierarchical agglomerative clustering algorithm, the algorithm is recursively applied to the MSDI series with an increasing number of clusters and the optimum number of clusters is selected by maximising (or minimising) some measure of fitness. This study uses the upper-tail rule, proposed by Mojena (1977), as a measure of model fitness. The best cut-off level (i.e., the number of clusters) is determined by the distance analysis of the standardized fusion levels in a dendrogram. As shown in Figure 7-9, the
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Inflection point of the MSDI-3 is found at a cut-off level of four (Figure 7-9a). In other words, the degree of decrease in the standardized fusion level is negligible for more than four clusters. On the other hand, an inflection point is found at five clusters for the MSDI-6 (Figure 7-9b). Therefore, four clusters for the MSDI-3 and five clusters for the MSDI-6 are subsequently selected for further analyses.

Table 7-4 Summary of the copula family for each weather station along with the corresponding cluster.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>Frank</td>
<td>3</td>
<td>203</td>
<td>Frank</td>
<td>4</td>
<td>90</td>
<td>Gaussian</td>
<td>1</td>
<td>203</td>
<td>t</td>
<td>2</td>
</tr>
<tr>
<td>100</td>
<td>t</td>
<td>3</td>
<td>211</td>
<td>Frank</td>
<td>4</td>
<td>100</td>
<td>Frank</td>
<td>1</td>
<td>211</td>
<td>Gaussian</td>
<td>1</td>
</tr>
<tr>
<td>101</td>
<td>Gumbel</td>
<td>3</td>
<td>212</td>
<td>Gaussian</td>
<td>1</td>
<td>101</td>
<td>Gaussian</td>
<td>1</td>
<td>212</td>
<td>Clayton</td>
<td>1</td>
</tr>
<tr>
<td>105</td>
<td>t</td>
<td>3</td>
<td>221</td>
<td>Gaussian</td>
<td>1</td>
<td>105</td>
<td>Frank</td>
<td>1</td>
<td>221</td>
<td>Frank</td>
<td>2</td>
</tr>
<tr>
<td>108</td>
<td>Gumbel</td>
<td>3</td>
<td>226</td>
<td>Frank</td>
<td>4</td>
<td>108</td>
<td>Gumbel</td>
<td>2</td>
<td>226</td>
<td>Frank</td>
<td>5</td>
</tr>
<tr>
<td>112</td>
<td>Gumbel</td>
<td>3</td>
<td>232</td>
<td>Frank</td>
<td>4</td>
<td>112</td>
<td>Gumbel</td>
<td>2</td>
<td>232</td>
<td>Frank</td>
<td>5</td>
</tr>
<tr>
<td>114</td>
<td>Gaussian</td>
<td>4</td>
<td>235</td>
<td>Frank</td>
<td>4</td>
<td>114</td>
<td>Gaussian</td>
<td>2</td>
<td>235</td>
<td>Frank</td>
<td>5</td>
</tr>
<tr>
<td>119</td>
<td>Frank</td>
<td>3</td>
<td>236</td>
<td>Frank</td>
<td>4</td>
<td>119</td>
<td>t</td>
<td>2</td>
<td>236</td>
<td>Frank</td>
<td>5</td>
</tr>
<tr>
<td>127</td>
<td>Frank</td>
<td>4</td>
<td>238</td>
<td>Frank</td>
<td>4</td>
<td>127</td>
<td>Frank</td>
<td>2</td>
<td>238</td>
<td>Frank</td>
<td>5</td>
</tr>
<tr>
<td>129</td>
<td>Frank</td>
<td>4</td>
<td>243</td>
<td>Frank</td>
<td>4</td>
<td>129</td>
<td>Frank</td>
<td>5</td>
<td>243</td>
<td>Frank</td>
<td>5</td>
</tr>
<tr>
<td>130</td>
<td>t</td>
<td>1</td>
<td>244</td>
<td>Frank</td>
<td>4</td>
<td>130</td>
<td>t</td>
<td>3</td>
<td>244</td>
<td>Gaussian</td>
<td>5</td>
</tr>
<tr>
<td>131</td>
<td>Frank</td>
<td>4</td>
<td>245</td>
<td>Frank</td>
<td>4</td>
<td>131</td>
<td>Frank</td>
<td>5</td>
<td>245</td>
<td>Gaussian</td>
<td>5</td>
</tr>
<tr>
<td>133</td>
<td>Frank</td>
<td>4</td>
<td>247</td>
<td>Gaussian</td>
<td>1</td>
<td>133</td>
<td>Frank</td>
<td>5</td>
<td>247</td>
<td>Gaussian</td>
<td>5</td>
</tr>
<tr>
<td>135</td>
<td>Frank</td>
<td>1</td>
<td>260</td>
<td>Gumbel</td>
<td>5</td>
<td>135</td>
<td>Frank</td>
<td>3</td>
<td>260</td>
<td>Frank</td>
<td>4</td>
</tr>
<tr>
<td>138</td>
<td>t</td>
<td>1</td>
<td>262</td>
<td>Gumbel</td>
<td>5</td>
<td>138</td>
<td>t</td>
<td>4</td>
<td>262</td>
<td>Gaussian</td>
<td>4</td>
</tr>
<tr>
<td>140</td>
<td>Frank</td>
<td>4</td>
<td>272</td>
<td>Gumbel</td>
<td>5</td>
<td>140</td>
<td>Frank</td>
<td>5</td>
<td>272</td>
<td>Frank</td>
<td>3</td>
</tr>
<tr>
<td>143</td>
<td>Gaussian</td>
<td>2</td>
<td>273</td>
<td>Frank</td>
<td>4</td>
<td>143</td>
<td>Frank</td>
<td>4</td>
<td>273</td>
<td>Frank</td>
<td>3</td>
</tr>
<tr>
<td>146</td>
<td>Frank</td>
<td>4</td>
<td>277</td>
<td>t</td>
<td>2</td>
<td>146</td>
<td>Frank</td>
<td>5</td>
<td>277</td>
<td>t</td>
<td>3</td>
</tr>
<tr>
<td>152</td>
<td>Frank</td>
<td>2</td>
<td>278</td>
<td>Gaussian</td>
<td>1</td>
<td>152</td>
<td>Frank</td>
<td>4</td>
<td>278</td>
<td>Frank</td>
<td>3</td>
</tr>
<tr>
<td>156</td>
<td>Frank</td>
<td>4</td>
<td>279</td>
<td>Gaussian</td>
<td>4</td>
<td>156</td>
<td>Frank</td>
<td>5</td>
<td>279</td>
<td>Frank</td>
<td>3</td>
</tr>
<tr>
<td>159</td>
<td>Gumbel</td>
<td>2</td>
<td>281</td>
<td>Gaussian</td>
<td>1</td>
<td>159</td>
<td>t</td>
<td>4</td>
<td>281</td>
<td>t</td>
<td>4</td>
</tr>
<tr>
<td>162</td>
<td>Gumbel</td>
<td>2</td>
<td>284</td>
<td>t</td>
<td>2</td>
<td>162</td>
<td>Frank</td>
<td>4</td>
<td>284</td>
<td>Frank</td>
<td>4</td>
</tr>
<tr>
<td>165</td>
<td>Gumbel</td>
<td>2</td>
<td>285</td>
<td>Gaussian</td>
<td>1</td>
<td>165</td>
<td>Frank</td>
<td>4</td>
<td>285</td>
<td>Frank</td>
<td>4</td>
</tr>
<tr>
<td>168</td>
<td>Gaussian</td>
<td>2</td>
<td>288</td>
<td>Gumbel</td>
<td>5</td>
<td>168</td>
<td>Frank</td>
<td>4</td>
<td>288</td>
<td>Frank</td>
<td>4</td>
</tr>
<tr>
<td>170</td>
<td>Gumbel</td>
<td>2</td>
<td>289</td>
<td>Frank</td>
<td>4</td>
<td>170</td>
<td>Frank</td>
<td>4</td>
<td>289</td>
<td>Frank</td>
<td>4</td>
</tr>
<tr>
<td>192</td>
<td>Frank</td>
<td>2</td>
<td>294</td>
<td>Gumbel</td>
<td>5</td>
<td>192</td>
<td>Frank</td>
<td>4</td>
<td>294</td>
<td>Frank</td>
<td>4</td>
</tr>
<tr>
<td>201</td>
<td>Gumbel</td>
<td>3</td>
<td>295</td>
<td>Gumbel</td>
<td>5</td>
<td>201</td>
<td>Gumbel</td>
<td>2</td>
<td>295</td>
<td>Frank</td>
<td>4</td>
</tr>
<tr>
<td>202</td>
<td>Gaussian</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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The distribution of the resulting clusters is contiguous rather than spatially separated for both accumulation periods, as presented in Figure 7-10. It can be concluded that the results are more physically interpretable, which can lead to more effective strategies in creating drought mitigation plans for certain areas. There is a notable contrast to the clustering over accumulation periods in the northern part of South Korea, namely Gyeonggi province and Gangwon province. More specifically, two subcategories, representing Gyeonggi and Gangwon province, in MSDI-6 are grouped together as a category in MSDI-3. For a given cluster, this study further explores different aspects of drought features such as duration, severity and long term trends at different quantile levels.

Figure 7-9 Standardized fusion levels corresponding to the number of clusters for MSDI-3 and MSDI-6.

The spatially averaged MSDI values over each cluster are shown in Figure 7-11, and their trends appear to differ significantly between thresholds (or exceedance probabilities; moderate (-1.0): 0.16, severe (-1.5): 0.07 and extreme (-2.0): 0.02). Compared to the MSDI-6, more frequent drought events appear to be identified at the MSDI-3, and the number of drought events for certain drought categories varies over different clusters, as summarised in Table 7-5. It is evident that drought duration of the MSDI-6 is significantly longer than that of the MSDI-3, and the difference becomes more distinct under extreme drought conditions. Similarly, an overall increase in drought severity in the MSDI-6 is clearly observed. Specifically, more moderate to severe drought episodes are observed in the northern part of South Korea, covered by clusters CL-3 and CL-4 for the MSDI-
3 and by clusters CL-1 and CL-2 for the MSDI-6. Clusters CL-2 for the MSDI-3 and CL-4 for the MSDI-6 notably for the longer duration period and the higher severity are mainly identified along the southern coast, under moderate to severe drought condition. Spatially aggregated drought features vary under extreme drought conditions. In other words, CL-3 for the MSDI-3 indicates a much more extreme drought condition in the northern part of South Korea, and as does CL-4 for the MSDI-6 in the southern coast.

Additionally, I explore regional trends over predefined thresholds using a quantile regression model, as represented in Figure 7-11 and Table 7-6. Numbers in bold are statistically significant at the 0.05 level (p<0.05) in Table 7-6. For the MSDI-3, CL-1 representing drought in the central eastern region showed no trend for all four levels, while a significantly decreasing trend is shown in CL-3. A significantly decreasing trend (or increasing drought risk) in MSDI-3 was found at CL-2 (e.g., median) and CL-4 (e.g., extreme, moderate and median). Overall, for a longer-duration MSDI-6, a significant downward trend becomes more dominant (see Figure 7-11(e) -711(i). Furthermore, I explore the past three major drought episodes over the last three decades (1986-2016), as shown in Figure 7-11. As presented, drought episodes Ep1 (1994-1996), Ep2 (2000-2002) and Ep3 (2013-2015) are clearly identified as major drought events that have been reported in previous studies (Kwon et al., 2016; Min et al., 2003; Nam et al., 2015).

Table 7-5 Summary of drought episodes based on clustering analysis.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>The number of Events</th>
<th>Duration</th>
<th>Severity</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSDI-3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>33</td>
<td>29</td>
<td><strong>41</strong></td>
</tr>
<tr>
<td>Severe</td>
<td>22</td>
<td>25</td>
<td><strong>26</strong></td>
</tr>
<tr>
<td>Extreme</td>
<td>11</td>
<td><strong>13</strong></td>
<td>7</td>
</tr>
<tr>
<td>MSDI-6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td><strong>25</strong></td>
<td>25</td>
<td>23</td>
</tr>
<tr>
<td>Severe</td>
<td>17</td>
<td><strong>20</strong></td>
<td>16</td>
</tr>
<tr>
<td>Extreme</td>
<td>7</td>
<td>7</td>
<td><strong>11</strong></td>
</tr>
</tbody>
</table>
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Figure 7-10 Spatial distribution of clusters for the MSDI over South Korea. Left panel, MSDI-3; right panel, MSDI-6.

Table 7-6 Summary of the slope obtained from a quantile regression model at four different classes. Numbers in bold are statistically significant at the 0.05 level.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>MSDI-3 (× 10^{3})</th>
<th>MSDI-6 (× 10^{3})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Extreme</td>
<td>Severe</td>
</tr>
<tr>
<td>CL-1</td>
<td>1.14</td>
<td>0.07</td>
</tr>
<tr>
<td>CL-2</td>
<td>1.13</td>
<td>-0.34</td>
</tr>
<tr>
<td>CL-3</td>
<td>-3.51</td>
<td>-3.29</td>
</tr>
<tr>
<td>CL-4</td>
<td>-2.21</td>
<td>-0.77</td>
</tr>
<tr>
<td>CL-5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 7-11 Regional trends of MSDI-3 and MSDI-6 corresponding to each cluster and their trends over different thresholds based on quantile regression. Here, blue bars denote three major drought episodes over the past three decades.

### 7.5 Conclusions

Drought is an increasingly important issue in many parts of the world, requiring a hydro-meteorological modelling framework to assess and monitor its complex impact on natural hazards and associated socio-economic vulnerability. In this chapter, I use two representative drought indices (the SPI and SSI) to evaluate changes in drought patterns at different spatio-temporal scales. The SPI and SSI, derived from precipitation and SM, respectively, are compared with each other by describing their individual characteristics as drought indicators as well as their interdependence and interaction. Furthermore, considering different aspects of the drought dynamics, this chapter introduces the MSDI, which is used to explore meteorological and agricultural droughts jointly in the context of a multivariate probability distribution. The MSDI derived for each station is then
grouped using the hierarchical clustering approach for better understanding of the regional features of drought conditions. The primary conclusions obtained in this chapter are as follows:

(1) The transition from meteorological to agricultural drought is clearly identified, but the degree of their relationship is significantly dependent on the season. Specifically, the SSI had a 1-month delayed response to the SPI during the dry season (i.e., winter-spring), whereas the response of the SSI to SPI is generally prompt under wet soil conditions. Thus, one should consider the role of antecedent SM content to improve the characterization of changes in drought propagation.

(2) The SSI shows less frequent droughts and longer drought duration, due to the gradual decrease in the autocorrelation functions of SSI along with the higher degree of autocorrelation, compared to that of the SPI. In this perspective, the onset of drought could be detected by the SPI, whereas the SSI appears to be more appropriate for describing drought persistence. Overall, this is also supported by the fact that the 1-month lag between the SPI and SSI was significant for most stations over the last three decades (1986-2016).

(3) The copula-based MSDI is employed to consider the interdependence and interaction between rainfall and SM in the context of a multivariate probability distribution. Moreover, the hierarchical agglomerative clustering approach is used to identify the spatial pattern of the MSDI. The distribution of the resulting clusters is contiguous rather than spatially isolated for both accumulation periods, contributing to more effective strategies in the development and implementation of drought management and mitigation plans for certain areas.

(4) In addition, I use a hierarchical clustering approach to the MSDI to investigate regional trends in drought pattern. By using this approach, the spatio-temporal drought patterns are clearly captured through the MSDI. Specifically, more drought episodes under moderate to severe drought conditions are dominantly observed along the southern coast of South Korea. I also find persistent drought with a higher level of severity in the northern part of South Korea, which might be attributable to the significant decreasing trend (or increasing drought risk) that is noted in the northern part of South Korea. Overall, for a longer-duration MSDI-6, a significant downward trend has become more dominant.

The main contribution in this chapter is to statistically combine the SPI with the SSI with the intention of providing a more comprehensive perspective for drought characterisation. Although
the case study site is in South Korea, this chapter is expected to provide valuable insights into the enhanced applicability of SM information in drought assessment for decision-making.
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CHAPTER 8 Conclusions and recommendations

8.1 Conclusions

This thesis aims to explore the particular features of multiple SM data sources, in which each dataset tends to show different advantages and limitations in terms of practical aspects. Moreover, given that SM knowledge could provide a more comprehensive perspective of RR simulation and drought assessment, SM data are incorporated into the hydrological modelling framework and further employed to identify the characteristics of historical droughts in South Korea. This thesis can be partitioned into two main parts as stated in Chapter 1.

The first part (Chapter 4 and Chapter 5) concentrates on assessing microwave SM products and addressing their inherent limitations, such as a shallow observation depth and a coarse spatial resolution. The main findings of the first part are as follows:

(1) The RZSM derived from the exponential filter method successfully reproduces SM content in a deeper layer, providing improvements in accuracy compared to the original SM. Satellite-retrieved SM is representative of a topsoil layer, while the RZSM is more readily applicable to be incorporated into hydro-meteorological models. In this sense, this approach used in this chapter can be directly employed in various hydrological applications. For instance, prior to integrating satellite SM into a hydrological model, this approach is used as a pre-processing stage in Chapter 6.

(2) Aside from the filtering method, the CDF matching method is applied, not only to address the inherent systematic mismatch between the estimated RZSM and in-situ SM but also to select an optimal temporal resolution. As a result, compared to the conventional CDF matching method that uses the whole record of the investigation period, a bias-correction period of QM4 (growing and non-growing season) outperforms the other temporal groups for both calibration and validation periods. It should be noted that the results achieved in this thesis might be location-dependent, meaning that different optimal temporal group can be obtained from other locations. However,
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given that little work on this topic has been conducted to explore the optimal bias-correction period in the literature, the methodology and results of the current study are useful in the field of remote sensing and relevant to the wider hydrological community.

(3) The efficiency of the proposed GM-NHMM method is compared with that of the OLR model using the same predictors. The mean correlation coefficient of the proposed model equal to 0.78, which is significantly greater than that of the OLR model (0.49). Moreover, the proposed model in this thesis preserves the spatial coherence across all stations reasonably well (Figure 5-11), which is a fundamentally important property in describing the spatial pattern of SM and its association with runoff on a catchment scale.

(4) Rainfall and air temperature are considered predictors in the proposed downscaling modelling framework due to the ease of data acquisition and their interaction with SM state in the hydrological cycle. These variables’ correlations with in-situ SM are statistically significant and strongly persistent. The lag-1 correlation is high for daily rainfall, and the correlations appear to be consistent with the lag in the temperature and AMSR2 data. It is therefore recommended that researchers should take the time lag relationship between in-situ SM observations and the candidate predictors into account in the proposed GM-NHMM model.

(5) It is clearly seen that the rainfall predictor plays a substantial role in achieving the overall predictability. Using weather variables (i.e., rainfall and temperature) can be effective in picking up some of the predictability of local SM that is not captured by the AMSR2 data. On the other hand, larger-scale dynamic features identified from the AMSR2 data seem to facilitate the identification of regional spatial patterns of SM.

The second part of this thesis (Chapter 6 and Chapter 7) is dedicated to exploring the potential of SM in the context of hydrological applications such as RR modelling and drought assessment. Chapter 6 focuses on improving the ability of RR modelling by combining satellite SM products with an existing RR model (the Tank model) on the basis of a machine learning framework (i.e., the LSSVM). Further, considering that SM is a crucial hydrological variable for drought assessment, Chapter 7 explores the applicability of SM information for a better understanding of the characteristics of droughts. The main findings of the second part are as follows.
(6) As for the LSSVM-based RR model that uses two lagged values of predictors (i.e., rainfall and ESA CCI SM), the results reveal that satellite SM plays an efficient role in the proposed RR modelling framework. In terms of NSE, the proposed model shows “very good” performance, depending on different combinations of the time-lagged input variables. The results also support the potential benefits of introducing the satellite-based SM estimates into hydrological applications.

(7) The SM state variables derived from the Tank model are successfully incorporated into a LSSVM based regression framework. The enhanced performance of the Tank-LSSVM over the Tank model is particularly found in the simulation of low flows whose accuracy significantly influences a key aspect in the water resources management and planning. However, the contribution of satellite SM data as an external source to runoff simulation in the Tank-LSSVM model is found to be insignificant. This confirms that SM state variables derived from the well-calibrated continuous RR model better represents SM dynamics than those obtained from satellite SM data.

(8) In Chapter 7, the SSI shows less frequent droughts and longer drought duration compared to the SPI, due to the gradual decrease in the autocorrelation functions of the SSI. The strongest cross-correlations are observed at a 1-month lag between the SPI and SSI for most stations. Thus, the SPI is more appropriate for defining the onset of a drought, whereas the SSI appears to be more effective for describing drought persistence. Moreover, the transition from meteorological to agricultural droughts significantly depends on the season, indicating that the transition between them is highly correlated with antecedent moisture conditions.

(9) The copula-based MSDI is introduced to explicitly postulate interdependence between the SPI and SSI in the context of a multivariate probability distribution, and then a hierarchical agglomerative clustering approach along with a quantile regression model is employed to explore regional trends in drought. More drought episodes under moderate to severe drought conditions are observed along the southern coast of South Korea, while persistent droughts with higher severity are observed in the northern part of South Korea.

(10) The two drought indices introduced in this thesis show their particular advantage of assessing the nature of drought. However, considering that drought is a multidimensional phenomenon
and using a drought index based on a single indicator is insufficient in describing the complex aspects of drought, the use of the ERA-Interim reanalysis SM data in drought analysis is expected to provide useful guidelines to detect the nature of drought for regions suffering from a lack of in-situ SM observations.

8.2 Recommendations for future work

The strengths and limitations of the multi-source SM products are highlighted, and this thesis further enhances the utilisation of the SM data in the context of hydrological applications. However, there still remain future works to tackle this thesis’s shortcomings, as listed below.

(1) Despite the primary contributions of this study, as for the proposed CDF matching method in Chapter 4, more stable and comprehensive results are expected with a more extended record period. Moreover, because the proposed bias correction method has been primarily carried out in South Korea, it is necessary to apply this approach to different parts of the world to overcome regional perspectives.

(2) For a characteristic time (T), it is found that a smaller T value is obtained in the deeper soil layer at some observation sites, which is not in accordance with the fundamental assumptions of the exponential filter method. In this context, further works are required to explore unknown factors that may also influence T values, namely the proposed scheme should be tested over a wide range of vegetation, soil and climate conditions.

(3) The relatively low revisit frequency of satellite sensors (i.e., low temporal resolution (1-5 day revisit time)) is another practical issue in hydrological perspective. In addition to a spatial downscaling approach, the downscaling scheme proposed in Chapter 5 could provide a useful tool for a temporal downscaling purpose. Further, other remote sensing products (e.g., MODIS products) with fine-scale resolution can be used as auxiliary information with the intention of obtaining higher spatial resolution in future work.

(4) In Chapter 6, given an encouraging improvement in runoff simulation with the proposed hybrid RR model, the modelling framework of the current study could be beneficial and relevant to a
number of different applications in the field of hydrology. However, it is necessary for future work to explore the applicability of either other conceptual models or physically-based models for different regions with a longer period of record, which is required to support the findings of this study.

(5) In addition, it should be noted that combining existing RR models with an LSSVM-based RR framework outperforms models that use satellite SM data. This is partially because the lumped model used in this thesis use the mean value over the catchment area rather than spatially distributed SM. This can lead to a misrepresentation of overall performance in the proposed modelling framework. Future works will be dedicated to addressing this issue.

(6) Understanding the uncertainty in the hydrological model allows hydrologists to gain useful insights to address the shortcoming of the performance in RR simulation. However, little work has been carried out in the context of data-driven RR modelling frameworks. In this regard, another interesting study is to estimate uncertainty in the proposed RR simulation made by the Tank-LSSVM model, which will analytically provide an effective manner to improve model performances.

(7) In Chapter 7, integration with other drought indicators (e.g., streamflow and groundwater) is still required for a more comprehensive understanding of multi-dimensional aspects of drought in a future study. In addition, future work should focus on the extension of data records with multiple predictors such as satellite remote sensing data and hydro-meteorological variables as a potential predictor.

(8) This study explores the composite features of droughts from a historical perspective (i.e., over the last three decades). However, their frequency and severity may differ in coming decades due to the impact of climate change. Therefore, it is necessary for appropriate adaptation and mitigation actions to determine how climate change and global warming affect the nature of drought hazard, which could be conducted by coupling climate models.

(9) As stated in Chapter 3, two-thirds of the annual rainfall occurs during the summer monsoon season, which is the primary source of water resources in South Korea. It has been reported that a general declining trend is evident in the East Asian summer monsoon and this tendency appears to be more prevalent since the early 1990s (Li et al., 2017). In this context, it is
necessary to further explore the relationship between the results in this thesis (i.e., increased drought risk) and weakened summer monsoons.
APPENDIX

Appendix A.

The Tank models with vertically interconnected multiple tanks (three tanks for this study) simulate RR processes such as flood events and continuous runoff. In terms of the 3-Tank model, the side outlets in the first tank represent surface runoff ($q_{12}$ and $q_{11}$), while the outlets in the second and third tank are considered as intermediate runoff ($q_2$) and base flow ($q_3$) respectively. The outputs of each side outlet are calculated based on following formulas:

1st tank

\[
\frac{dS_{T1}}{dt} = RF - ET - q_{12} - q_{11} - I_1 
\]

if $ST_1 > H_{12}$, $q_{12} = (ST_1 - H_{12}) \times a_{12}$; if $ST_1 \leq H_{12}, q_{12} = 0$  \hspace{1cm} (A2)

if $ST_1 > H_{11}$, $q_{11} = (ST_1 - H_{11}) \times a_{11}$; if $ST_1 \leq H_{11}, q_{12} = 0$  \hspace{1cm} (A3)

$I_1 = ST_1 \times b_1$  \hspace{1cm} (A4)

2nd tank

\[
\frac{dS_{T2}}{dt} = I_1 - I_2 - q_2 
\]

if $ST_2 > H_2$, $q_2 = (ST_2 - H_2) \times a_2$; if $ST_2 \leq H_2, q_2 = 0$  \hspace{1cm} (A5)

$I_2 = ST_2 \times b_2$  \hspace{1cm} (A6)

3rd tank

\[
\frac{dS_{T3}}{dt} = I_2 - q_3 
\]

$q_3 = ST_3 \times a_3$  \hspace{1cm} (A7)

Total runoff

\[
Q = q_{11} + q_{12} + q_2 + q_3 
\]

(A10)

where $\frac{dS}{t}$ is the time-dependent tank storage. $P$, $ET$ and $I$ refer to rainfall, evapotranspiration and infiltration, respectively.
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