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Water displays a vast array of unique properties, known as water’s anomalies, whose origin remains subject to hot debate. Our aim in this article is to provide a unified microscopic physical picture of water’s anomalies in terms of locally favored structures, encompassing both thermodynamic and dynamic anomalies, which are often attributed to different origins. We first identify locally favored structures via a microscopic structural descriptor that measures local translational order, and provide direct evidence that they have a hierarchical impact on the anomalies. At each state point, the strength of thermodynamic anomalies is directly proportional to the amount of locally favored structures, while the dynamic properties of each molecule depend on the fraction of nearest neighbors that are part of locally favored structures. To incorporate this, we develop a novel hierarchical two-state model. We show by extensive simulations of two popular water models that both thermodynamic and kinetic anomalies can be almost perfectly explained by the temperature and pressure dependence of these local and non-local version of the same structural descriptor, respectively. Moreover, our scenario makes three unique predictions in supercooled water, setting it apart from other scenarios: (1) Presence of an “Arrhenius-to-Arrhenius” crossover upon cooling, as the origin of the apparent “fragile-to-strong” transition; (2) Maximum of dynamic heterogeneity around 20 K below the Widom line and far above the glass transition; (3) Violation of Stokes-Einstein-Debye relation at $\sim 2T_g$, rather than $1.2T_g$ typical of normal glass-formers. These predictions are verified by recent measurement of water’s diffusion at very low temperatures (point 1) and discoveries from our extensive simulations (points 2-3). We suggest that the same scenario may generally apply to water-like anomalies in liquids tending to form locally favored structures, including not only other important tetrahedral liquids such as silicon, germanium, and silica but also metallic and chalcogenide liquids.

I. INTRODUCTION

Understanding the anomalous behavior of water has attracted considerable effort, and several scenarios have been proposed to explain its unique properties. Among these, the second critical point scenario is widely considered to be the most comprehensive description of water’s behavior at low temperatures. It invokes the existence of the so-called Widom line linked to a second critical point, which acts as a line of finite yet maximum critical fluctuations responsible for the rapid increase of thermodynamic response functions upon cooling. This model explains thermodynamic anomalies by power-law divergences.

The dynamical properties of water also undergo rapid change in the region where thermodynamic properties change anomalously. All the hallmarks of glassy behavior (increase in dynamic heterogeneity, breakdown of the Stokes-Einstein-Debye relation, etc.) are observed. These dynamical anomalies are often described also by power-law divergences, originated from either a glass transition (more precisely, mode-coupling theory (MCT)) or a thermodynamic (limit of mechanical stability) singularity. However, no divergence has ever been detected by measurements in supercooled, amorphous, and confined water, and instead a “fragile-to-strong” (power-law to Arrhenius) transition is observed, which is further rationalized as a consequence of crossing the Widom line.

In a recent work, we have provided an alternative explanation of water’s dynamic anomalies. According to this scenario, the observed fragile-to-strong transition is actually a crossover between two Arrhenius regimes, each corresponding to a different state (type of local structures) of water: a high-density $\rho$ state at high temperature, and a low-density $S$ state at low temperatures. The dynamical transition should then be described as an Arrhenius-to-Arrhenius transition, which coincides with the change in the composition of local structures of water at different state points. The work in Ref. showed that this scenario also naturally explains phenomena usually attributed to an underlying glass transition (such as the breakdown of the Stokes-Einstein-Debye relation), and made some additional predictions (such as the maximization of heterogeneities) that were verified in simulations. In this Article, we expand on the work in Ref., providing a more detailed analysis of both thermodynamic and dynamic anomalies of water. In particular we present a unique hierarchical two-state model that quantitatively captures the emergence of both classes of anomalies in water. It shows how thermodynamic anomalies are determined directly from the amount of locally favored structures, while dynamic anomalies are determined by the local environment of each molecule. This hierarchical structure of the model predicts the existence of two characteristic lines, which we call static and dynamic Schottky lines: a static line, along which (non-critical) static fluctuations are maximized, and a dynamic line, where dynamic fluctuations are maximized. This last point allows us to observe for the first time a unique behavior in water, i.e. a maximum in the dynamical heterogeneities and in the dynamical...
correlation length as a function of temperature. Two-state models have been applied successfully in the past to explain the thermodynamic anomalies of real and simulated water by many authors.\textsuperscript{4,30–42} Previously, we also showed that two-state scenario can explain real water’s dynamic anomalies (more precisely, viscosity anomaly) in a temperature range of 258 K to 373 K.\textsuperscript{32–34} Recently, by accurate viscosity measurements, Caupin and coworkers\textsuperscript{46,42} also reported a good fitting of two-state model to water’s dynamic properties. However, all these works were based on a phenomenological two-state description of various physical quantities and lack microscopic support: in other words, the basic two states were unidentified at a molecular level and their presence was assumed. Attempts to construct two-state model on the basis of microscopic structural information were made in Refs.\textsuperscript{38,43} by using a structural parameter $r_{H}$ and in Refs.\textsuperscript{38,44} by using the local structural index, $\zeta$, both of which only consider the distance of oxygen neighbor(s) from the central one. In 2014 we developed a microscopic two-state model that is capable to describe the thermodynamic anomalies.\textsuperscript{46} In this work, we introduced a new structural descriptor $\zeta$ to quantify the degree of translational order in the second shell (see below on its detail).\textsuperscript{46} By taking into account hydrogen bond (H-bond) formation, $\zeta$ largely improves the detection of locally favored structures and thus provides a solid microscopic structural basis for a two-state description of liquid water.\textsuperscript{47} However, the applicability of the two-state model to dynamic anomalies in a deeply supercooled regime, where different scenarios may possibly be distinguished, is still not clear. In particular, direct pieces of evidence supporting two-state scenario at the molecular level are still missing. Furthermore, it is not clear how dynamic heterogeneity and the breakdown of the Stokes-Einstein-Debye relation, which have been regarded as key features supporting the glass phenomenology glass-transition-based scenario, can be explained by two-state scenario. All these problems make the validity of two-state scenario for dynamic anomalies remain elusive.

In this article, we examine computer simulations of two popular models of water, the TIP5P and ST2 water models, and build from the ground-up a two-state description based entirely on microscopic information. This will be used to quantitatively predict the location and intensity of the anomalies (both temperature and pressure dependences), and will be shown to be in excellent agreement with our simulation results and previous experimental observations. We also discover a maximum of dynamic heterogeneity around 20 K below the Widom line and far above the glass transition, and show that it is a distinctive two-state feature that is hard to explain within any other scenarios.

II. THEORETICAL BACKGROUND

A. Two-state model

Here we briefly explain the theoretical framework of a two-state model. In this model water is treated as a dynamical mixture of two states and its free energy can be expressed as follows,\textsuperscript{32–38,46,48}

$$G = G_{\rho} + s \Delta G + k_{B} T \left[ s \ln s + (1 - s) \ln (1 - s) \right] + J s (1 - s),$$

where $s$ is the fraction of S state, $\Delta G = G_{S} - G_{\rho}$, $G_{S}$ and $G_{\rho}$ are the free energies of pure S and $\rho$ state, respectively, and $J$ is cooperativity, describing the energy gain if two states phase-separate, and $k_{B}$ is the Boltzmann’s constant, and $T$ is temperature. A possibility of entropic origin of cooperativity was also suggested.\textsuperscript{35} The two states can transform between each other on a short time-scale, and equilibrium can be reached if

$$\frac{\partial G}{\partial s} = \Delta G + k_{B} T \ln \left( \frac{s}{1 - s} \right) + J (1 - 2s) = 0.$$

If there is no critical point, or if it exists but the temperature and pressure are far from the critical region, we can assume the cooperativity $J$ to be negligible\textsuperscript{32–34} (see the next section). Furthermore, the free energy difference $\Delta G$ can be decomposed into energy ($\Delta E$), entropy ($\Delta s$) and volume ($\Delta V$) contributions as $\Delta G = \Delta E - T \Delta s + P \Delta V$. Therefore, the fraction of S state, $s$, can be described by

$$s = \frac{1}{1 + \exp \left( \frac{\Delta E - T \Delta s + P \Delta V}{k_{B} T} \right)}.$$  \hspace{1cm} (1)

For example, the volume anomaly is given by $V = (V_{S} + s \Delta V)/n$, where $\Delta V = V_{S} - V_{\rho}$ is the molar volume difference of $S$ and $\rho$ state and $n$ is the average number of molecules involved in each state, which converts the two-state description on the state basis to the simulation/experimental description on the molecular basis. In our two-state model, the less ordered $\rho$ state shows normal temperature and pressure dependence, like regular liquids. For TIP5P and ST2 water (see below), we found the temperature dependence of $\rho$ state behaviors can be well described by a linear function, whereas a slightly bent quadratic function best describes the pressure dependence. Hereafter, the values of $\Delta E$ and $\Delta s$ are expressed in the unit of K by dividing them by $k_{B}$.

B. Cooperativity

In the above two-state model, cooperativity $J$ defines the energy gain upon mixing of the two states. If $J > 0$ cooperative formation of S state is energetically favored and the model predicts a gas-liquid-like critical point for the order parameter $s$ at $T_{c} = J/(2k_{B})$, below which the two states separate into two phases under constant volume.\textsuperscript{32,33,46,49,50} This critical point is naturally linked to the proposed second critical point at which a first-order phase transition line between two forms of water ends. So our model predicts the presence of a second critical point. However, since the critical point (217 K and 3400 bar for TIP5P water\textsuperscript{51}) is located far from the region where anomalies are considered in this study, we can safely ignore the $J$ term in this version of the two-state model. We will show more evidence confirming the weakness of cooperativity in Secs. IV B 6 and IV E 3.
III. SIMULATION METHODS

Molecular dynamics simulations were carried out on a system of 1000 TIP5P water molecules in a cubic box with periodic boundary conditions by using the GROMACS package (version 4.6.5)\(^2\). Intermolecular interactions were truncated at 9 Å\(^3\). The NPT ensemble was employed in all the simulations, with temperature and pressure kept constant by using the Berendsen thermostat and barostat, respectively. A time step of 1 fs was used for all the simulations. Equilibration was checked by comparing the diffusion coefficients calculated from the first and last half of each trajectory. A total of 78 μs well-equilibrated trajectories were sampled for statistical analyses.

As we mentioned above in the introduction section, different scenarios for water’s anomalies predict different behaviors only in the deeply supercooled regime, far below the Widom line \(T_W\). In this work, extensive simulations were performed for a wide range of temperatures from 430 K to 226 K (far below \(T_W = 255.5\) K for TIP5P water at 1 bar). Table I lists the total length of the molecular dynamics simulations (after equilibration) and the reorientational relaxation time of TIP5P water at 1 bar. Except for the lowest two temperatures, all the simulation times (after equilibration) were longer than the reorientational time by at least two orders of magnitude. In order to further improve the statistics, three, ten and four independent simulations with different initial configurations and velocities were carried out at 226, 230 and 235 K, respectively, as indicated by the bold multipliers in Table I. At 250 K, constant NPT simulations were carried out at 14 different pressures (from 1 to 10000 bar) for 200 ns each.

In order to test the validity of our hierarchical two-state scenario, all the calculations were repeated on another widely used water model—the ST2 model.\(^4\) We simulated 216 ST2 water molecules in a cubic box with periodic boundary condition by using the hybrid Monte Carlo code developed in Debenedetti’s group (http://pablonet.princeton.edu/pgd/html/links.html). Intermolecular interactions were truncated at 7.8 Å and the long-range electrostatic interactions were calculated by using the reaction field method. Constant NPT simulations were performed in a wide range of temperatures and pressures. Equilibration was confirmed in the same way as for TIP5P water. 15 molecular dynamics steps were performed for each Monte Carlo move. Trajectories of 180 million Monte Carlo moves in total were sampled for statistical analyses.

IV. RESULTS

A. Water’s local structure and its impact on local mobility.

1. Definition of a structural descriptor \(\zeta\)

Focusing on water’s second shell of nearest neighbors,\(^5,6\) we introduce the \(\zeta\) parameter to measure local translational order.\(^6\) It is defined as the difference between the distance \(d_{ij}\) of the closest neighbor molecule \(j\) not H-bonded to molecule \(i\), and the distance \(d_{ij}'\) of the furthest neighbor molecule \(j'\) H-bonded to molecule \(i\): \(\zeta(i) = d_{ij} - d_{ij}'\). Two water molecules are regarded as H-bonded only if the O-O distance is within 0.35 nm, and the H-O···O angle is less than 30°.\(^5,7,8\) Here we emphasize that considering H-bonding in the characterization of a local structure is a crucial feature of our method.\(^7\)

2. Two-state feature of \(\zeta\) distribution

As was shown in Ref.\(^29,46–48\), \(\zeta\) has a bimodal distribution, which allows the unambiguous identification of two local structures even under thermal noise.

First we show the local structural characteristics of TIP5P water detected by the parameter \(\zeta\) at 1 bar. Figure 1(a) displays two typical local structures: \(\rho\) and \(S\) states, which are distinguished by \(\zeta\). As shown in Fig. 1(b), \(\zeta\) has a distinct bimodal feature. The left peak corresponds to a disordered second-shell, with a distribution of \(\zeta\) values roughly centered around \(\zeta = 0\), and considerable shell inter-penetration; we call this the \(\rho\) state. The right peak has instead a finite and positive value of \(\zeta\), denoting ordered structures; we call this the \(S\) state. Figure 1(c) plots the numbers of first-shell (\(r < 0.35\) nm) neighbors and H-bonded neighbors per water molecule as a function of \(\zeta\). It can be seen that \(S\) state water typically forms H-bonds with all its 4 neighbors, whereas \(\rho\) state water has \(\sim 3\) H-bonds with its 5–6 neighbors (Fig. 1(a)), indicating that \(S\) state is sparser and energetically more stable than \(\rho\) state. Another popular parameter \(q\), describing the tetrahedral order,\(^59,60\) is plotted as a function of \(\zeta\) in Fig. 1(d). The tetrahedral parameter is defined by\(^59,60\)

\[
q = 1 - \frac{3}{8} \sum_{i=1}^{3} \sum_{j=i+1}^{4} \left( \cos \psi_{ij} + 1 \right)^2
\]

where \(\psi_{ij}\) is the angle formed by two vectors pointing from the center molecule to two of its nearest neighbors. The summation runs over all the combination of the four nearest neighbors. \(S\) state shows higher tetrahedral order than \(\rho\) state, because in \(\rho\) state water penetrates into the first shell, distorting the tetrahedral geometry. The discontinuity at \(\zeta = 0\) comes from the fact that \(q\) is defined by the geometry of nearest rather than H-bonded neighbors, so that at \(\zeta < 0\) the penetrated water will replace the H-bonded one in the calculation of \(q\).

Local structures of TIP5P water at 250 K for different pressures were also analysed and the result is shown in Fig. 2. It can be seen that the distribution of structural descriptor \(\zeta\) retains its bimodal feature even at high pressure (see Fig. 2(a)). High pressure pushes water molecules in the second shell into the first shell, and as a result, the fraction of \(S\) state decreases as the pressure is increased. This effect can also be seen in Fig. 2(b) which shows the numbers of first-shell (\(r < 0.35\) nm) and H-bonded water. In contrast to the \(S\) state water (high \(\zeta\)) which forms 4 H-bonds with 4 neighbors in the first shell, up to 8 water molecules are found in the first shell of \(\rho\) state at high pressures. Figure 2(c) displays the tetrahedral parameter as a function of \(\zeta\). In Fig. 2(c) we can see that \(S\) state water
Table I. Total length of molecular dynamics simulations $t$, and reorientational time $\tau_2$ for TIP5P water.

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>226</th>
<th>230</th>
<th>235</th>
<th>240</th>
<th>245</th>
<th>250</th>
<th>260</th>
<th>270</th>
<th>280</th>
<th>300</th>
<th>320</th>
<th>340</th>
<th>360</th>
<th>400</th>
<th>430</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$ (ns)</td>
<td>$3 \times 11000$</td>
<td>$4 \times 3000$</td>
<td>$4 \times 2430$</td>
<td>$2000$</td>
<td>$300$</td>
<td>$50$</td>
<td>$10$</td>
<td>$10$</td>
<td>$2$</td>
<td>$2$</td>
<td>$2$</td>
<td>$1.5$</td>
<td>$1.2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_2$ (ns)</td>
<td>2343</td>
<td>413</td>
<td>75</td>
<td>6.7</td>
<td>1.2</td>
<td>0.25</td>
<td>0.035</td>
<td>0.01</td>
<td>0.006</td>
<td>0.002</td>
<td>0.001</td>
<td>0.0007</td>
<td>0.0005</td>
<td>0.0003</td>
<td>0.0002</td>
</tr>
</tbody>
</table>

Figure 1. Local structures of TIP5P water at 1 bar for different temperatures. (a) Typical snapshots of water’s local structures for $\rho$ and $S$ states. The dot red lines represent H-bonds and the solid blue lines show the tetrahedral structure. (b) Distribution of structural descriptor $\zeta$, $P(\zeta)$, that characterizes the translational order of water’s second shell. $\zeta$ displays a clear bimodal feature and thereby defines two local structures in water: $\rho$ state (left peak) with a collapsed second shell and $S$ state (right peak) with a well-defined second shell. (c) Numbers of first-shell ($r < 0.35$ nm, solid lines) and H-bonded (dashed lines) neighbors per water molecule as a function of $\zeta$. (d) Tetrahedral parameter $q$ as a function of $\zeta$. Overall, as illustrated in (a), $S$ state has higher order, more H-bonds and smaller local density than $\rho$ state. The arrows denote the direction of increasing temperature. Panels in this figure, except for the H-bond number in panel (c), are reproduced from Refs. 29 and 48 with permission from Proceedings of the National Academy of Sciences USA.

Figure 2. Local structures of TIP5P water at 250 K for different pressures. (a) Distribution of structural descriptor $\zeta$. (b) Numbers of first-shell ($r < 0.35$ nm, solid lines) and H-bonded (dashed lines) neighbors per water molecule as a function of $\zeta$. (c) Tetrahedral parameter $q$ as a function of $\zeta$. The dashed arrows denote the direction of increasing pressure.

pressures studied in this paper $\zeta$ distribution can be fitted by the sum of two Gaussian functions very well. The results at some temperatures and pressures are plotted in Fig. 3. The fraction of $S$ state was then obtained from the areas of the two Gaussian functions. However, at very low and high temperature, where one structure predominates in the system, the peaks become slightly asymmetric, vitiating the two-Gaussian fitting. This is because the definition of $\zeta$ puts a strong boundary at high $\zeta$ regions. The boundary comes from the fact that the nearest non-H-bonded water cannot exceed the second nearest non-H-bonded one, or otherwise it would be replaced by the latter in the calculation of $\zeta$, which makes the right side of $S$ peak look narrower than its left half (see Fig. 3(a) for example). To resolve this problem, at very low or high temperatures, we fitted the more symmetric $\rho$ peak by one Gaussian function and the rest was all assigned to $S$ state. Figure 3(a) shows the two-state decomposition by one Gaussian fit to data.

has a higher tetrahedral order than $\rho$ state and for both states tetrahedral order decreases with pressure.

In wide temperature and pressure ranges, $\zeta$ distributions show a clear bimodal feature. Because of thermal fluctuation, it is natural to assume that $\zeta$ follows a Gaussian distribution for each state. In fact, we found at most temperatures and
at $\zeta < 0.15$ Å at 1 bar and 230 K and Figs. 3(b)-(d) display the two-state decomposition by two Gaussians at different pressures and temperatures. Then the fraction of S state is defined as the static order parameter $s$ in the two-state model.

Two distinct types of local structures can thus be identified microscopically—a more ordered, sparser S state and a less ordered, denser $\rho$ state, with their populations varying with temperature and pressure. Considering the large structural fluctuations, we should use “two types of structures” rather than “two structures”, but hereafter we use the latter for simplicity. We note that the existence of such two local structures in water is supported by many experiments, such as Raman spectroscopy, femtosecond mid-IR pump-probe spectroscopy, time-resolved optical Kerr effect spectroscopy, x-ray absorption, and emission spectroscopies (see recent reviews by Nilsson and Pettersson and by Gallo et al.) in which signatures of two structures were detected, although the details of the two structures are more difficult to be identified experimentally.

3. Two-state feature in real space

Figure 4 displays two typical local structures detected by $\zeta$: $\rho$ and S states (Fig. 4(a)). We showed that $\zeta$ gives us a quantitative description of local structural ordering in water at the molecular level and can thus describe the thermodynamic anomalies. For example, we plot in Figs. 4(b)-(f) different fields for a sample configuration for the TIP5P model at 1 bar and 250 K, where every molecule is colored in red if the field is low, or blue if the field is high. A high degree of correlation (correlation factor $\approx 0.80$) is evident between the $\zeta$ field (Fig. 4(b)) and the inverse of local density field (Fig. 4(c)).

While thermodynamic properties show a high degree of correlation with $\zeta$, at first sight the spatial distribution of dynamical quantities is instead weakly correlated with the $\zeta$ field. This is shown for example in Fig. 4(e) and (f), where the particles are colored according to their inverse translational and rotational mobility, respectively.

In our previous phenomenological two-state model, we used the same order parameter to describe thermodynamic and viscosity anomalies. But more recent studies on the correlation between dynamics and structural order have shown that the dynamics cannot be determined locally. The microscopic dynamics of a water molecule in a mixture of the two states must be strongly affected by the composition of its nearest neighbors under the constraint of H-bonding, so the local environment of each molecule has to be taken into account. This hierarchy is incorporated in our hierarchical two-state model.

Figure 4. Water’s local structures and their correlations to local density and mobility. (a) Typical snapshots of water’s local structures for $\rho$ and S states. (b)-(f) Different fields for a sample configuration for the TIP5P model at 1 bar and 250 K. All molecules are colored in red if the field is low, or blue if it is high. (b) $\zeta$ field. (c) Inverse local density field ($6-N_{\text{CG}}$, where $N_{\text{CG}}$ is the number of first-shell neighbors). (d) $\zeta_{\text{CG}}$ field. (e) Inverse translational mobility field ($1-\Delta \phi_{\text{max}}(r_s)$), where $\Delta \phi_{\text{max}}(r_s)$ is the maximum distance one molecule traveling during a time period of $r_s$. (f) Inverse rotational mobility field ($1-\Delta \phi_{\text{max}}(r_s)$), where $\Delta \phi_{\text{max}}(r_s)$ is the maximum angle one molecule rotating during a time period of $r_s$ ($r_s$: dynamic heterogeneity time scale. See also Appendix.) In (b)-(d) a simple low-pass filter by performing running time average of each field over $r_s$ is utilized to remove thermal noise. In (b)-(c) and (d)-(f), $s = 57\%$ and $s^{\text{OP}} = 26\%$ molecules with higher field are colored in blue, respectively. This difference between the static and dynamic order parameters is the consequence of the hierarchical nature of the impact of local structural ordering on static and dynamic quantities. Panel (a) is reproduced from Fig. 1 of Ref. 29 with permission from Proceedings of the National Academy of Sciences USA. The data shown in other panels were calculated by using a randomly selected configuration which is different from the one used in Fig. 1 of Ref. 29.
tor ≈ 0.53) with both the inverse translational (Fig. 4(e)) and rotational (Fig. 4(f)) mobility field. It is clear that the ζ field without coarse-graining (Fig. 4(b)) does not have a good correlation with neither the translational nor rotational mobility field (Fig. 4(e) and (f)), indicating the fundamental deficiency of all previous two-state approaches for dynamics.\textsuperscript{32–34,40,42} It is remarkable that the ζ field and the coarse-grained ζ\textsuperscript{CG} field have direct correlation with local volume and mobility respectively \textit{at a molecular level}. This strongly indicates that the dynamics of a water molecule is controlled by its local environment up to first nearest neighbors. In the following we will make this correspondence more precise, by showing that a hierarchical two-state model of ζ\textsuperscript{CG} is able to quantitatively predict water’s dynamical anomalies.

B. Two-state description of dynamic anomalies.

1. Theoretical framework

Our hierarchical two-state model of dynamic anomalies is obtained by dividing the molecules into two states in terms of the activation energy by using ζ coarse-grained up to the first shell. We refer to these states with low (\textit{E}_a^\text{X}) and high activation energy (\textit{E}_a^S) as dynamic \textit{ρ} and \textit{S} states respectively. The fraction of the dynamic \textit{S} state is denoted by \textit{D}. A dynamic quantity \textit{X} is then expressed by generalized Arrhenius law as

\[ X = X_0 \exp \left[ \frac{\textit{E}_a^\text{S} - \textit{E}_a^\text{X} + \Delta \textit{E}_a}{k_B T} \right], \]  

(2)

where \(\Delta \textit{E}_a^X = \textit{E}_a^S - \textit{E}_a^X\) is the activation energy difference between dynamic \textit{S} and \textit{ρ} states, \(X_0\) is the prefactor, and \(k_B\) is the Boltzmann constant. This expression has a similar form as that in Ref.\textsuperscript{32,34}. As discussed above, however, we use \(\textit{s}^D\) instead of \(\textit{s}\) in Eq. (2) unlike in Ref.\textsuperscript{32,34}, which highlights the importance of coarse-graining.

A hidden assumption behind Eq. (2) is that the lifetime of dynamic \textit{ρ} and \textit{S} states should be much shorter than the characteristic dynamical timescale of water, so that we can treat the average of the activation energies as the effective activation energy.\textsuperscript{34} Although this assumption is difficult to verify experimentally, in simulations we can directly confirm it by the fact that the lifetime of dynamic states is approximately two orders of magnitude shorter than water’s reorientational time. Below we show evidence supporting this assumption.

2. Local structure relaxation

Here we characterize the dynamics of water’s local structure spanning over a wide time range. By using the structural descriptor ζ, we can define local structures for instantaneous configurations. These structures evolve and transform between each other with time. The dynamics of water’s local structures might not be important for static properties, but essential for water’s dynamics. In the two-state scenario, dynamic properties of each pure state follow the classical Arrhenius law. The apparent non-Arrhenius behavior comes from an effective activation energy that varies with temperature and pressure (see Eq. (2)). If the lifetime of local structures is much shorter than the dynamic time scale, then it is natural to write the effective activation energy as a sum of two-state components. Having a more ordered structure, dynamic \textit{S} state has a larger activation energy than \textit{ρ} state. Therefore the slowing down of dynamics can be naturally interpreted by the Arrhenius law with an effective activation energy increasing with the increase of the concentration \(\textit{s}^D\) of the dynamic \textit{S} state upon cooling. An assumption behind this idea is that the lifetime of two states should be much shorter than the dynamic time scale.\textsuperscript{32–34} The time correlation function was used to characterize the time scales in water. The kinetics of two states can be estimated from the time correlation functions of coarse-grained structural descriptor ζ\textsuperscript{CG} by

\[ C_{\zeta_{\text{CG}}} (t) = \langle \zeta_{\text{CG}} (t) \zeta_{\text{CG}} (0) \rangle - \langle \zeta_{\text{CG}} \rangle^2 = \frac{\langle \zeta_{\text{CG}}^2 \rangle - \langle \zeta_{\text{CG}} \rangle^2}{\langle \zeta_{\text{CG}}^2 \rangle^2}. \]  

(3)

Figure 5 displays the time correlation functions of structural descriptor ζ\textsuperscript{CG}, which show clear two-step decays at various temperatures. Similar to self-intermediate scattering function, the two-step decay indicates two modes of local structure relaxation in water, with different time scales. In order to see the relaxation directly, in Fig. 6(a), we plot the time evolution of local structure index \(I(t)\) (1 for dynamic \textit{S} state and 0 for dynamic \textit{ρ} state) of five randomly chosen molecules from our simulation at 1 bar and 250 K. The observation was performed for 0.5\(\tau_2\). Clearly, during half the rotational time scale \(\tau_2\), the local structure fluctuates quite fast. This fast mode may be composed of two components: one comes from thermal fluctuation that can lead to switching between the two states separated by the threshold values of the structural descriptors (ζ and ζ\textsuperscript{CG}) even without any intrinsic change in the local H-bond network around a central molecule; the other comes from high-frequency librational motion, which leads
to rearrangement of the H-bond network at a short (subpicosecond) time scale. The former should not be regarded as true switching between the two states, but the latter should reflect intrinsic structural transformation. To illustrate the latter process, we plot in Fig. 7 the temporal change in the local structure around a randomly chosen water molecule during 0.2 ps ($\approx 0.01 \tau_2$). It clearly shows that the structural descriptors, both $\zeta$ and $\zeta^{\text{CG}}$, the number of H-bond neighbors, and the number of first-shell neighbors indeed change during this time period. The snapshots in the inset show a typical example of how librational motion leads to the temporal change in the H-bond network structure around the center molecule. All these results clearly indicate that water’s local structure intrinsically fluctuates between the two states at a subpicosecond time period. The snapshots in the inset show a typical example of how librational motion leads to the temporal change in the H-bond network structure around the center molecule. All these results clearly indicate that water’s local structure intrinsically fluctuates between the two states at a subpicosecond time scale, which confirms our assumption that two states’ lifetime, defined by the fast mode, is much shorter than the dynamic time scale $\tau_2$. This fast fluctuation is detected as the fast decay mode of the time correlation function of $\zeta^{\text{CG}}$ we observed in Fig. 5. If we filter out the fast fluctuation by a low-pass filter, there remains the low-frequency structure fluctuation, as shown in Fig. 6(b). This indicates the presence of long-lived local structures in the dynamic time scale $\tau_2$, corresponding to the slow decay as we observed in Fig. 5. This low-pass filtering is effectively the same operation as a time analysis of H-bond network employed to find stable H-bonds.

We note that a similar two-step decay was also observed for non-coarse-graining structural descriptor $\zeta$.

3. Key time scales in water

Here we systematically consider all the relevant time-scales for both structural and dynamical properties. The structural time-scale can be extracted from the time correlation function of the $\zeta^{\text{CG}}$ field, introduced in Eq. (3). Decaying by two steps, the time correlation function $C_{\zeta^{\text{CG}}}(t)$ defines two time scales of local structure relaxation modes, which can be estimated from a two-stretched-exponential fitting,

$$C_{\zeta^{\text{CG}}}(t) = k \exp \left[ \frac{-t}{(\tau_1^{\zeta^{\text{CG}}})^\beta} \right] + (1-k) \exp \left[ \frac{-t}{(\tau_2^{\zeta^{\text{CG}}})^\beta} \right],$$

where $\tau_1^{\zeta^{\text{CG}}}$ and $\tau_2^{\zeta^{\text{CG}}}$ are the time scales of fast and slow modes, respectively.

As for dynamical time-scales, the rotational motion is usually described by a second Legendre polynomial of dipole-dipole time correlation function:

$$C_2(t) = \frac{1}{2} \left[ 3 \langle \mu(t) \mu(0) \rangle^2 - 1 \right],$$

where $\mu(t)$ is the molecular dipole moment at time $t$. $C_2(t)$ typically shows non-exponential decay and the reorientational time scale $\tau_2$ can be calculated from a stretched-exponential fitting of $C_2(t)$,

$$C_2(t) = a \exp \left[ -\left( \frac{t}{\tau_2} \right)^\beta \right],$$

where $a$ is a constant and $\beta$ is the stretching parameter. Dynamic heterogeneity time scale $\tau_2$ defines another important time scale in water, where dynamic heterogeneity (characterized by $\chi_2$) maximizes (see Appendix). In Fig. 8, we compared $\tau_2$ with $\tau_2$ as a function of temperature, and found that they are almost in the same time scale.

In Fig. 8 we compare all the extracted structural and dynamical time scales as a function of temperature. At very low temperatures, short structure relaxation times are not shown because short-time motions were not recorded at low temperatures. From the plot, we can see the slow mode relaxation time $\tau_2^{\zeta^{\text{CG}}}$ is roughly in the same time scale of $\tau_2$ and $\tau_4$. This is consistent with the jump mechanism of water reorientation, by which the rotation of water is coupled to the penetration of its first shell: a water molecule rotates through breaking old H-bonds and forming new H-bonds with penetrated water molecules. On the other hand, the fast mode ($\tau_1^{\zeta^{\text{CG}}}$) shows a much shorter time scale than the dynamic time scale by about two orders of magnitude. Moreover, $\tau_1^{\zeta^{\text{CG}}}$ is comparable to...
Figure 7. Short-time local structure fluctuation around a randomly chosen water molecule during 2.5 ps ($\equiv 0.01 \tau_2$) at 1 bar and 250 K. The local structure index for static $S$ state ($I$ (static $S$ state)) and $\zeta$ (in Å) were shifted downward by -2, and those for dynamic $S$ state ($I$ (dynamic $S$ state)) and $\zeta_{CG}$ were shifted downward by -4 for clarification. A threshold $\zeta = 0.56\text{ Å}$ and $\zeta_{CG} = 0.7\text{ Å}$ was applied for determining static and dynamic $S$ states, respectively. We note that these choices of the thresholds allow us to detect locally favored structures individually, whose populations agree well with $s$ obtained by decomposition of $\zeta$ distribution (Fig. 3) and $\delta^D$ estimated by counting the number of ordered neighbors (Fig. 10). Insets are snapshots of the selected molecule (shown by balls) and its surrounding neighbors (shown by sticks) up to the second shell (within 5.5 Å from the central one) at 0.6, 1.0 and 1.8 ps with H-bond shown by red dot line. The blue circles highlight one molecule whose librational motion at subpicosecond time leads to the change in the H-bond network structure near the selected molecule.

molecular libration time scale (~0.01 ps), which, along with its weak temperature dependence, indicates a link of the fast structure relaxation to intermolecular vibration and libration.

The time scales in water can thus be summarized as $\tau_{CG} \ll \tau_s \sim \tau_4$. These time scale relations underpin the applicability of two-state model to dynamics of water: On one hand, the fast structure relaxation time $\tau_{CG}$ allows a Arrhenius description of water’s dynamic properties with an effective activation energy (see Eq. (2)). On the other hand, as a prerequisite of dynamic heterogeneity, the slow structure relaxation time $\tau_4$ allows a link between local structure and dynamics. The latter is essential for understanding the dynamic heterogeneity in water, which will be discussed later.

4. Dynamic $S$ State

As mentioned above, for the study of the dynamics it is crucial to include the properties of the local environment (nearest neighbors) in the description of the order parameter. In other words, the definition of a dynamic state should involve the local environment in which the water molecule is embedded. It is thus natural to define dynamic states by using a coarse-grained structural descriptor $\zeta_{CG}$ that includes the structure information up to the third shell. In Fig. 9 we plot the coarse-graining numbers of first-shell and H-bonded water as a function of $\zeta_{CG} - \zeta_c$, where $\zeta_c$ is a threshold above which water is defined as dynamic $S$ state. We note that all the coarse-graining was performed by taking average in the first shell. We can see that at large $\zeta_{CG}$ regime, the number of first-shell water equals the number of H-bonded water, indicating a well-defined first shell structure. Whereas the number of first-shell water exceeds the number of H-bonded water apparently at small $\zeta_{CG}$ regime, suggesting the penetration of water molecule into the first shell. We find that $\zeta_{CG}$ does not have a sensible temperature dependence. The number of hydrogen bonded molecules (dashed curves in Fig. 9(a)) falls on a master curve when plotted against $\zeta_{CG}$ (the only exception are the curves at temperatures above melting, which require a slight vertical shift to fall on the master curve). On the other hand, $\zeta_{CG}$ shows some pressure dependence. This can be determined by requiring that the number of H-bonded molecules is 4 at high values of $\zeta_{CG}$. Figure 9(b) shows that if this criterion is employed, all hydrogen-bonded curves again fall on a master curve. The master curve starts to decrease just at the threshold $\zeta_c$, implying an important feature of dynamic $S$ state: it keeps nearly four H-bonds with its neighbors, indicating high tetrahedrality.

Besides coarse-graining, another way to define dynamic states is detecting the structure of not only the molecule but also its neighbors simultaneously. An effective method is simply counting the number of $S$-state neighbors. We confirm that a $S$-state water protected by 3 or more $S$-state neighbors can hardly rotate, but those protected by 2 or less $S$-state neighbors can easily make a rotation. It is therefore natural to define dynamic $S$ state as clustered $S$ state—$S$ water with 3 or 4 $S$ neighbors ($s_3 + s_4$), where we define $s_1$ as an $S$ state having $i$ $S$ neighbors. This is rationalized by microscopic consideration on the jump mechanism of water reorientation. It is known that the rotation of water is coupled to the penetration of its first shell by water molecules: a water molecule rotates through breaking old H-bonds and forming new H-bonds with pen-
of and cluster methods and thus the robustness of the estimation.

In (a), the curves for high temperatures were slightly shifted upwards to reach a reasonable value of four at high ζCG regime and the threshold ζCG is independent on temperature. In (b), the threshold ζCG becomes pressure dependent. In this plot, the numbers of first-shell and H-bonded water were coarse-grained in the first shell.

Figure 11 (a) we show the survival probability of ζCG state, the larger the probability that a molecule can continue to be in S state, the larger the effective activation energy, and the slower the motion. In Fig. 11 (a) we show the survival probability of S state, P10σ, during τ0 for different initial local environments (p and σi (i = 0–4) states). Interestingly, we found that these different initial structures are naturally divided by the average probability <P10σ>(T) into two groups: clustered (solid blue symbols) and non-clustered (open red symbols) S state. The clustered S state (s3 + s4) that is protected by 3 or 4 S-state neighbors can survive longer than the average, whereas the non-clustered S state without enough protection by S neighbors cannot. As a result, the clustered and non-clustered S states show essentially different dynamics. In Fig. 11 (b) and (c), we can see that water’s dynamics indeed shows a clear bimodal feature and well correlates with the coarse-grained ζ, in agreement with Figs. 4 (d)-(f). This result not only supports

5. Dynamic bimodality as a result of two states under the influence of neighbors

As shown above, the spatial coarse-graining of ζ up to first-shell neighbors to define the dynamic order parameter sD is of fundamental importance for a two-state description of water’s dynamic anomalies. This comes from the intrinsic difference between static and dynamic quantities: the former can be defined instantaneously, whereas the latter can only be determined as time passes. Due to the fast relaxation mode of locally favored structures (Fig. 5 and 6), they change the structure frequently during a dynamic time scale, e.g. τ0. However, thanks to the slow mode, the locally favored structures survive during the dynamic time scale, and are thus able to control dynamics in a statistical way: the higher the probability that a molecule can continue to be in S state, the larger the effective activation energy, and the slower the motion. In Fig. 11 (a) we show the survival probability of S state, P10σ, during τ0 for different initial local environments (p and σi (i = 0–4) states). Interestingly, we found that these different initial structures are naturally divided by the average probability <P10σ>(T) into two groups: clustered (solid blue symbols) and non-clustered (open red symbols) S state. The clustered S state (s3 + s4) that is protected by 3 or 4 S-state neighbors can survive longer than the average, whereas the non-clustered S state without enough protection by S neighbors cannot. As a result, the clustered and non-clustered S states show essentially different dynamics. In Fig. 11 (b) and (c), we can see that water’s dynamics indeed shows a clear bimodal feature and well correlates with the coarse-grained ζ, in agreement with Figs. 4 (d)-(f). This result not only supports
the validity of two-state description of water’s dynamics, but also provides a fundamental understanding of the importance of spatial coarse-graining.

6. Evidence for the unimportance of cooperativity

As mentioned in Sec. II, we have found that ignoring cooperativity (i.e. setting $J = 0$) still allows us to describe both the thermodynamic and dynamic anomalies of water. This is expected as all state points considered in this work are far-away from the critical point.
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**Figure 11.** (a) $S$-state survival probability $P^*_{S}$ as a function of temperature at 1 bar for different initial local environments ($\rho$ and $s_i$ ($i = 0 - 4$)) for TIP5P water. $s_i$ denotes the initial environment of a $S$ state with $i$ $S$-state neighbors. The black lines represents the long-time average of $P^*_{S}$, $<P^*_{S}>$, which separates the clustered and non-clustered $S$ state. (b) Correlation map of translational mobility (maximum translation distance $\Delta r_{\text{max}}(\tau_4)$) and $\zeta_{\text{CG}}$ during the characteristic time scale of dynamic heterogeneity, $\tau_4$ at 1 bar and 235 K for TIP5P water. (c) Correlation map of rotational mobility (maximum rotation angle $\Delta \phi_{\text{max}}(\tau_4)$) and $\zeta_{\text{CG}}$ during $\tau_4$ at 1 bar and 235 K for TIP5P water. A simple low-pass filter by running time average of $\zeta_{\text{CG}}$ over $\tau_4$ is utilized to remove thermal noise. Panel (b) is reproduced from Fig. S2 in Ref. 29 with permission from Proceedings of the National Academy of Sciences USA.

In this section we provide additional evidence by directly measuring the degree of short-range order in the mixture. As shown in Fig. 10, the definition of dynamic $S$ state from $S$ cluster ($s_3 + s_4$) is equivalent to that from the coarse-grained structural descriptor $\zeta_{\text{CG}}$. To check whether the distribution of these clusters is random or cooperative, we make the following analysis. In a system of $N$ water molecules, we randomly assign $n = s \cdot N$ water molecules to the $S$ state. From these randomly generated concentration distributions, we then compute the fraction of dynamic $S$ states by counting the molecules in the $S$ state that are surrounded by at least three nearest neighbors that also belong to the $S$ state ($s_3 + s_4$). In Fig. 12, we show that the fraction of $s_3 + s_4$ from these randomly generated configurations, coincides with those obtained from our simulations. Thus, we can conclude that at ambient pressure water tends to form cluster of $S$ states mainly due to random packing rather than a cooperative effect (which would contribute to the enthalpy of mixing $J$). This evidence, together with the short correlation length (sec. IV E 3), suggests that, in the temperature and pressure ranges we studied in this paper, far from the hypothesized critical point, even if it exists, the cooperativity effect is indeed negligible.

C. Common structural origin of water’s anomalies

1. Thermodynamic anomalies of TIP5P water

Figures 13(a) and (b) plot the temperature and pressure dependences of specific volume (circle) together with the two-state fits (solid line) at 1 bar and 250 K, respectively, for TIP5P water. The two-state model (see Sec. II) nicely describes the simulation data and provides a simple explanation of density
anomaly: at high temperature, \( p \) state dominates and thus the volume decreases upon cooling as normal liquids (dotted line in Fig. 13(a)); upon further cooling, \( s \) state with a larger volume grows rapidly and consequentially results in a density maximum. This is a direct consequence of high correlation between \( \zeta \) and the local volume (see Figs. 4 (b) and (c)). The two-state fitting parameters, listed in Table II, show that the thermodynamic \( s \) state as those states for which \( \xi_s \) defined as the mean \( \xi \) value within the first shell, and define the dynamic \( s \) state as those states for which \( \xi_s^{CG} > \xi_{CG} \) (Fig. 9). By using this definition, as shown in Figs. 13(e) and (f), we calculated the fraction of dynamic \( s \) state, \( s^D \) (square), directly from microscopic structures. We find that it is in excellent agreement with the result independently estimated by two-state fitting to dynamic anomalies (broken line). This clearly shows the validity of the hierarchical two-state model.

### 3. \( T, P \)-dependence of the order parameters

Now we discuss the temperature and pressure dependences of the order parameter \( s \) and \( s^D \) (Figs. 13(e) and (f)). Thermodynamic \( s \) (circle) can be obtained from a two-Gaussian fitting of the \( \zeta \) distribution (Fig. 3), which agrees well with the result of two-state fitting to the volume anomalies (Figs. 13(a) and (b), solid line). To describe dynamic properties, as we mentioned above, we use a coarse-grained structural descriptor \( \xi_{CG} \) defined as the mean \( \xi \) value within the first shell, and define the dynamic \( s \) state as those states for which \( \xi_s^{CG} > \xi_{CG} \) (Fig. 9). By using this definition, as shown in Figs. 13(e) and (f), we calculated the fraction of dynamic \( s \) state, \( s^D \) (square), directly from microscopic structures. We find that it is in excellent agreement with the result independently estimated by two-state fitting to dynamic anomalies (broken line). This clearly shows the validity of the hierarchical two-state model.

#### Table II. Two-state parameters for TIP5P water.

<table>
<thead>
<tr>
<th>Thermodynamic (static)</th>
<th>Dynamic</th>
<th>Rotation</th>
<th>Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta \bar{E} ) (K)</td>
<td>-3356</td>
<td>( \Delta \bar{E}' ) (K)</td>
<td>-5298</td>
</tr>
<tr>
<td>( \Delta \sigma )</td>
<td>-13.1</td>
<td>( \Delta \sigma' )</td>
<td>-22.3</td>
</tr>
<tr>
<td>( \Delta V ) (cm(^3)/mol)</td>
<td>16.6</td>
<td>( \Delta V' ) (cm(^3)/mol)</td>
<td>15.6</td>
</tr>
<tr>
<td>( n )</td>
<td>4.38</td>
<td>( \Delta \bar{E}_n ) (K)</td>
<td>3388</td>
</tr>
<tr>
<td>( T_{\rho=1/2} )</td>
<td>255.5</td>
<td>( E'^\rho_2 ) (K)</td>
<td>2267</td>
</tr>
<tr>
<td>( T_{\rho=1/2} )</td>
<td>237.6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In Figs. 13(c) and (d), we show that water’s reorientational time (\( \tau_2 \)) and inverse diffusion coefficient (1/\( D \)) can also be well described by Eq. (2). Here we stress that the \( T, P \)-dependence of \( s^D \) is independently estimated and supported by structural analysis (see Fig. 10), whose results are shown in Figs. 13(e) and (f). Again, dynamic \( p \) state behaves normally (see dotted lines). In Fig. 13(c), we demonstrate that water’s dynamical (both translational and rotational) slowing down upon cooling can be explained by the hierarchical two-state model without introducing any divergence or glassiness. Eq. (2) tells us that the dynamics should show crossovers from the high-temperature Arrhenius behavior with the activation energy \( E^X_p \), where \( s^D \sim 0 \), to the low-temperature one with the activation energy \( E^X_S \), where \( s^D \sim 1 \), through the two-state regime. As shown in Fig. 13(c), both 1/\( D \) and \( \tau_2 \) indeed show such crossover behaviors. On the other hand, the dynamic anomaly as a function of pressure shown in Fig. 13(d) can be interpreted as the reduction of dynamic \( S \) state, with a larger volume and a higher activation energy, upon compression. Here we note that this two-state feature in dynamics is consistent with a recent experimental finding of the presence of two distinct local structures from measurements of water intermolecular vibrations and the structural relaxation process.65

### 2. Dynamic anomalies of TIP5P water

In Figs. 13(c) and (d), we show that water’s reorientational time (\( \tau_2 \)) and inverse diffusion coefficient (1/\( D \)) can also be well described by Eq. (2). Here we stress that the \( T, P \)-dependence of \( s^D \) is independently estimated and supported by structural analysis (see Fig. 10), whose results are shown in Figs. 13(e) and (f). Again, dynamic \( p \) state behaves normally (see dotted lines). In Fig. 13(c), we demonstrate that water’s dynamical (both translational and rotational) slowing down upon cooling can be explained by the hierarchical two-state model without introducing any divergence or glassiness. Eq. (2) tells us that the dynamics should show crossovers from the high-temperature Arrhenius behavior with the activation energy \( E^X_p \), where \( s^D \sim 0 \), to the low-temperature one with the activation energy \( E^X_S \), where \( s^D \sim 1 \), through the two-state regime. As shown in Fig. 13(c), both 1/\( D \) and \( \tau_2 \) indeed show such crossover behaviors. On the other hand, the dynamic anomaly as a function of pressure shown in Fig. 13(d) can be interpreted as the reduction of dynamic \( S \) state, with a larger volume and a higher activation energy, upon compression. Here we note that this two-state feature in dynamics is consistent with a recent experimental finding of the presence of two distinct local structures from measurements of water intermolecular vibrations and the structural relaxation process.65
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**Figure 13.** Water’s anomalies in TIP5P water at (a,c) 1 bar and (b,d) 250 K. (a) and (b) Specific volume as a function of temperature and pressure, respectively. (c) and (d) Reorientational time (\( \tau_2 \)) and inverse diffusion coefficient (1/\( D \)) in log scale as a function of temperature and pressure, respectively (the error bars at 226 K calculated from three independent 11-\( \mu \) trajectories are shown by red color). In (a)-(d), dotted lines represent the normal behaviors of \( p \) state. (e) and (f) Fractions of thermodynamic and dynamic \( s \) state were obtained from the original and coarse-grained \( \zeta \), respectively, from microscopic structures. Solid and dashed lines are the two-state fits to thermodynamic and dynamic order parameters, respectively, which are also used to describe the data in (a)-(d).

<table>
<thead>
<tr>
<th>Thermodynamic (static)</th>
<th>Dynamic</th>
<th>Rotation</th>
<th>Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta \bar{E} ) (K)</td>
<td>-3356</td>
<td>( \Delta \bar{E}' ) (K)</td>
<td>-5298</td>
</tr>
<tr>
<td>( \Delta \sigma )</td>
<td>-13.1</td>
<td>( \Delta \sigma' )</td>
<td>-22.3</td>
</tr>
<tr>
<td>( \Delta V ) (cm(^3)/mol)</td>
<td>16.6</td>
<td>( \Delta V' ) (cm(^3)/mol)</td>
<td>15.6</td>
</tr>
<tr>
<td>( n )</td>
<td>4.38</td>
<td>( \Delta \bar{E}_n ) (K)</td>
<td>3388</td>
</tr>
<tr>
<td>( T_{\rho=1/2} )</td>
<td>255.5</td>
<td>( E'^\rho_2 ) (K)</td>
<td>2267</td>
</tr>
<tr>
<td>( T_{\rho=1/2} )</td>
<td>237.6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. \( T, P \)-dependence of the order parameters

Now we discuss the temperature and pressure dependences of the order parameter \( s \) and \( s^D \) (Figs. 13(e) and (f)). Thermodynamic \( s \) (circle) can be obtained from a two-Gaussian fitting of the \( \zeta \) distribution (Fig. 3), which agrees well with the result of two-state fitting to the volume anomalies (Figs. 13(a) and (b), solid line). To describe dynamic properties, as we mentioned above, we use a coarse-grained structural descriptor \( \xi_{CG} \) defined as the mean \( \xi \) value within the first shell, and define the dynamic \( s \) state as those states for which \( \xi_s^{CG} > \xi_{CG} \) (Fig. 9). By using this definition, as shown in Figs. 13(e) and (f), we calculated the fraction of dynamic \( s \) state, \( s^D \) (square), directly from microscopic structures. We find that it is in excellent agreement with the result independently estimated by two-state fitting to dynamic anomalies (broken line). This clearly shows the validity of the hierarchical two-state model.

Similar to the interpretation of the Widom line as \( s = \frac{1}{2} \) line (in the two-state model language, the Schottky anomaly line) near which the thermodynamic response functions maximize,65 we propose a \( s^D = \frac{1}{2} \) line where the maximization of dynamic fluctuations is expected. \( T_{\rho=1/2} \) is approximately 20 K lower...
than $T_g$, indicating the crucial role of coarse-graining in bridging the thermodynamic and dynamic anomalies, and inferring a significantly different nature of thermodynamic and dynamic quantities: the former (linked to static structures) can be determined locally as long as there is little cooperativity, whereas the latter (defined by the movement of molecules) cannot be estimated locally because of its intrinsic coupling to the motion of neighboring molecules.

4. Water’s anomalies in ST2 water

In order to test the validity of our hierarchical two-state scenario, all the calculations were repeated on another widely used water model—the ST2 model. All the behaviors shown above can also be seen and described by the hierarchical two-state model in ST2 water (see Fig. 14). The success of our hierarchical two-state scenario in describing both the thermodynamic and dynamic anomalies in the two popular water models as well as real water (see below and Fig. 15(c)) strongly suggests the generality and validity of our hierarchical two-state scenario. We list the two-state parameters for ST2 water in Table III.

<table>
<thead>
<tr>
<th>Thermodynamic (static)</th>
<th>Dynamic</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta E$ (K)</td>
<td>$\Delta E'$ (K)</td>
</tr>
<tr>
<td>-4613</td>
<td>-6444</td>
</tr>
<tr>
<td>$\Delta \sigma$</td>
<td>$\Delta \sigma'$</td>
</tr>
<tr>
<td>-16.1</td>
<td>-24.4</td>
</tr>
<tr>
<td>$\Delta V$ (cm$^3$/mol)</td>
<td>$\Delta V'$ (cm$^3$/mol)</td>
</tr>
<tr>
<td>31.0</td>
<td>36.6</td>
</tr>
<tr>
<td>$n$</td>
<td>$\Delta E_a$ (K)</td>
</tr>
<tr>
<td>6.5</td>
<td>2615</td>
</tr>
<tr>
<td>$T_{g=1/2}$</td>
<td>$T_{g=1/2}$</td>
</tr>
<tr>
<td>286.5</td>
<td>2510</td>
</tr>
<tr>
<td>$T_{g=6}$</td>
<td>2510</td>
</tr>
<tr>
<td>$T_{g=1/2}$</td>
<td>264.1</td>
</tr>
</tbody>
</table>

D. Crossover between the two states and the apparent “fragile-to-strong” transition

Although many experimental measurements support a power-law behavior of viscosity$^{72,77}$, diffusion$^{72,73}$, and relaxation time$^{15,16,72}$ of liquid water above the homogeneous nucleation temperature at low pressure, the calculated rotational relaxation time and diffusion constant from our simulations in a much wider temperature range fail to follow the power law, in agreement with other simulation results (see for example Refs$^{8,27,28,74,75}$). On the other hand, many pieces of evidence supporting the Arrhenius behavior of water near $T_g$ have been consistently found in confined$^{9,76}$, low-density amorphous$^{77,78}$, high-density amorphous$^{78}$ and vapor-deposited amorphous water$^{77}$. A “fragile-to-strong” transition below the homogeneous nucleation temperature was proposed to interpret this unusual dynamic behavior of water$^{17-19,27,74}$ or Adam-Gibbs theory$^{21,80}$, can hardly explain why the dynamical slowing down starts so far from $T_g$ (see Fig. 15(c)). The latter, as shown in Fig. 15(a), interprets water’s unusual dynamics as a crossover from a power-law to Arrhenius behavior at the Widom line ($T_g = 136$ K). This interpretation, although consistent with the dynamical slowing down far from $T_g$, suffers from three fundamental difficulties: (1) the experimental power-law divergence temperature $T_{\text{MCT}} \simeq 1.6 T_g$ does not obey the empirical rule $T_{\text{MCT}} \simeq 1.2 T_g$ found in many other glass-forming liquids; (2) the large difference between $T_W$ and $T_g$ leads to unrealistic prediction of either a too long relaxation time at $T_W = 136$ K or a too high $T_g$ ($T_g = 136$ K); (3) the Widom line scenario cannot explain the new experimental diffusion data below $T_g$ (see Fig. 15(c)). It is worth noting that even though MCT predicts an unusually high value of $T_{\text{MCT}}/T_g$, it correctly describes the two-step decay of the intermediate scattering function and the onset of dynamic slowing down of liquid water$^{17-19,27,74}$.

On the other hand, our hierarchical two-state model predicts a dynamic crossover between two regimes of Arrhenius...
behavior, centered at the $s^D = \frac{1}{2}$ line, as shown in Figs. 13(c), 14(c) and 15(b). There we can see that our hierarchical two-state model not only quantitatively describes our simulation results over a wide temperature range but also predicts reasonable rotational time scale (1000 s for TIP5P and 10 s for ST2) at the glass transition temperature $T_g = 136 \text{ K}$.

Moreover, recent measurements on bulk water and previous experiments on confined water, both showed an accelerated dynamic slowing down (convex at $T \sim 250 \text{ K}$ in Fig. 15(b)), followed by a decelerated one (concave at $T \sim 210 \text{ K}$ in Fig. 15(b)) upon cooling. As shown in Fig. 15(c), the hierarchical two-state model almost perfectly describes this unique (convex-to-concave) temperature dependence of the diffusion constant measured experimentally, which cannot be explained by other scenarios. Furthermore, the fragile-to-strong transition should be associated with glass transition by definition, but it takes place in a temperature region too far away from the glass transition temperature $T_g = 136 \text{ K}$. These facts cast a strong doubt on the validity of this interpretation.

Here, we propose an alternative explanation based on the hierarchical two-state model: a structural crossover from dynamic $\rho$ state to $S$ state region leads to a dynamic crossover between two Arrhenius behavior, apparently emergent as a “fragile-to-strong” transition (see Figs. 15(b) and (c)). In the hierarchical two-state scenario, liquid water in the dynamic $\rho$-state regime has Arrhenius behavior; the ‘apparent’ fragile behavior of supercooled liquid water originates from the increasing weight of a more viscous dynamic $S$ state in a two-state mixture; further cooling into the dynamic $S$ state dominating regime leads to the saturation of the order parameter $s^D (s^D \rightarrow 1)$, resulting in the deceleration of the dynamic slowing down and the strong liquid (Arrhenius) behavior.

Here we stress that this apparent fragile-to-strong transition cannot be described by normal glassy behavior linked to glass transition and is a direct consequence of the two-state behavior. We speculate that there may be a similar two-state feature originating from the formation of locally favored structures behind ‘apparent’ fragile-strong transitions in other glass-forming liquids such as silica (see, e.g., Refs. 84,85) and metallic glass-formers (see, e.g. Ref. 89). When entering and leaving the two-state mixture regime, centered at the $s^D = \frac{1}{2}$ line ($T = 237.6 \text{ K}$ for TIP5P, 264.1 K for ST2 water and 208 K for real water at ambient pressure), an Arrhenius-to-Arrhenius dynamic crossover, known as an emergent fragile-to-strong transition is predicted by the two-state scenario, consistent with experimental observations in confined and bulk water. Caupin and coworkers, have recently proposed a different two-state model by assuming a $\rho$ state that follows Vogel-Fulcher-Tammann (VFT), instead of Arrhenius behavior. This analysis is based on the presence of a critical point at low pressure ($T = 228.2 \text{ K}$ and $P = 0 \text{ MPa}$), and a divergence of the dynamics (e.g., $1/D$) at a finite temperature ($T = 147.75 \text{ K}$). These assumptions are, however, inconsistent with recent experimental measurements and simulation results that found neither a low-pressure critical point nor divergent dynamics. Our model, which is built from microscopic information, instead supports Arrhenius behaviors of both $\rho$ and $S$ states, in agreement with the data reported experimentally (see Fig. 15(c)).

E. Dynamic heterogeneities as a two-state feature

We will now show that strong evidence for the hierarchical two-state scenario comes from the study of the apparent glassy behaviors of water (see Appendix).

1. Discovery of the unusual dynamic heterogeneity maximum

We first focus on the translational and rotational four-point susceptibility $\chi^T_R (t)$ characterizing the fluctuations of translational and rotational dynamics around the average respectively (Eq. (A1) in Appendix). $\chi^T_R (t)$ has a distinct maximum at a dynamic timescale $\tau_4$ (Figs. 22 - 23 and 26 - 27). For normal glass-forming liquids, $\chi^T_R (\tau_4)$ usually increases...
monotonically as approaching the glass transition temperature $T_g$. Contrary to this glass phenomenology, for both TIP5P and ST2 water it has a distinct peak in the narrow dynamic Schottky (DS) band\(^{29}\) (green region) where $\delta^D \simeq \frac{1}{4}$ (Fig. 16), similarly to the maximization of the thermodynamic response functions near the Widom (or Schottcky) line.\(^{8,46}\) The maximization of dynamic heterogeneity can also be seen from the behavior of the stretching parameter $\beta$ (Eq. (5)), which describes the deviation of molecular dipole reorientation from the Debye process ($\beta = 1$). Non-Debye behavior ($\beta < 1$) is usually attributed to heterogeneous dynamics. Figure 16 show that $\beta$ reaches a minimum at $T_{\rho\rightarrow\frac{1}{2}}$, again confirming the maximization of dynamic heterogeneity in the DS band.

We argue that this is a unique feature of the two-state model, which is known as the Schottky anomaly.\(^{30,46}\) The fact that maximization of translational and orientational four-point susceptibilities and minimization of the stretching parameter occur in the narrow DS band where $\delta^D \simeq \frac{1}{4}$ strongly supports the two-state behavior of supercooled water. By running several independent long-time simulations, we confirmed that the maximization of $\chi_4^{T,R}(\tau_4)$ is not due to statistical errors, which can be seen from the error bars shown in Fig. 16. The coincidence of maximization of $\chi_4^{T,R}(\tau_4)$ and minimization of $\beta$ at $T_{\rho\rightarrow\frac{1}{2}}$ in both models, indicative of two-state scenario, strongly supports the observations.

Despite very long time simulation ($33 \mu s$ for TIP5P model), due to the significant slowdown of dynamics, the data at the lowest temperature still suffer from large statistical fluctuations. The increase of $\chi_4^{T,R}(\tau_4)$ at the lowest temperature (226K for TIP5P and 256K for ST2 water) may come from a general tendency of growth of dynamic heterogeneity with decreasing temperature.\(^{9,1}\)

Finally we stress that this feature cannot be explained by the scenario based on glass transition, where $\chi_4^{T,R}(\tau_4)$ should increase monotonically when approaching $T_g$ and thus in principle no $\chi_4^{T,R}(\tau_4)$ maximization should occur above $T_g$. Furthermore, the absence of the peak at the static Widom line indicates that there is little critical anomaly associated with the Widom line, since, if it exists, critical fluctuations should be maximized there, which should give rise to the dynamical heterogeneity maximum on the Widom line. Thus, the maximum of dynamic heterogeneity below the Widom line and far above the glass transition supports our hierarchical two-state model, and runs against the scenarios based on the the criticality associated with the Widom line and the glass transition at least at ambient pressure.

2. The violation of the Stokes-Einstein-Debye relation caused by the two-state feature

In normal glass-forming liquids, rotational motion decouples from translational diffusion below approximately $1.2 T_g$,\(^{3}\) well known as the breakdown of the Stokes-Einstein and Stokes-Einstein-Debye relations ($D \tau_2 = 2a^2/9$, where $a$ is an effective hydrodynamic radius). This is a consequence of glassy dynamic heterogeneity. However, as shown in Fig. 17, the breakdown happens much earlier ($\sim 2 T_g$) than $1.2 T_g$, given that the melting point of TIP5P model is very close to real water. Here we show that this unusual behavior can also be naturally explained by the hierarchical two-state scenario. Applied to diffusive and rotational motions, Eq. (2) naturally gives a reasonable explanation to the Stokes-Einstein-Debye relation by

$$D \tau_2 = D_0 \tau_0 \exp \left[ \frac{E_{a}^{\beta} - E_{a}^{D}}{k_B T} \right] \cdot \exp \left[ \frac{\Delta E_{a}^{\beta} - \Delta E_{a}^{D}}{k_B T} s^D \right],$$

where $D$ is the diffusion constant and $\tau_2$ is the reorientation time. The second equation is valid only if the activation energies for rotation and diffusion equal in dynamic $\rho$ state ($E_{a}^{\beta} \approx E_{a}^{D}$), i.e. rotation is coupled to diffusion. This is true, since the Stokes-Einstein-Debye relation holds.
at high temperature, where $\delta^4 \sim 0$. This is also confirmed by our fitting result (Table II and III). At high temperature, where dynamic $\rho$ state predominates and, as a result, translational motion couples to reorientation very well. However, the activation energy for reorientation is considerably higher than translation in dynamic $S$ state (Table II and III), so the reorientation will slow down much faster than translation upon cooling, which leads to the breakdown of the Stokes-Einstein-Debye relation (see Eq. (6)). It can be seen clearly in Fig. 17 that $\rho$ state follows the Stokes-Einstein-Debye relation quite well and the decoupling behavior can be perfectly described by the prediction of the hierarchical two-state model (Eq. (6)), strongly indicating that the anomalous breakdown mainly comes from the growth of dynamic $S$ state upon cooling and not from the glassiness. Here we stress that no more fitting parameters are involved in the comparison of Eq. (6) and the data in Figs. 17.

3. Dynamic correlation length

The spatial correlation of dynamic heterogeneity can be described by

$$g_4(r) = \left( \frac{1}{4\pi \rho^2 N} \sum_{i,j}^N \delta(r - |r_i(0) - r_j(0)|) w_i^4(t) w_j^4(t) \right) - \left( \frac{\langle Q(t) \rangle}{N} \right)^2,$$

where $\rho$ is the number density, $N$ is the number of particles in the system and $r_i(0)$ is the position of particle $i$ at time 0. The definition of the overlap function $w_i^4(t)$ is given in the Appendix. Then, the dynamic correlation length $\xi_4$ can be extracted by an envelop fit of $g_4(r)$ to an exponential function,

$$f(r) = f_0 \exp\left(-\frac{r}{\xi_4}\right),$$

where $f_0$ is a constant. In the envelop fit, the first two peaks of $g_4(r)$ were not included because they may be affected by strong translational ordering. In Fig. 18 we show the correlation function $g_4(r)$ as a solid curve and its envelop fit with a dashed line, from which the correlation length can be obtained. As shown in Fig. 19, the correlation length $\xi_4(t)$ maximum is $\sim 6$ Å at $T_{D-1}$ in the DS band, corresponding to 2 molecular size, which agrees well with a short structural correlation length of $\sim 4$ Å recently reported by femtosecond x-ray experiment. The short correlation length suggests little cooperativity or criticality in liquid water at ambient pressure, in agreement with our above discussions in Sec. IV B 6. It also confirms that the finite size effects, if any, should be negligible in our systems.

In summary, the four-point susceptibility, stretching parameter and Stoke-Einstein-Debye relation all together provide strong evidence for two-state scenario, while runs against the glass transition scenario and the scenario based on criticality associated with the Widom line. The two-state scenario, along with the microscopic structural descriptor $c_{CG}$, taking into account nearest-neighbor environment by coarse graining, can...
Figure 19. Dynamic correlation length $\xi_d$ as a function of temperature for TIP5P water at 1 bar. The error bar shows the standard error of $\xi_d$ calculated from 3, 10, 4 independent microsecond-long trajectories at 226, 230 and 235 K, respectively (see Table I for the details). This figure is reproduced from Fig. S13 of Ref. 29 with permission from Proceedings of the National Academy of Sciences USA.

instead well explain the dynamic heterogeneity in water. The dynamic heterogeneity of water in the $T$-$P$ region studied here is simply a consequence of the dynamical coexistence of $\rho$ and $S$ states (see Figs. 4(d), (e) and (f)).

V. DISCUSSION

Until now, we have demonstrated that the hierarchical two-state scenario can explain both thermodynamic and dynamic anomalies of water, as well as its dynamic heterogeneities, in a coherent manner. From a structural point of view, it provides an excellent description of the anomalies in the region where critical effects are negligible. Under ordinary conditions, far from the critical point, criticality is expected to have negligible effects, (e.g. $\rho^1_{\text{max}} - 1 = 0.3$ and $\rho^2_{\text{max}} - 1 = -0.9997$). The absence of the effect of criticality on water’s anomalies in the $T$-$P$ range we studied is supported by the absence of cooperativity in the formation of locally favored structures (see Fig. 12), the almost perfect fitting of the $T$-$P$-dependence of $s$ by Eq. (1) without cooperativity (see Figs. 13(c) and (f) and Figs. 14(e) and (f)).

The hierarchical two-state model incorporates dynamical effects in a purely static thermodynamic framework by considering the activation barrier for motion and its link to the coarse-grained structural order parameter. It explains the dynamic anomaly as a continuous crossover from $\rho$-rich to $S$-rich water. Since this crossover is a direct consequence of the fraction of dynamic $S$ state and nothing to do with glassy slow dynamics, it is essentially different from the previous explanations based on glassy slowing down of dynamics near $T_g$. These conventional scenarios are underpinned by MCT, predicting a power-law divergence of the structural relaxation time, or viscosity, towards $T_{\text{MCT}}$ or by the Adam-Gibbs theory that predicts a VFT behavior. At ambient pressure, a recent measurement of viscosity in a wide temperature range 239-$T_g$ rules out the VFT behavior and supports a power law with a divergent temperature $T_{\text{MCT}} = 226$ K. However, its location does not obey the empirical rule of $T_{\text{MCT}} \sim 1.2 T_g$ established for many glass-formers. On the other hand, MCT nicely describes the two-step decay of the intermediate scattering function and the onset of non-Arrhenius dynamic behavior of liquid water at low pressure. MCT is a theory that explains slow dynamics of supercooled liquid by a structural change in a liquid near $T_g$. So MCT seems to capture the onset of the non-Arrhenius behavior in a weakly supercooled regime by detecting the (non-glassy) structural change of water in the liquid in this temperature region. In relation to this, it is interesting to note that in this region our prediction and the power-law prediction is almost indistinguishable in the functional form (see, e.g., Fig. 2a in Ref. 34). At the same
time, however, MCT can explain neither the diffusion data in a deeply supercooled region nor those at \( P > 1500 \text{bar}\).\cite{77,78,82} Furthermore, recent experiments showed the absence of any singularities in water’s dynamics at ambient pressure\cite{77,78,82} (see e.g., Fig. 15(c)). Here we note that the diffusion results have been interpreted as a fragile (power law)-to-strong (Arrhenius) transition. In reality, however, the data clearly show an Arrhenius-to-Arrhenius crossover, in agreement with our prediction based on the hierarchical two-state scenario (see Fig. 15). All these pieces of evidence, combined with the dynamic anomalies upon compressing (see Figs. 13 and 14), which are difficult to explain by the glass transition scenario, the maximization of \( X^R_4(t) \) at \( T_{\rho_{\text{g-t}}} \) as well as the breakdown of the Stokes-Einstein-Debye relation far above \( 1.2 T_g \), clearly suggest that water’s dynamic anomalies, starting very far from \( T_g \), do not originate from the glass transition. On the other hand, our two-state scenario not only naturally explains the apparent “fragile-to-strong” transition and the violation of the Stokes-Einstein-Debye relation far above \( 1.2 T_g \), but also distinctively predicts the maximization of dynamic fluctuations below the Widom line, in good agreement with experimental and simulation results.

Our hierarchical two-state scenario of water’s anomalies is explained in Fig. 20 for TIP5P water. All the anomalies are a consequence of the dynamical coexistence of \( \rho \) and \( S \) states. We also show the role of the second critical point schematically in Fig. 21. As shown in this figure, we argue that criticality associated with the second critical point is important only in the critical region shaded in red color, where the criticality may induce apparent power-law divergences towards the Widom line. However, outside this critical regime, there is little effect of criticality and the Widom line with criticality continuously transforms to the (two-state) Schottky line without any criticality.

VI. CONCLUSIONS

Taken together, the above discussions strongly suggest a unified picture of water’s thermodynamic and dynamical anomalies, as illustrated in Fig. 20. At high temperature (\( \rho \) state regime), water mainly consists of disordered \( \rho \) state and behaves like normal liquids. In a supercooled regime (two-state regime), water contains two local structures with their populations varying rapidly with temperature and pressure. In this two-state regime, water’s properties are mainly determined by the hierarchical two-state model. Below the two-state regime and approaching \( T_g \) (\( S \) state regime), glassiness should play a more and more important role and eventually predominate water’s dynamical behaviors near the glass transition point. Water’s thermodynamic and dynamic anomalies locate in the two-state regime, and therefore originate from the presence of the underlying two distinct local structures.

Water-like dynamic anomalies in the form of fragile-to-strong transitions, which were pioneered by Angell and his coworkers,\cite{21,23} have been seen in many glass-formers such as silica (see, e.g., Refs. 84,85), metallic liquids (see, e.g., Ref. 86), chalcogenides\cite{97,98}, and they are also located far above the glass-transition temperature, as in the case of water. Thus, we argue that these behaviors may also be caused by local structural orderings, and may not be related to the glass transition. This may be reasonable since many of these liquids have a tendency to form local structures such as tetrahedral or icosahedral structures.\cite{99,100}

The two-state feature provides water with a unique degree of freedom, the fraction of locally favored structures. This makes water unique from ordinary liquids: water can change physical and chemical properties in a flexible manner, responding to the change of various conditions such as temperature, pressure, other external fields, and the addition of solutes or ions. This flexibility of water plays a crucial role in biological and geological situations.
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APPENDIX

Dynamic heterogeneities

Dynamic heterogeneity describing the fluctuations of dynamics over time and space is measured by four-point correlation functions. A four-point susceptibility \( \chi_{4}^{TR}(t) \) is defined to characterize the degree of dynamic heterogeneity,

\[
\chi_{4}^{TR}(t) = \frac{1}{N} \left[ \langle Q(t)^2 \rangle - \langle Q(t) \rangle^2 \right], \quad (A1)
\]

where \( Q(t) \) is an overlap function that measures the degree of overlap between two configurations,

\[
Q(t) = \sum_{i} w_{i}^{TR}(t). \quad (A2)
\]

In order to measure the rotational and translational dynamic heterogeneities separately, the overlap functions are defined as \( w_{i}^{T}(t) = \delta (r_{c} - \Delta r_{i}(t)) \) and \( w_{i}^{R}(t) = \delta (\phi_{c} - \Delta \phi_{i}(t)) \), respectively. Here, \( \Delta r_{i}(t) \) and \( \Delta \phi_{i}(t) \) are the translational displacement of oxygen and rotational angle of dipole moment of water \( i \) during time \( t \), respectively. \( r_{c} = 1 \text{ Å} \) and \( \phi_{c} = 30^\circ \) are set as threshold for translational and rotational motions, respectively. Both translational and rotational four-point susceptibilities \( \chi_{4}^{TR}(t) \) maximize at the time scale \( \tau_{t} \) (Figs. 22 and 23) and the peak heights \( \chi_{4}^{TR} \) both maximize at the \( s^{D} = \frac{1}{2} \) line \( T_{\rho=\frac{1}{2}} \). This result demonstrates that not only translational but also rotational dynamic heterogeneities maximize at \( T_{\rho=\frac{1}{2}} \), confirming the two-state feature of supercooled water.

Figure 22. Translational four-point susceptibility \( \chi_{4}^{T}(t) \) at 1 bar for TIP5P water. \( \chi_{4}^{T}(t) \) maximizes at a dynamic time scale \( \tau_{t} \). The curves for 226, 230 and 235 K were averaged over 3, 10 and 4 independent trajectories. This figure is reproduced from Fig. S7 of Ref. 29 with permission from Proceedings of the National Academy of Sciences USA.

Figure 23. Rotational four-point susceptibility \( \chi_{4}^{R}(t) \) at 1 bar for TIP5P water. \( \chi_{4}^{R}(t) \) maximizes at a dynamic time scale \( \tau_{r} \). The curves for 226, 230 and 235 K were averaged over 3, 10 and 4 independent trajectories. This figure is reproduced from Fig. S8 of Ref. 29 with permission from Proceedings of the National Academy of Sciences USA.

Additional results for ST2 water

Figure 24 and 25 show the temperature and pressure dependences of local structures in ST2 water, respectively. The local structures of water were characterized by the structural descriptor \( \zeta \), H-bond number, coordination number and tetrahedral parameter \( q \). In agreement with TIP5P water, ST2 water also show clear two-state feature, with \( S \) state having higher order, more (four on average) H-bonds and smaller local density than \( \rho \) state.

Figure 26 and 27 show the translational and rotational four-point susceptibility \( \chi_{4}^{R}(t) \) in ST2 water, respectively. \( \chi_{4}^{R}(t) \) maximizes at a time scale \( \tau_{r} \). Similar to TIP5P water, the peak height \( \chi_{4}^{R} \) maximizes at the \( s^{D} = \frac{1}{2} \) line \( T_{\rho=\frac{1}{2}} \) again confirming the two-state feature of supercooled water.

In Fig. 28, we compare the diffusion coefficients of ST2 water calculated in the present work by a hybrid Monte Carlo method, after a simple scaling in time, with those calculated by molecular dynamics simulation. The result shows that the hybrid Monte Carlo method gives the right temperature dependence of water's dynamics. The same time scaling was also applied to Figs. 14, 26 and 27.

Figure 24 and 25 show the temperature and pressure dependences of local structures in ST2 water, respectively. The local structures of water were characterized by the structural descriptor \( \zeta \), H-bond number, coordination number and tetrahedral parameter \( q \). In agreement with TIP5P water, ST2 water also show clear two-state feature, with \( S \) state having higher order, more (four on average) H-bonds and smaller local density than \( \rho \) state.

Figure 26 and 27 show the translational and rotational four-point susceptibility \( \chi_{4}^{R}(t) \) in ST2 water, respectively. \( \chi_{4}^{R}(t) \) maximizes at a time scale \( \tau_{r} \). Similar to TIP5P water, the peak height \( \chi_{4}^{R} \) maximizes at the \( s^{D} = \frac{1}{2} \) line \( T_{\rho=\frac{1}{2}} \) again confirming the two-state feature of supercooled water.

In Fig. 28, we compare the diffusion coefficients of ST2 water calculated in the present work by a hybrid Monte Carlo method, after a simple scaling in time, with those calculated by molecular dynamics simulation. The result shows that the hybrid Monte Carlo method gives the right temperature dependence of water's dynamics. The same time scaling was also applied to Figs. 14, 26 and 27.
Figure 24. Local structures of ST2 water at 1 bar for different temperatures. (a), Typical snapshots of water’s local structure for static $\rho$ and $S$ states. The dot red lines represent H-bonds and solid blue lines show the tetrahedral structure. (b), Distribution of order parameter $\zeta$, which shows a clear bimodal feature. (c), Numbers of first-shell (solid lines) and H-bonded (dashed lines) neighbors per water molecule as a function of $\zeta$. (d), Tetrahedral parameter $q$ as a function of $\zeta$. As illustrated in (a), $S$ state has higher order, more H-bonds and smaller local density than $\rho$ state. The arrows denote the direction of increasing temperature. Panel (a) in this figure is reproduced from Fig. 1 of Ref. 29 with permission from Proceedings of the National Academy of Sciences USA.

Figure 25. Local structures of ST2 water at 280 K for different pressures. (a) Distribution of order parameter $\zeta$. (b) Numbers of first-shell (solid lines) and H-bonded (dashed lines) water as a function of $\zeta$. (c) Tetrahedral parameter $q$ as a function of $\zeta$. Two-state features remain even at high pressures. The dashed arrows denote the direction of increasing pressure.

Figure 26. Translational four-point susceptibility $\chi^{R}_4(t)$ at 1 bar for ST2 water. $\chi^{R}_4(t)$ maximizes at a dynamic time scale $\tau_4$. This figure is reproduced from Fig. S9 of Ref. 29 with permission from Proceedings of the National Academy of Sciences USA.
Figure 27. Rotational four-point susceptibility $\chi_R^4(t)$ at 1 bar for ST2 water. $\chi_R^4(t)$ maximizes at a dynamic time scale $\tau_4$. This figure is reproduced from Fig. S10 of Ref. 29 with permission from Proceedings of the National Academy of Sciences USA.

Figure 28. Diffusion coefficient as a function of inverse temperature in ST2 water at 1 bar. Diffusion coefficients ($D$) calculated in the present work by a hybrid Monte Carlo method, after a simple scaling in time, agrees very well with those calculated by molecular dynamics simulation.$^8$ This figure is reproduced from Fig. S14 of Ref. 29 with permission from Proceedings of the National Academy of Sciences USA.
