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Abstract

Optical diagnostic techniques are employed to investigate a range of microwave-activated (MW-activated) plasmas under conditions that are relevant to the synthesis of diamond via the chemical vapour deposition (CVD) process. In particular, spatially-resolved optical emission spectroscopy has been implemented to monitor a number of emitting species present within MW-activated H, H/Ar, C/H, C/H/Ar, Si/H, Si/H/Ar, and Si/C/H plasmas. Cavity ring down spectroscopy is implemented to measure the column densities of various spin-orbit states belonging to the Si atom triplet ground state within MW-activated Si/H and Si/C/H plasmas. The understanding behind many of the results presented in this thesis has been developed by self-consistent 2-D plasma modelling carried out by collaborator Yuri Mankelevich.

The first two introductory chapters develop a motivation for the interest in diamond grown via CVD, whilst providing a summary understanding of the prominent chemical and physical gas phase processes that occur within MW-activated C/H plasmas. These chapters develop a feel for some of the open questions within the field and provide an overview of the experimental techniques that (i) have previously been implemented and (ii) are implemented within this thesis.

Chapter 3 investigates MW-activated H and H/Ar plasmas under conditions relevant to hydrogen-termination and etching of diamond. The investigations focus on spatially-resolved emissions originating from the high energy states of H₂, H and Ar as a function of plasma operating conditions (pressure, forward MW power, gas content, and two relatively unexplored parameter spaces, substrate diameter and temperature). The findings develop a new probe that is sensitive to the hyper-thermal component of the electron energy distribution function (EEDF) and have also been used to develop the first self-consistent 2-D physical chemical kinetic model of moderate pressure MW-activated H plasmas. A deeper understanding underpinning the interdependencies of plasma parameters and gas phase processes is demonstrated, highlighting an intimate coupling between excited states of H (and H₂) with ground state H₂ (and H) respectively.

The second results chapter, Chapter 4, demonstrates the first direct evidence for the existence of charged species within MW-activated C/H (and C/H/Ar) plasmas by monitoring optical emissions from the C₂⁻ anion through the C₂⁻(B→X)(0-0) transition, which is embedded within the high J tail of the C₂⁺(d→a), Δv = −1 emission. The variation of these emissions with process conditions are compared to predictions made by an appropriately developed 2-D physical chemical kinetic plasma modelling, establishing the prominent formation mechanisms of various C₂ and C₂⁻ states. There is also an attempt to monitor emissions originating from the CH⁺(A→X) transition, however this is unfruitful.

Chapter 5 focusses on spatially-resolved emissions originating from the three lowest lying excited doublet states of the CH radical (i.e. CH(A→X), CH(B→X) and CH(C→X)) generated within MW-
activated C/H plasmas. These emissions are investigated as a function of process conditions in an attempt to probe the thermal component of the EEDF. The assumption that these emitting states are only produced through electron impact excitation is drawn into question by 2-D plasma modelling. In order to describe the full set of experimental observations, there is a requirement for a significant chemiluminescent contribution towards the production of lower-lying excited states belonging to the CH radical.

Chapter 6, the fourth and final results chapter, combines optical emission studies carried out on Si-related species (singlet and triplet states of atomic Si, and the (A→X) transition of SiH radical) in MW-activated Si/H, Si/H/Ar, and Si/C/H plasmas. Si has been introduced into the gas phase through dilute silane and by etching a Si substrate. Cavity ring down spectroscopy was also implemented for column density measurements on Si atoms. This work speculates on the prominent gas phase processes occurring within such plasma systems.

Chapter 7 provides a summary of the key questions addressed within this thesis, as well as a brief description of the more important findings. Chapter 7 also discusses relevant further work that could help reinforce and further the understanding developed in this work.
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Chapter 1: Introduction

This chapter provides the background for contextualising this thesis. It describes structure, properties and applications of diamond material, as well as two methods of synthesis – high pressure, high temperature synthesis and the chemical vapour deposition process. The interest in microwave-activated C/H plasmas is justified and a brief overview of the prominent physical and chemical processes is provided. This understanding has been developed through experimental diagnostic methods and 2-D physical chemical kinetic modelling, which are also discussed. The chapter concludes by describing the structure of this thesis. This chapter has been adapted from a short review article featuring in The Atlas of Science co-written by the PhD Candidate, Edward Mahoney and supervisor Prof. Mike Ashfold.

1.1: Diamond Structure, Properties and Applications

Diamond is a metastable allotrope of carbon renowned for its many outstanding properties. Diamond defines the top (10) of the Mohs scale for measuring hardness.\(^1\) It has the highest bulk thermal conductivity (up to \(2 \text{kWm}^{-1}\text{K}^{-1}\) at room temperature)\(^2,3,4,5\), and a low coefficient of thermal expansion \((0.8 \times 10^{-6} \text{K}^{-1})\).\(^2,3,4\) The large indirect band gap (5.47 eV) of diamond results in optical transparency across a wide wavelength range (infra-red through to ultraviolet), as well as electrically insulating properties for the undoped material.\(^2,3,4\)

The tetrahedral \(sp^3\)-hybridised bonding structure of diamond contrasts to the most thermodynamically stable allotrope of carbon, graphite under standard conditions of temperature and pressure (STP), i.e. 1 atmosphere and 20 °C. Graphite consists of 2-Dimensional inter-planar \(sp^2\) carbon bonded layers, which are hexagonal in shape.\(^6\) Whilst the bond strengths within a graphitic layer are stronger than in diamond, reflected by the shorter C-C bond length (1.41 Å versus 1.54 Å for diamond), the planes in graphite are held together by delocalised electrons through weak Van der Waal’s forces.\(^6\) This allows layers to slide over one another with a relatively low force. The delocalised electrons occupy the conduction band of graphite, which leads to significantly different electronic behaviour to that of diamond. In spite of a small difference in standard enthalpy of formation (2.9 kJmol\(^{-1}\)), the significant structural difference between the two allotropes, visible in Figure 1.1, results in a large energy barrier between the two structures (730 kJmol\(^{-1}\) or 4.56 eV).\(^4,6\) This prevents a thermodynamic conversion between graphite (or any other carbon allotrope) and diamond without the application of molten metals under high pressure.
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and high-temperature conditions (HPHT growth), activated gases, or lasers – hence the popular phrase ‘diamonds are forever’.7

![Figure 1.1: Structure of 2 carbon allotropes: (a) diamond and (b) graphite. Figures adapted from Reference 7.](image)

It is the rigidity and kinetic stability of the diamond structure that gives rise to some of the more desirable thermal and mechanical properties of bulk diamond. Such properties make diamond an active area of research and applicable to a range of technologies.4 Diamond can be grown through multiple methods to various shapes and sizes. The two most prominent methods of diamond synthesis are discussed in Section 1.2, with each method lending itself to specific applications.

For instance, nanodiamonds can be grown through both methods described in Section 1.2, but in order to generate a large quantity of nanodiamonds, detonation of graphitic material is most commonly used. Detonation creates high pressure high temperature (HPHT) conditions on the timescale of a few microseconds facilitating brief diamond formation. The HPHT method itself is described further in Section 1.2.1. Nanodiamonds are bio-inert and can be manipulated as large organic molecules.2,4,8 As such, there is on-going research into possible biomedical applications.8,9 Functionalising the surface of a nanodiamond enables pH-sensitive drug delivery,8 whilst optical centre defects within a nanodiamond can be manipulated with magnetic fields and detected through fluorescence and Coherent Anti-Stokes Raman Scattering can be used to detect a carbon-carbon bond in a higher purity nanodiamond for in vivo cellular bio-imaging.9

The magnetic properties (electron spin, \( S = 1/2 \)) of the neutral nitrogen-vacancy (NV\(^0\)) centre within a nanodiamond lends itself to such applications, as well as to more fundamental science research; a collaboration of scientists are attempting to make use of the NV\(^0\) centre within an optically levitating microcrystalline diamond to demonstrate ‘macroscopic’ quantisation. The ambition of the work is to create a sensitive tool for testing theories of quantum gravity.10

Nanocrystalline diamond films can be produced via the Chemical Vapour Deposition (CVD), outlined in Section 1.2.2. Manipulation of operating conditions allows a control over crystallite size and morphology. Such a material has a range of applications. Extending on those aforementioned for the individual nanocrystals, a nanocrystalline diamond film can, for example, find application in Micro-
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and Nano- Electro-Mechanical systems (MEMS and NEMS respectively), making use of the high Young’s Modulus (values ranging between 840-1100 GPa) associated with such diamonds.\textsuperscript{11}

1.2: Synthesis of Diamond

The two main methods for growing high-quality single crystal or polycrystalline diamond are HPHT - a thermodynamic conversion of graphitic carbon into diamond using a molten metallic catalyst described in Section 1.2.1, and Chemical Vapour Deposition (CVD) – the processing of carbon-containing gases as described in Section 1.2.2. Further detail on the known processes occurring within microwave-activated (MW-activated) methane/hydrogen CVD plasmas is provided in Section 1.4.

1.2.1: High Pressure High Temperature Method

The HPHT method was developed in 1954 by Bundy \textit{et al.} working at General Electric. The method uses a press and recreates the naturally occurring conditions in which natural diamonds form within the Earth’s crust and upper mantle. Under such extreme conditions (~6 GPa and 1300 – 1700 °C), diamond is the most stable allotrope on the carbon phase diagram. Under these conditions, the HPHT method exploits a thermodynamically-favoured and kinetically-allowed conversion of graphitic material into diamond.\textsuperscript{4,12,13}

Carbon demonstrates increasing solubility with increasing temperatures within metallic melts. By saturating a metallic melt (typically made up of combinations of Fe, Ni, Co, and Mn-C) with carbon (graphite or diamond grit), the melt sets up a convection current and deposits carbon as diamond on a diamond seed crystal in a cooler region of the chamber. By increasing the temperature of growth the diamond quality increases and encourages (111)-oriented growth over (100). By introducing additional elements, such as Ti, Al, B, Cu or Ge into the melt nitrogen content can be removed, increasing the diamond purity.\textsuperscript{12,13} Due to the nature of the growth method, HPHT grown diamonds are prone to incorporating metallic inclusions.

Single crystal diamond can cleave along the (111) plane.\textsuperscript{14} As such, polycrystalline diamond is advantageous within mechanical applications and is generally cheaper to manufacture. Polycrystalline diamond is grown and then sintered within a cobalt-alloy matrix for polycrystalline diamond drill bit cutters used in oil and gas exploration.\textsuperscript{12,13}

1.2.2: Chemical Vapour Deposition

Under less extreme conditions diamond can be grown through CVD. CVD employs methane/hydrogen (CH\textsubscript{4}/H\textsubscript{2}) gases activated through an energy source (for example hot filaments, direct current plasmas, and microwave-activated plasmas) enabling kinetic (rather than thermodynamic) control of diamond deposition on a suitably positioned substrate.\textsuperscript{2,4,5,15,16,17} The use of a single crystal diamond substrate enables the growth of single crystal diamond films, whilst the use of polycrystalline diamond and silicon
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substrates, for instance, will result in polycrystalline diamond films. The rate of diamond film growth is entirely dependent on operating conditions and substrate temperature, but is typically reported to be between 2-10 microns per hour – higher rates have been reported ranging from 40 to 100 microns per hour. Lower growth rates are desirable for the highest quality growth, whilst higher growth rates are desired to reduce running costs. CVD diamond can be grown to a range of sizes from the nanometre scale to centimetre scale. CVD diamond films typically find technological applications in coating materials, as well as thermal management of electronic and lasing devices.

CVD diamond readily incorporates dopants and defects into its structure ranging from atomic-level vacancy sites to microcrystalline stacking faults and graphitic grain boundaries. Structural imperfections can have visible effects, including colour change (typically blue with light boron doping, and yellow with nitrogen doping), and crystal twinning along the (111)-orientation. The incorporation of defects during the growth process can compromise some useful bulk properties, for example a reduction of crystallographic isotropy can reduce the thermal conductivity.

There are advantageous reasons for introducing dopants into the gas phase and therefore into the diamond lattice. For instance, introducing trace nitrogen into the CVD feed gas (between 20-100 parts per million) can enhance CVD diamond growth rate significantly (between 2- and 5-fold). Diamond can demonstrate p-type semi-conductive (acceptor level 0.38 eV above valence band maximum), metallic and even low-temperature superconductive behaviour upon increasing boron dopant concentration. This can be achieved by introducing diborane into the feed gas during CVD growth. This makes diamond applicable in some semi-conductor electronic devices, for instance Ohmic Shottky barrier diodes and field effect transistors. Despite a lack of shallow n-type donor level dopants, phosphorus demonstrates a deep donor level (0.6 eV below the conduction band minimum), and as such diamond p-n and p-i-n junctions do not typically contribute to room temperature semiconductor devices, but have been used to create deep UV Light Emitting Diodes.

Diamond has a high breakdown voltage, which makes it appealing for high power electronics. At present, diamond technology only permits a high current or voltage. In spite of this, it is possible to engineer low power devices. Alternatively, it is also possible to introduce 3-D graphitic (electrically conductive) wires into a diamond through laser ablation, which can be used as particle detectors.

CVD was first developed in 1958 by William Eversole at Union Carbide Corporation via pyrolysis. This was achieved utilising an electrical furnace to heat a silica tube and dissociate carbon-containing gases. The original patent states some knowledge that methyl-containing gases were required to incorporate carbon onto a diamond seed crystal. CVD utilises kinetic control of diamond synthesis; the relatively low temperatures and pressures (cf. HPHT conditions) are conditions under which diamond is metastable. Despite success in sp³ carbon formation, black graphitic carbon was a commonly reported by-product.
1. Introduction

In 1965 Gulbransen *et al.* demonstrated that graphitic material could be efficiently etched into the gas phase with hydrogen atoms.\(^{30}\) Spitsyn’s PhD thesis, published in 1966, advanced this into a CVD growth method, achieving 1 micron an hour growth rate on (111)-oriented diamond seed crystals.\(^{31}\) The method requires graphite to be heated to 2000 °C in the proximity of hydrogen atoms. Gas phase H atoms etch graphitic carbon into the gas phase generating CH\(_x\) (0 ≤ x ≤ 3) radicals, some of which then deposit on a diamond seed crystal held at 1000 °C. The chemistry is comparable to that described in Section 1.4.

Angus *et al.* found that hydrogen etches graphite more efficiently than diamond, and therefore a higher concentration of atomic hydrogen increases diamond quality.\(^{32}\) In 1981 Spitsyn *et al.* attempted diamond growth on non-diamond substrates, with limited success.\(^{33}\) In the two consecutive years (1982 and 1983) additional methods of gas phase activation were developed – hot filaments and microwave-activated plasmas respectively – facilitating a method for diamond growth on non-diamond material.\(^{34,35}\) Additional growth techniques, such as DC plasma jets and combustion were later developed.\(^{31}\)

There are currently four main methods for gas phase activation enabling the CVD of diamond. These include thermal activation, e.g. hot filament activation, electric field activation (also referred to as plasma – enhanced or PE), e.g. DC discharge, DC arc-jet, radio frequency, microwave and electron cyclotron resonance activation. The other two methods are chemical activation, e.g. acetylene-oxygen torches, and photochemical activation, which stretch beyond the focus of this thesis.\(^{31}\)

Whilst hot filament growth is a cheaper means to produce diamond, electrodeless CVD has the advantage of an improved diamond quality. Hot filament and electrode-activated CVD methods, like the HPHT growth method, are prone to incorporating metallic defects within the diamond.\(^{15,31}\) Microwave-activated (MW) CVD, an electrodeless CVD method, avoids this issue. Compared to most other electric field activated plasmas, MW-activated plasmas achieve a higher degree of ionization and dissociation of hydrogen, which enhances the processing of carbon.\(^{36}\) DC arc-jet reactors also demonstrate these advantages, but utilise significantly higher power input (20-30 kW versus 1-10 kW for MW CVD), thereby increasing operating costs.\(^{37}\) MW CVD diamonds are regularly reported to incorporate etched silicon (from quartz windows and Si substrates present within the chamber) forming silicon-vacancy defects.\(^{38}\) Such defects can be used to distinguish natural and lab-grown CVD diamond.\(^{38}\)

For thermal management of devices, it is desirable to grow diamond on other materials.\(^{2,4,39}\) The development of nucleation techniques allows diamond to be grown on non-diamond materials in MW-activated CVD. In 1987, Mitsuda *et al.* demonstrated a nucleation density of \(10^7–10^8\) cm\(^{-2}\) through roughening non-diamond surfaces with diamond grit. This enabled nucleation and film growth on non-diamond substrates due to increased available surface sites from the presence of small diamond grit seed crystals.\(^{5,40}\)
1. Introduction

Polycrystalline MW CVD diamond is grown through such nucleation methods and a typical film demonstrates increased grain size further from the growth substrate, as illustrated in Figure 1.2 (a). This can arise due to slower growing plane orientations overgrowing the faster growing planes. The effect of such inhomogeneous structures is spatial and orientation-dependent thermal conductivities.\(^{41}\)

![Figure 1.2: SEM side view images of (a) micro-crystalline and (b) nano-crystalline diamond film. Figure features in Reference 14.](image)

In 1991, Yugo et al. demonstrated that negative bias enhancement could achieve higher nucleation densities \(10^9 - 10^{10} \text{ cm}^2\) on Si substrates.\(^{5,42}\) Stoner et al. expanded this for SiC substrates.\(^{43}\) The success of negative bias enhancement is attributed to cations accelerating to the substrate and forming nucleation sites. Shreck et al. demonstrated that this technique can be used to facilitate ion bombardment induced buried lateral growth of single crystal diamond on Ir(100) and Ir(111) – an alternative growth mechanism to the accepted standard model of CVD diamond growth discussed in Section 1.4.\(^{44}\) Jiang et al., in 1993, gave an early indication that positive bias enhancement might also have a similar effect.\(^{45}\) This was conclusively demonstrated in 2001 – Chiang et al. achieved nucleation densities of \(10^{10} \text{ cm}^2\) in the presence of high methane fractions. The result was attributed to electron bombardment of the substrate by the authors.\(^{46}\) Additional nucleation methods, such as ion implantation enhanced nucleation have since been developed.\(^{5}\)

Since the development of plasma-enhanced chemical vapour deposition of diamond, some research groups have struggled to grow thicker diamonds with smooth surfaces, instead producing convex and/or concave diamond, dependent on methane fraction, operating conditions and the consequential plasma appearance.\(^{47,48}\) Whilst References 47 and 48 refer to observations reported for diamond grown via DC-activated plasmas, the optimisation of substrate holder designs carried out by Mokuno et al. infers that this is also an issue that impacts MW-grown CVD diamond.\(^{49}\) Yamada et al. proposed that the inhomogeneous growth could arise due to an inhomogeneous absorbed power density, which therefore results in a gas (and substrate) temperature gradient across the growth surface.\(^{50}\) Chapter 3 focuses on
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MW-activated H and H/Ar plasmas, which are regularly used in the context of hydrogen termination and etching of diamond. Such plasmas are a simpler system than that of a MW-activated C/H plasma, which can be used to further enhance an understanding of the inter-link between plasma parameters, gas phase processes, and any extrapolatable impacts that the findings may have on diamond growth and spectroscopic studies carried out on MW-activated C/H plasmas.

Chapters 4 and 5 focuses on furthering the understanding behind the physical and chemical processes occurring within MW-activated CH₄/H₂ CVD plasmas (both in the plasma and at the plasma–substrate interface), whilst Chapter 6 focusses on understanding the processes occurring within MW-activated SiH₄/CH₄/H₂ plasmas (and SiH₄/H₂ plasmas as a prerequisite). Such an understanding is necessary for diamond quality optimisation, i.e. minimising Si-containing defect incorporation during hydrogen termination and diamond growth. For a comprehensive understanding of the physical and chemical processes occurring in such a system, 2-D physical chemical plasma modelling is required.

1.3: The Moscow-Bristol 2-D Plasma Modelling

The Moscow-Bristol 2D modelling of MW CVD processes is described thoroughly in Reference 51. The model enables an enhanced understanding behind the more prominent physical and thermochemical gas phase processes under the conditions relevant to diamond growth and those explored in this thesis. The modelling is self-consistent and simplified through an assumed cylindrical geometry of the plasma and reactor, which has a radius, \( r \), and height, \( z \), both extending 60 mm from the centre of the substrate surface (modelled centrally in the chamber) with 1 mm resolution. The modelling has three major components:

1. Power absorption, gas heating and mass transfer (predominantly achieved through rovibrational excitation of H₂ by electron impact and thermodiffusion).
2. Physical and chemical kinetics of the gas phase, for example diffusion, thermal dissociation and the chemical reactions discussed in Section 1.4.
3. Gas-surface processes, such as deposition and the loss (/generation) of radicals, ions and electrons.

Integration times > 1 s are used to capture the steady-state. The gas replacement time is far larger than the time required for physical changes, hence diffusion processes (e.g. thermal diffusion) are the dominant processes in the transfer of mass and chemical species. After such an integration time, the physical processes included within the model are assumed to be in a local steady-state dictated by the local plasma parameters, for example, electron impact excitation and electron impact ionization (and consequentially the local number densities of excited state and ionized species) depend on local electron number densities, local electron temperatures, the cross-sections presented by an electron to different
1. Introduction

atoms / molecules (also sensitive to the electron temperature), and consequentially rate coefficients of such interactions.

Such processes (and modelling calculations) are therefore sensitive to the Electron Energy Distribution Function (EEDF). The EEDF is a characteristic plasma parameter, which describes the number of electrons that carry a defined energy interval, as a function of electron energy, at a plasma position. The electron temperature, \( T_e \), (centred around \( \sim 1.28 \) eV) is described by a thermal Maxwell-Boltzmann distribution, whilst an additional hyper-thermal component is used to describe electrons with energies \( \geq 10.2 \) eV. The full integral of the EEDF with respect to energy gives the number density of electrons at a position in the reactor under the modelled condition, whilst a partial integral between two energies describes the number density of electrons holding energies within the integrated energy range. The EEDF is a function of the oscillating (sinusoidal) electric field component of the input microwave radiation and is in the form \( E = E_0 \sin(\omega t)/(\omega^2 + \nu^2)^{0.5} \), whereby \( \omega = 2\pi f \), the input microwave frequency, \( f = 2.45 \) GHz, whilst \( \nu \) describes the effective collision frequency of an electron. Under previously studied conditions, \( \nu \gg \omega \), whereby \( \nu \) is proportional to \( N \), the total particle density. The microwave wavelength, \( \lambda \), is \( \sim 12 \) cm, whilst the chamber is \( \sim 6 \) cm in height and radius. Consequently, on a local scale (i.e. on the order of mm) the electrons experience the microwave as a stationary electric field and the local EEDF is a function of the reduced electric field; EEDF(\( E/N \)).

There are two assumptions that underpin the model:

1. The height, \( H_{pl} \), and radius, \( R_{pl} \), of the plasma ball are indicated by experimental optical emission and absorption studies. This allows alteration of the MW power and activation volume to be included within the model and thus, also, an estimation of \( E/N, T_e \), and the EEDF as outputs for any input power.

2. Only a narrow range of \( E/N \) values are physically realised within the plasma for a given power density.

Such calculations require initial conditions, such as the feed gas mixing ratio and flow rate, boundary conditions (for the MW standing waves) and experimental-specific parameters, such as the reactor wall temperature, substrate size, the plasma volume and the physical and chemical kinetics. Over 240 physical and chemical interactions are calculated for a MW-activated \( \text{CH}_4/\text{H}_2 \) plasma, which varies spatially and as a function of the absorbed power density, the gas temperature, both of which depend on the reduced electric field strength, the local mole fraction of hydrogen atoms, all of which spatially vary and rely on consideration of local formation / loss mechanisms (e.g. chemical production / losses, physical diffusion processes etc). Through consideration of a full description of physical and chemical kinetics, the 2D model calculates the steady-state production and loss rates for all species at each position within the plasma, (includes local diffusion effects from regions of production), and can
1. Introduction

therefore also calculate number densities, e.g. hydrogen number density \([H]\), as a \(f(r, z)\). Number densities, kinetic rates and plasma parameters are all calculated with a 1 mm resolution in each dimension (radial and axial) and can provide an understanding of the prominent chemistry / physical processes (described in Section 1.4), rationalise experimental observations, and the interdependence of plasma parameters as a function of position, as demonstrated throughout this Thesis.

Prior modelling has used an assumed electron density, which was developed by physical intuition to generate an agreement between experimental observations (inferred by prior OES studies) and the 2-D model. The modelling has since been developed by Yuri Mankel (presented in Chapter 3) to generate the first self-consistent model of MW-activated H plasmas operating under moderate pressure conditions for describing plasmas that might be used for the hydrogen termination and etching of diamond.

The modelling provides insight into the prominent processes occurring within MW-activated CH4/H2 plasmas (and can be used to probe the impact that dopant addition has on the physical processes / gas phase chemistry) and contributes significantly to the understanding described in Section 1.4. Such modelling has limitations. For instance, the neglect of a significant physical / chemical process could impact plasma parameters, formation / loss mechanisms of species, number densities, and the gas phase kinetics overall. The modelling therefore requires a careful consideration of all major contributing processes.

1.4: Overview of Gas Phase Processes in MW-activated C/H(/Ar) Plasmas

2.45 GHz microwaves are tuned and coupled by an antenna into a cavity chamber containing hydrogen gas held at a pressure of ~20 Torr. The microwaves pass through a vacuum sealed quartz window and activate a hydrogen plasma - purple in colour, as can be seen in Figure 1.3. The plasma is activated initially through electrons induced by cosmic rays. These electrons accelerate in the microwave electric field, and collide with H2. This facilitates vibrational excitation and electron impact dissociation.15,51

\[
\text{H}_2(X^1 \Sigma^+_g, v = 0 - 3) + M \rightarrow \text{H}_2(X^1 \Sigma^+_g)^+ + M \rightarrow 2\text{H}(n = 1) + M \quad (1.1)
\]

At moderate conditions (e.g. an input MW power of 1.5 kW and a base pressure of 150 Torr), the addition of methane visually transforms the plasma into a distinct off-white colour - a consequence of a significant change in gas phase chemistry. The initial purple colour in MW-activated H plasmas arises
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from the dominant H and H\textsubscript{2} emissions, whereas the off-white colour arises from additional well-studied C\textsubscript{2} Swan band and CH band emissions, which dominate the visible optical emissions of the MW-activated CH\textsubscript{4}/H\textsubscript{2} plasma.\textsuperscript{15,53,54,55,56}

Figure 1.3: A depiction of a typical MW-activated H\textsubscript{2} plasma with a green laser indicated for illustrating plasma diagnostic through laser absorption. Figure appears in Reference 15.

The chemistry occurring within the MW-activated CH\textsubscript{4}/H\textsubscript{2} plasma can be approximated to a steady-state of fast and reversible H-shifting reactions acting on CH\textsubscript{x} (0 ≤ x ≤ 4) and C\textsubscript{2}H\textsubscript{y} (0 ≤ y ≤ 6) species, CH\textsubscript{x}-CH\textsubscript{4} addition reactions and the slower, reverse decomposition of C\textsubscript{2}H\textsubscript{y} upon collision with a spectator body.\textsuperscript{15,51} These reactions are depicted simplistically in Figure 1.4. Such reactions create an [H]/[H\textsubscript{2}] and local \( T_e \) dependant spatial distribution of [CH\textsubscript{x}] and [C\textsubscript{2}H\textsubscript{y}] species. Under higher [C]/[H] ratios, it is possible to generate additional C\textsubscript{3}H\textsubscript{z} (0 ≤ z ≤ 8) species, however these are considered negligible minority species under the mixtures and conditions studied within this thesis.
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Figure 1.4: Simplistic depiction of the H-shifting reactions of methyl and ethyl groups with examples of methyl-methyl addition/dissociation reactions occurring within MW-activated C/H plasmas.

Figure 1.4 depicts a simplistic summary of the prominent carbon gas phase chemistry occurring within MW-activated C/H plasmas; it neglects the minor contribution from larger C\(_3\)H\(_z\) (0 \(\leq\) z \(\leq\) 8) molecules. The plasma is weakly ionised with \(\sim 1 \times 10^6\) species charged – electrons are predominantly formed through Electron Impact Ionization (EII) of the dominant species C\(_2\)H\(_2\) and C\(_2\)H\(_3\) (which has the lowest ionization energy from the C\(_2\)H\(_y\) group), forming C\(_2\)H\(_2^+\) and C\(_2\)H\(_3^+\) respectively.\(^{57}\) EII of C\(_2\)H\(_2\) is described by Process 1.2. Despite its lower ionization energy, ionization of C\(_2\)H\(_3\) is 3 orders of magnitude lower than C\(_2\)H\(_2\) and is instead formed via a charge transfer reaction between H\(_3^+\) and C\(_2\)H\(_2\), as described by Process 1.3. C\(_2\)H\(_y^+\) species, like C\(_2\)H\(_3\) species, also react through steady-state H-shifting reactions. Electrons are lost through recombination reactions with C\(_2\)H\(_y^+\) as described by Process 1.4:

\[
\text{C}_2\text{H}_2 + e \rightarrow \text{C}_2\text{H}_2^+ + 2e \tag{1.2}
\]

\[
\text{C}_2\text{H}_2 + \text{H}_3^+ \rightarrow \text{C}_2\text{H}_3^+ + \text{H}_2 \tag{1.3}
\]

\[
\text{C}_2\text{H}_y^+ + e + \text{M} \rightarrow \text{C}_2\text{H}_y + \text{M} \tag{1.4}
\]

Figure 1.5 demonstrates spatially-resolved false colour plots for various parameters generated by the 2-D Moscow-Bristol model described in Section 1.3. The conditions demonstrated are defined by Jie Ma et al. as an input power of 1.5 kW, total gas pressure of 150 Torr, with a 4.4\% methane, 7.1\% Ar, 88.5\% hydrogen flow mixture.\(^{51,59}\) Figure 1.5 (a) shows the modelled electron density distribution, \(n_e\), which has considered formation, loss and ambipolar diffusion of electrons. Overall the plasma maintains a local and net charge neutrality. Figure 1.5 (b) illustrates \(T_e\) ranging from \(\sim 300-500\) K at the water-cooled
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reactor walls to 3000 K at the centre of the plasma. H(n = 1) is generated in the hottest region of the plasma through thermal dissociation of H₂. In this region, the number density of H, relative to H₂ is approximately 8%, i.e. [H]/[H₂] ~ 8%. H atoms thermally diffuse from the hot region into the surrounding cooler regions. Due to their low mass, this is an efficient process, which leads to a high [H(n = 1)] in the cooler regions in proximity to the hottest region, which can be seen by comparing Figures 1.5 (b) and 1.5 (c).

Figure 1.5 (c) illustrates that the [H(n = 1)] drops by at least a factor of 12, however the number associated with the lightest colour in Figures 1.5 (a), (c) and (d), e.g. \(0.31 \times 10^{16} \text{ cm}^{-3}\) for Figure 1.5 (c), describes the upper limit for such a colour shade. The lower limit being much closer to 0. The excited state \([H(n \geq 2)]\) are prominent in regions of high \(n_e\) – the predominant formation mechanism of excited state species being electron impact excitation as described by Process 1.5.

\[
H(n = 1) + e \rightarrow H(n > 1) + e
\] (1.5)

Jie Ma et al. provides an experimental vindication for electron impact excitation being the prominent excitation method for H(n > 1) states, and more generally for most excited states of C-containing diatomic species. This was achieved through demonstrating an excellent spatial agreement between measured ground state / metastable state column densities and excited state optical emissions from common diatomic species.\(^{15,51,58,59}\)

Conversely to [H] atoms, [H₂], which can be seen in Figure 1.5 (e), holds the greatest number density in the coolest regions of the plasma due to the ideal gas law \(n = pV/RT_g\). The mole fraction of CH₄ decreases as the carbon-containing gas diffuses into the plasma from the gas inlet (gas inlet is assumed to be top corner in Figure 1.5 (f), i.e. \(r = 6 \text{ cm}, z = 6 \text{ cm}\) and undergoes fast H-shifting reactions as it diffuses into the plasma.

The chemistry depicted in Figure 1.4 is highly sensitive on [H]/[H₂] and \(T_g\). The plasma can be approximated into 3 distinct regions based on the chemistry inferred by the modelling described in Section 1.3. These regions are indicated in Figure 1.5 (g).
Figure 1.5: False colour plots produced from 2-D Moscow-Bristol plasma modelling demonstrating as a function of height (vertical axis) and radius (horizontal axis), (a) electron density, (b) gas temperature, (c) atomic hydrogen number density, (d) atomic H($n = 2$) number density, (e) diatomic hydrogen number density, (f) mole fraction of methane, (g) mole fraction of acetylene, (h) number density of CH$_3$ for conditions defined by Jie Ma et al. This Figure has been modified from References 15 and 51.
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Region C, the outer region of the reactor, has a relatively low \( T_g \) (500 < \( T_g \) < 1400 K) and [H]/[H\(_2\)]. The steady-state chemical equilibrium, depicted in Figure 1.4, is consequently shifted towards methane, and as such creates an annular outer layer of methyl radicals (CH\(_3\)) at the edge of the hot plasma region, which can be seen in Figure 1.5 (h).\(^{15,51,58,59}\) In region B, where 1400 K < \( T_g \) < 2000 K, there is a generation of acetylene, however there is a net consumption of H atoms. Acetylene, C\(_2\)H\(_2\), and methane, CH\(_4\), are in thermal equilibrium in region A, where the temperature ranges between 2000 K < \( T_g \) < 3000 K. Due to the high [H] concentration, the H-shifting and H recombination reactions are particularly fast, and at such temperatures, dissociation through third body collisions is lower than the faster methyl-methyl addition reactions. Overall, this favours the production of the thermodynamically more stable species C\(_2\)H\(_2\). Acetylene is generated predominantly in this region, and diffuses throughout the plasma – due to its stability under such conditions, [C\(_2\)H\(_2\)] contributes ~97% of total carbon content in plasma region A. It is therefore implicit that all carbon content from the original feed gas that samples the hot plasma region is processed – and hence varying the carbon source does not significantly vary the gas phase chemistry and as such these plasmas can be considered MW-activated C/H plasmas, rather than MW-activated CH\(_4\)/H\(_2\) plasmas under conditions relevant to diamond growth.\(^{15,51,58,59}\) This has been experimentally verified through studies comparing CH\(_4\) and C\(_2\)H\(_4\) as a source of carbon.\(^{15,51,58,59}\)

From the centre of the plasma \((r = 0, z \sim 10 \text{ mm})\), towards the substrate surface \((z = 0 \text{ mm})\), the axial \( T_g \) rapidly drops when contrasted to the radial \( T_g \) gradient, as can be seen in Figure 1.5 (b) – this results in a spatially confined region of B and C with a relatively high [H] and [CH\(_3\)] radical density just above the substrate. These are the growth species that are associated with the standard model for the chemical vapour deposition of diamond.

The standard model of the CVD of diamond is most easily explained with an appropriately placed diamond substrate. H atoms from the gas phase abstract the diamond surface-terminating H atoms forming gaseous H\(_2\) and leaves a vacant lattice site. Typically, ~10% of the surface consist of radical sites under growth conditions. This method can be used to grow diamond at a controlled orientation. Most computational methyl incorporation studies are carried out on a (100):2x1 reconstructed diamond surface, but the principle likely extends to the (110) diamond surface. CH\(_3\) radicals can either bond onto such dimer sites, undergo further H-shifting and reconstruction reactions to incorporate, or alternatively, CH\(_x\) \((0 \leq x \leq 3)\) radicals can migrate across the surface and upon reaching a step edge, a CH\(_x\) \((0 \leq x \leq 2)\) radical can bond to a second carbon atom. This provides additional stabilisation and facilitates the step-edge diamond growth typically associated with CVD diamond.\(^{15,60}\)

1.5: About This Thesis

There are many well-established, non-invasive diagnostic tools for investigating MW-activated C/H-containing plasmas and the prominent gas phase processes, which have contributed a wealth of background understanding required for this thesis. Such techniques include optical emission
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spectroscopy and laser techniques, such as gas phase Raman spectroscopy, laser-induced fluorescence, and infra-red absorption.\textsuperscript{21,22,53,54,55,56,59,61,62,65} This thesis focuses on two experimental techniques; optical emission spectroscopy, and cavity ring down spectroscopy, an ultra sensitive laser absorption technique, both of which are described in Chapter 2. A significant contribution toward the understanding of the experimental measurements presented within this thesis is provided by the Moscow-Bristol 2-D plasma modelling, developed appropriately from what has been described in Section 1.3.

There are still many open questions regarding diagnostic measurements (and their validity), particularly with regards to $T_e$ sensitive measurements. It is not possible to make direct electron temperature measurements with Langmuir probes – such apparatus would not withstand the gas temperature (~3000 K) and would perturb the MW standing wave setting up the plasma. Therefore, $T_e$ sensitive measurements for such plasma conditions typically consist of optical emission studies and 2-D plasma modelling, both of which are indicative.

The electrons are accelerated by the microwave standing wave and therefore are not in thermal equilibrium with the gas phase ($T_g \sim 3000$ K $= 0.259$ eV). The EEDF can, however, be described by two major components; a thermal component describing electron energies with a Maxwell-Boltzmann distribution characterised by an electron temperature, $T_e \approx 1.28$ eV and a hyper-thermal component, which describes electrons with $\varepsilon \geq 10.2$ eV and is experimentally evidenced by high energy electronic state emissions (e.g. H-Balmer series). There are studies within the literature, which assume that, under lower pressure conditions to those investigated in this thesis, the hyper-thermal component can be inferred through monitoring a variation in the optical emission ratios of the H-Balmer series, for instance $H_\beta/H_\alpha$.\textsuperscript{63,64} Prior work reported by the Bristol group make similar assumptions, for conditions more comparable to those investigated in this thesis.\textsuperscript{58,59,65} There are two issues associated with equating the $H_\beta/H_\alpha$ emission ratio to a Boltzmann distribution. The first is that the difference in the H($n = 4$) and H($n = 3$) energy levels (0.65 eV) is substantially smaller than the electron energies required to excite these states ($\varepsilon \geq 12.09$ eV); prior studies note that any changes in such a ratio due to the variation in $T_e$ are lost within the experimental error.\textsuperscript{59} The second is that the high energy states of the H atom, which sample the hyper-thermal component of the EEDF, are being used as a comparator to estimate the thermal component of the EEDF, whereby $T_e \approx 1.28$ eV.\textsuperscript{59,66}

There have also been relatively few spatially-resolved\textsuperscript{59} or operating condition dependent studies\textsuperscript{22,67} on H$_2$ emission intensities in MW-activated (C/)H plasmas in the context of diamond CVD growth. Most H$_2$ emission studies instead focus on analysis of the rotational temperature, which for other diatomic species (for example C$_2$ or CH emissions in MW-activated C/H plasmas) can be extrapolated to infer $T_R$. H$_2$ emission studies, however, consistently and significantly underestimate gas temperatures.\textsuperscript{64,68,69,70,71} Studies on pure hydrogen plasmas have demonstrated a constant $E/N$ (and
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therefore $T_e$) within the plasma, except at the plasma edge, noting that $T_e$ drops by ~10% at increasing distance, $z$, away from the substrate.\textsuperscript{51}

Chapter 3 uses the simplest possible system – a MW-activated H plasma – to develop an understanding behind the EEDF($E/N$, $z$, $r$) and challenge the assumptions underpinning prior $T_e$ or EEDF-sensitive measurements made through monitoring the $H_0/H_\alpha$ ratio. Chapter 3 addresses whether these ideas apply to the conditions under investigation, and if not, what additional unstudied processes are contributing to the excitation and/or de-excitation of the upper state ($H(n \geq 3)$) of the H-Balmer emission to invalidate these assumptions. The study investigates the possibility of more EEDF-sensitive measurements using spatially-resolved $H_2$ optical emissions; an idea previously proposed by Fantz \textit{et al.} in the context of Deuterium fusion reactors.\textsuperscript{72} With the insight developed from 2-D plasma modelling, this chapter addresses the highlighted concerns above and concludes with investigating the effects that argon addition and lesser studied parameter spaces, like substrate diameter and substrate temperature, have on H-Balmer and $H_2$ optical emissions, the absorbed power density, and the EEDF. The study also makes a significant and novel contribution to the observation of enhanced emissions originating close to and around the periphery of the substrate, which have otherwise only been noted. These emissions may be directly or indirectly related to the observed concave/convex diamond grown in previous growth studies.\textsuperscript{47,48,49,50} They also highlight some of the limitations associated with 2-D plasma modelling.

Chapter 4 reviews some of the more prominent gas phase processes that occur within MW-activated C/H plasmas and attempts to provide direct evidence for the existence of cations and anions via optical emissions originating from within the plasma. CH and C$_2$ have an ionisation energy of $+11.1$ eV\textsuperscript{73} and $+12.0$ eV\textsuperscript{74} and electron affinities of $+1.24$ eV\textsuperscript{75} and $+3.27$ eV\textsuperscript{75}, respectively, making the existence of anions within MW-activated C/H plasmas an unconsidered possibility. Whilst the existence of cations is a necessity for balancing electrons and ensuring charge neutrality, cations have also been inferred indirectly by the success of negative bias enhancement nucleation studies.\textsuperscript{42,43,44,51} Prior to this thesis, there have not been observations of optical emissions originating from CH or C$_2$ diatomic species in either charge state. Instead, it has been assumed that electrons are the only negatively charged species within the plasma and as such, this chapter attempts to provide direct evidence of charged state species (and additional anion candidates), and therefore provide an insight into the successful positive bias enhanced nucleation studies carried out by Jiang \textit{et al.} and Chiang \textit{et al.}\textsuperscript{45,46}

Chapter 5 attempts to probe the thermal component of the EEDF in MW-activated C/H plasmas. This is achieved through monitoring spatially-resolved intensity variations in three different CH emission bands (CH(A-X), CH(B-X), and the lesser studied CH(C-X) band emissions) with changes in process conditions. The purpose is to determine whether these bands can be utilised to make a sensitive thermal EEDF probe. It also assesses the assumption that the CH band systems make a good \textit{in situ} probe for
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monitoring methyl radicals (i.e. CH\(_x\) (0 ≤ x ≤ 3), typically associated with the standard model of diamond CVD growth) during growth.

Chapter 6 is split into two components; investigations into MW-activated Si/H plasma systems, by contrasting the spatial dependence of Si-related emissions upon introducing silicon into the plasma by etching a silicon substrate and through flowing in dilute silane/hydrogen gas. The understanding of the processes occurring in MW-activated Si/H plasmas may be interesting from a chemist’s perspective, exploring a gas temperature higher than those typically attributed to radio-frequency activated silane/hydrogen plasmas (used for amorphous silicon film growth).\(^{76}\) Perhaps more relevantly for this thesis, the study acts as a precursor and benchmark model for the second half of Chapter 6, which investigates the prominent physical and chemical processes occurring within MW-activated Si/C/H plasmas. Such processes are important to understand from a diamond growth perspective. For high quality diamond growth, it is important to minimise silicon incorporation during growth, which may etch from the quartz window during hydrogen termination / diamond growth. There is also interest in understanding these processes for controllable silicon doping of a diamond in order to create the SiV\(^0\) defect, a candidate defect which may be of interest in long distance quantum communication in the future.\(^{58}\) Whilst there have been studies introducing silane \(^{77,78,79}\) and deliberately etching silicon substrates \(^{80}\) into MW-activated C/H plasmas for silicon doping, there have been very limited thorough studies on the gas phase kinetics of Si/H and Si/C/H reactions under the higher temperatures (2000 K < T\(_g\) < 3000 K) present.\(^{81}\) The study also acts as a confirmation that some of the more significant conclusions drawn in Chapter 3 extend to MW-activated C/H(Si) plasmas.

Chapter 7 offers an overview of the work presented in this thesis with a summary of the key conclusions drawn from the results and additional questions for further lines of investigation.
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This chapter begins with a brief description of the theory behind atomic and molecular electronic structures, and how an electron transitioning between an excited occupied state to a lower unoccupied state results in atomic and molecular emission spectra. In this thesis, the latter spectra are simulated on PGOPHER, a spectral simulation software package developed by Dr. Colin Western at the University of Bristol. There is then a brief description of the experimental equipment and experimental practice used to carry out spatially-resolved optical emission spectroscopy, which allows the measurement of relative column densities of excited state species in MW-activated plasmas. The chapter follows on with a description of laser theory, the interaction of light with matter, as well as the experimental apparatus and practice used for Cavity Ring Down Spectroscopy. This technique enables absolute column density measurements of ground state species present within MW-activated plasmas.

2.1: Spatially-resolved Optical Emission Spectroscopy

2.1.1: Electronic Structure of Atoms

An atom or molecule is described by a spatial and time-dependent wavefunction, \( \Psi_{\text{tot}}(\theta, \phi, r, t) \).\(^1\)\(^2\)\(^3\) The wavefunction describes the nucleus of an atom (or nuclei of a molecule), and encapsulates information on the occupancy of atomic orbitals by bound electrons (i.e. their location), the overall electron and nuclear spin angular momentum, and in the case of molecules, the rotation and vibration of the nuclei.\(^1\)\(^2\)\(^3\)

Through solving the Schrödinger equation, which involves a Hamiltonian operating on the wavefunction, given by Equation 2.01, the overall energy of the system can be calculated:

\[
\hat{H}\Psi = (\hat{T} + \hat{V})\Psi = E\Psi
\]  
(2.01)

The Hamiltonian operator can be expressed in terms of a kinetic energy operator, \( \hat{T} \) and a potential energy operator, \( \hat{V} \) for an atom.\(^1\)\(^2\)\(^3\) The Schrödinger equation is solved as a time-independent standing wave when appropriate boundary conditions are applied:

\[
\hat{H}\Psi(\theta, \phi, r) = \left(-\frac{\hbar^2}{2m} \nabla^2 + \hat{V}\right)\Psi(\theta, \phi, r) = E\Psi(\theta, \phi, r)
\]  
(2.02)

With a suitable \( \hat{V} \) and appropriate boundary conditions, the Schrödinger equation can be solved exactly for a one electron system.\(^1\)\(^2\)\(^3\) The wavefunction is the solution of such an equation and gives the exact quantised energy level occupied, described by the principal quantum number \( n \).\(^1\)\(^2\)\(^3\) This can hold integer values between \( 1 \leq n \leq \infty \). For a single electron system, all \( n \) states are bound, however exceeding the
ionization energy, defined by \( n = \infty \), results in the ionization of an atom. The principal quantum number is encapsulated within \( \Psi_{\text{elec}}(r) \), which governs the shape of the electron density distribution and can be used to calculate the probability of finding an electron at a particular position within a potential energy well (e.g. an electric field potential well generated by protons within the nucleus of an atom). Solving the Schrödinger equation becomes more complicated for a many-body electron system due to electron-electron interactions.\(^1\)\(^2\)\(^3\) Instead, the Born-Oppenheimer approximation is implemented to simplify the problem.\(^1\)\(^3\)\(^4\) The approximation acts to decouple the electronic and the various nuclear wavefunction components. In the case of diatomic molecules, the idea extends to decouple vibrational and rotational wavefunction components from the electronic wavefunction, as described by Equation 2.03:

\[
\Psi_{\text{tot}} = \Psi_{\text{elec}} \Psi_{\text{nuc}} \Psi_{\text{vib}} \Psi_{\text{rot}} \quad (2.03)
\]

This is an important concept, particularly for understanding homonuclear diatomic emissions, as will be discussed in the case of H\(_2\) in Chapter 3, as well as C\(_2\) and C\(_2^-\) in Chapter 4. \( \Psi_{\text{nuc}}(r, t) \) describes the nucleus of the atom / molecules, whilst \( \Psi_{\text{vib}}(r, t) \) and \( \Psi_{\text{rot}}(r, t) \) describes molecular vibrational and rotational states.

In a classical picture, an atom is often thought of as electrons orbiting a nucleus, as depicted in Figure 2.01:

![Figure 2.01: The classical depiction of an electron orbiting a nucleus.](image)

The classical notion of an electron orbiting a nucleus is one that has been discredited; if the picture were a realistic description, it would imply continual acceleration of an electron. This would result in bremsstrahlung radiation and an unstable electron orbit and therefore prevent the stability found within the structure of an atom.\(^1\)\(^2\)\(^3\)\(^5\) The principal quantum electron state for a single electron system is degenerate with various associated orbital angular momentum quantum states, which has its own quantum number, \( l \), and can take integer values between \( 0 \leq l \leq n - 1 \).\(^1\)\(^2\)\(^3\) Term symbols are given to different values of \( l \), for instance \( l = 0 \) is referred to as the \( s \) orbital, \( l = 1 \) as the \( p \) orbital and so on. The electron orbital angular momentum is itself degenerate with a degeneracy of \( 2l + 1 \). This degeneracy can be lifted resulting in a quantised projection when placed within a magnetic field. Typically, the direction of the magnetic field is defined as the \( z \)-direction. This quantised angular momentum projection has its own quantum number referred to as the magnetic quantum number, \( m_l \), and can hold integer values between \( -l \leq m_l \leq +l \) and is depicted in Figure 2.02.\(^1\)\(^2\)\(^3\)
Electrons, neutrons and protons have an intrinsic angular momentum property referred to as spin, for which there is no classical comparison. Spin, $s$, as with orbital angular momentum, is a degeneracy, which can be lifted in the presence of a magnetic field, as first demonstrated by Stern and Gerlach.\(^6\),\(^7\) The projected spin angular momentum quantum number, $m_s$, can hold a value of $m_s = \pm \frac{1}{2}$ for a single electron.\(^1\),\(^2\),\(^3\) Half-integer spin entities are referred to as fermions, and also includes neutrons and protons.\(^8\),\(^9\) No two fermions may occupy the same state of a system with the exact same quantum numbers. This is known as Pauli’s exclusion principle, and hence only two spin paired electrons may occupy an $s$ orbital, 6 spin paired electrons may occupy 3 degenerate $p$ orbitals and so on.\(^1\),\(^2\),\(^3\),\(^10\) Electrons fill the lowest energy shells and orbitals, and generally assumes the lowest possible energetic configuration.

A new total angular momentum quantum number encapsulating $l$ and $s$ referred to as $j$ can hold half-integer or integer projected values between $|l - s| \leq j \leq |l + s|$. The purpose of $j$ is to generate a convenient term symbol used by spectroscopists to describe atomic states and transitions. Such a term symbol takes the form $2s+1J\text{.}^1$,\(^3\)

In the simplest case of a hydrogen atom, there is only one proton and electron present. The energy levels can be accurately calculated through solving the radial component of the Schrödinger equation:

$$E_n = -\frac{me^4}{32\hbar^2n^2\varepsilon_0^2} = -\frac{R\hbar c}{n^2}$$  \hspace{1cm} (2.04)

in units of J, whereby $\varepsilon_0$ is the vacuum permittivity, $e$ is the charge of an electron, $c$ is the speed of light in a vacuum in units of cm$^{-1}$, and $R$ is the Rydberg constant traditionally expressed in units of cm$^{-1}$\(^1\),\(^2\),\(^3\)

An electron transitioning from an excited energy level state to a lower energy state results in a change in the electric dipole moment. This results in the emission of a photon with an energy proportional to
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the difference between two energy levels. The frequency, $\omega$ in Hz, (or used to calculate the wavelength) of a photoemission is proportional to the energy difference, as expressed in Equation 2.05:

$$\omega = \left| \frac{Rc}{n_{upper}^2} - \frac{Rc}{n_{lower}^2} \right|$$

(2.05)

The H Lyman series involves an electron transitioning from $n > 1$ states to the $n = 1$ state, whilst the H Balmer series, studied in Chapters 3 and 6 involve electronic transitions between $n > 2$ and $n = 2$, as depicted in Figure 2.03 (a). The $n = 3$ state has a maximum $l = 2$, $m_l = 2$, and $s = \frac{1}{2}$. The $n = 3$ state also holds $l = 1$ and $l = 0$ states, $p$ and $s$ orbitals, as described above. This leads to a total number of 18 possible orbital/spin angular momentum combinations, which a single electron occupying the $n = 3$ state can possess.\[^1\] By consideration of the spectroscopic term symbol, $j$, the 18 possible orbital/spin combinations can be simplified to 5 degenerate spin-orbit states for $n = 3$, whilst the $n = 2$ state has 8 possible spin-orbit combinations, of which there are 3 degenerate states.\[^1\]\[^2\]\[^3\] Photons carry away a single quantum of angular momentum, $l = \pm 1$, and therefore an electron transitioning between two states requires a change in orbital angular momentum, $\Delta l = \pm 1$. Spin, on the other hand is conserved, and as such $\Delta s = 0$.\[^1\]\[^2\]\[^3\] There are no selection rules on $n$. Consideration of these selection rules, result in 7 possible transitions between states when considering the fine structure of the H atom, as depicted in Figure 2.03 (b):

![Figure 2.03](image_url)

In light atoms, which contain multiple electrons occupying partially-filled orbitals, the spin angular momenta of the electrons are coupled, as are their orbital angular momenta, such that $L = \sum_{\alpha=1}^{\alpha} l_{\alpha}$, and
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\[ S = \sum_{\alpha=1}^{n} s_{\alpha} \]. Integer values of \( L \) are allowed between \( |l_1 - l_2| \leq L \leq |l_1 + l_2| \) and similarly for \( S \), where half integer values are also allowed. A redefined spectroscopic term, \( J \), takes values integer (or half-integer) values between \( |L - S| \leq J \leq |L + S| \). The spectroscopic term symbol becomes \( ^{2S+1}L_J \) with selection rules of \( \Delta L = 0, \pm 1, \Delta J = 0, \pm 1, \Delta S = 0 \), except in the cases of \( L' = 0 \rightarrow L'' = 0 \) and \( J' = 0 \rightarrow J'' = 0 \), which are not allowed in atoms. Figure 2.03 (b) demonstrates how consideration of these selection rules facilitate 7 possible transition contributions to the \( H(n = 3) \rightarrow H(n = 2) \) transition. Contrastingly, in heavy atoms, spin angular momenta and orbital angular momenta are negligibly coupled, but rather spin-orbit coupling occurs.1,2,3

2.1.2: Electronic Structure of Diatomic Molecules

The overall electronic structure of a diatomic molecules is considerably more complicated than that of atoms. As well as electronic states, molecular states also include quantised vibrational and rotational states with quantum numbers \( v \) and \( J \) respectively. Optical emissions resulting from optical transitions between electronic diatomic states include vibrational and rotational structure. The potential energy of a diatomic state is described by an anharmonic oscillator, which gives an equilibrium bond length \( r_e \) and a bond dissociation energy, \( D_0 \), defined as the energy required to separate the atoms by an infinite distance from an equilibrium distance, \( r_e \), depicted as a dashed line in Figure 2.04:

![Figure 2.04: Anharmonic potential energy well curve of a diatomic molecule in an electronic state; the lines across the curve represent vibrational levels.](image)

The couplings described for many-electron light atoms also apply to diatomic molecules; electron spin and angular momentum are coupled in diatomic species with quantum numbers \( \Sigma \) and \( \Lambda \), replacing \( L \) and \( S \) respectively.1

\( \Lambda \) is defined as the axial orbital momentum summed over all electrons; \( \Lambda = | \sum m_l | \), whilst \( \Sigma \) is defined by the sum of total unpaired electron spin; \( \Sigma = | \sum S | \). The total orbital angular momentum and spin angular momentum along the internuclear axis is defined by \( \Omega = | \Lambda + \Sigma | \). These molecular quantum numbers are depicted in Figure 2.05 (a), whilst Figure 2.05 (b) demonstrates how the atomic orbitals of two carbon atoms interact with one another producing molecular bonding and anti-bonding orbitals.
through the linear combination of atomic orbital method used for constructing molecular orbitals.\textsuperscript{1,11} The overall effect results in a reduction of the overall electronic configuration energy when the lowest energy configuration of C\textsubscript{2} is assumed in comparison to two individual C atoms.

A molecular term symbol describing a diatomic electronic state is given as \( Z^{2\Sigma^\pm 1} \Lambda \Omega \), whereby \( Z \) describes the electronic state; the ground state is depicted by \( X \). The letters then incrementally increase alphabetically from \( A \) for increasingly energetic electronic states. Excited states are not necessarily required to have the same spin as the ground state; the same lettering system applies for this scenario using lower case letters increasing from lower case \( a \). \( \Lambda \) has allowed values of 0, \( \pm 1, \pm 2 \) and so on corresponding to \( \Sigma, \Pi, \Delta \) states respectively, hence in the C\textsubscript{2} ground state example given in Figure 2.05 (b), the ground state is described by \( X^1\Sigma^+g \).\textsuperscript{1,12} The first metastable excited state of the C\textsubscript{2} molecule is the excitation of a single electron from the highest occupied orbital into the first vacant orbital with a single electron spin flipped; this would produce two unpaired spin-aligned electrons, i.e. an overall spin, \( \Sigma = 1 \). The excited electron has been removed from a \( \pi \) orbital and excited into the \( \sigma \) bonding orbital, resulting in a total angular momentum, \( \Lambda = 1 \), i.e. a \( \Pi \) state. Therefore, the lowest metastable state of C\textsubscript{2} is described by the term \( a^3\Pi_a \). The addition of a single electron to the ground state of C\textsubscript{2}, i.e. C\textsubscript{2}\textsuperscript{−} ground state, would give a total spin \( \Sigma = \frac{1}{2} \), but still contribute a total orbital angular momentum of 0, hence holding a ground state of \( X^2\Sigma^+g \).

The rotation of the diatomic molecule’s nuclear framework is depicted in Figure 2.05 as vector, \( R \), and couples with \( \Omega \) to give a total angular momentum of \( J = R + \Omega \). These quantum numbers are depicted in Figure 2.05 (a).\textsuperscript{1}
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There are two additional considerations for Σ states and homonuclear diatomic molecules respectively; the Σ state is accompanied with a + or − label describing whether a reflection of the electronic wavefunction along the inter-nuclear axis plane is symmetric or anti-symmetric, whilst homonuclear diatomic molecule term symbols are accompanied with a ‘g’ or ‘u’ label dependent on whether the wavefunction describing the electronic configuration is symmetric or anti-symmetric with regards to an inversion through the centre of symmetry of the molecule.¹

Molecular constants can be used to describe the electronic, vibrational and rotational energies of a state. The total energy of a given molecular state is given by Equation 2.06:

$$E(\text{state}) = T_{\text{state}} + G(v) + F(J)$$ (2.06)

$G(v)$ can be expressed as $G(v) = w_e(v + \frac{1}{2}) + w_e x_e (v + \frac{1}{2})^2 + w_e y_e (v + \frac{1}{2})^3$ to third order, where $v$ is the vibrational state quantum number, $w_e$ is the oscillating frequency, and $x_e$ and $y_e$ are anharmonicity constants.¹

$$F(J) = BJ(J + 1) + DJ^2(J + 1)^2 + HJ^3(J + 1)^3$$ (2.07)

$B, D, H$ are rotational constants. $B$ can be expressed as a function of the moment of inertia, $I$, between two atoms within a diatomic molecule with masses $m_1$ and mass $m_2$, separated by distance $r$. The moment of inertia is given by $I = \mu m r^2$, where $\mu = \frac{m_1 m_2}{m_1 + m_2}$, i.e. the reduced mass of the system:

$$B = \frac{h^2}{8\pi^2cI} \text{ in units of cm}^{-1}$$ (2.08)

$T, G, B, D$ and any additional terms, are unique to a rotational-vibrational-electronic (rovibronic) state and are required, along with additional electronic state information (e.g. spin state, total orbital angular momentum etc) to produce a spectral simulation of a rovibronic transition between two such states. Such a simulation can be generated using PGOPHER, a spectral simulation software package developed by Dr. Colin Western.¹³ This software is used for analysis of data presented in Chapters 4, 5, and 6.

As is the case with atomic transitions, diatomic rovibrational electronic transitions also have associated selection rules, as described below:

$$\Delta J = 0, \pm 1, \Delta \Omega = \pm 1, \Sigma^+ \leftrightarrow \Sigma^+, \text{ and } \Sigma^- \leftrightarrow \Sigma^- \text{ only, and } \Lambda_u \leftrightarrow \Lambda_g \text{ only. Typically, } \Delta J = -1 \text{ is referred to as the P branch, } \Delta J = 0 \text{ as the Q branch, whilst } \Delta J = +1 \text{ as the R branch.}$$¹

Diatomic transitions also contain vibrational quantum number changes guided by the Franck Condon principle.¹⁴ Electronic transitions, and by extension emissions, are instantaneous relative to the finite response time of nuclei. As such, an emission appears as a vertical line in a transition depiction illustrated in Figure 2.06. Consequently, the probability, $P$, of a transition from one vibrational state to another is dependent on the overlap of the initial and final vibrational wavefunction states squared; this is known as the Franck Condon factor.

$$P = \langle \psi_{\text{final}} | \mu | \psi_{\text{initial}} \rangle^2$$ (2.09)
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Equation 2.09 is expressed in Bra-Ket notation, where $\hat{\mu}$ is the Hamiltonian for a change in the electronic dipole moment.\textsuperscript{1,14} Equation 2.09 describes the overall probability of a ro-vibronic transition. Through consideration of the Born-Oppenheimer approximation, which allows separation of the vibrational and electron wavefunction, this can be expressed as Equation 2.10.\textsuperscript{1}

$$P = <\Psi_{v,f}|\Psi_{v,i}>^2 <\Psi_{e,f}|\hat{\mu}_e|\Psi_{e,i}>^2 <\Psi_{s,f}|\Psi_{s,i}>^2 \quad (2.10)$$

The nuclear contribution of $\hat{\mu}$ operator generally equates to zero. This is because it does not operate on the initial state of the electron wavefunction. The orthogonality of the electronic initial and final state components results in this contribution equating to zero.\textsuperscript{1} The vibrational component of Equation 2.10 describes the Franck-Condon factor (FCf), whilst the electronic component is described by orbital angular momentum selection rules, and the spin component describes spin selection rules. Figure 2.06 depicts two electronic transition cases, where (a) the Franck Condon factor, FCf, = 1, and (b) where the FCf < 1:

![Figure 2.06: Anharmonic potential energy curves of two diatomic molecule electronic states showing transitions from a $v' = 0$ level with a Franck Condon Factor of (a) 1 and (b) < 1.]

An allowed transition (i.e. an electron transitioning between two states as allowed by the selection rules) emits a photon with a transition energy equal to the difference between two rovibronic states, as described by Equation 2.11:

$$\Delta E = T' + G(v') + F(J') - T'' - G(v'') - F(J'') \quad (2.11)$$

The photon can be observed at wavelength, $\lambda$, described by Equation 2.12:

$$\lambda = \frac{hc}{\Delta E} \textit{ in units of nm} \quad (2.12)$$
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2.1.3: Experimental Set-up and Practice

For spatially-resolved optical emission spectroscopy, it is necessary to ensure that a Czerny-Turner Spectrometer is set up to image a central slice of a plasma with a focussed lens. The focus can be ensured by imaging an object placed in the centre of the chamber. Alignment can be verified through imaging the chamber on a zeroth order grating with a wide slit width and making use of the physical features of the chamber. Further, the centre of the front and back windows must align on the same pixels as used with a narrow slit width, which is indicated by a white dashed line in Figure 2.07 (a) (and 2.07 (b)):

![Diagram](image)

**Figure 2.07**: Zeroth order image with a wide slit width of (a) an aligned reactor, and (b) an illuminated card placed centrally within the aligned reactor with alternating 3mm black and white strips.

Figure 2.07 (b) demonstrates an image of an appropriately placed black and white striped image target for spatial calibration collected as a zeroth order image with a large slit width and illuminated. By illuminating the striped target with an appropriate wavelength and narrowing the slit to a small size (generally ~ 10 μm) it is possible to obtain the spatial calibration and resolution required to analyse optical emissions.
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The image must be accumulated using the same grating and wavelength settings as that for which the experimental data is collected. Post-processing of experimental data relies on such a calibration image for deskewing data and obtaining spatial information. Figure 2.08 (a) demonstrates an example spatial calibration collected using the target featured in Figure 2.07 (b) collected on first order, with the grating centred on $\lambda = 600$ nm, using a narrow slit; i.e. an image collected along the dashed vertical line seen in Figure 2.07 (b). The dashed horizontal lines across Figure 2.08 (a) define $z = -3$ and $+27$ mm, where $z = 0$ defines the top of the substrate. Figure 2.08 (b) demonstrates how post-processing selects the relevant spatial region imaged on the CCD and deskews the image, the dashed line in Figure 2.08 (b) indicates the top of the substrate, $z = 0$ mm. The horizontal axis can be converted from pixels into wavelength through a polynomial conversion.

![Figure 2.08](image)

Figure 2.08: First order image of 3 mm black and white strips, centred on $\lambda = 600$ nm, using a narrow slit width of 10 $\mu$m (a) as seen on CCD and (b) after post-processing. In (a) the dashed lines indicate constant height at $z = -3$ mm and $+27$ mm above the substrate. In (b) the dashed line indicates the top of the substrate (i.e. $z = 0$ mm).

The experimental data can be further processed by summing the intensity into more manageable sized bins (e.g. strips) if further analysis is required via PGOPHER (typically required for diatomic emission analysis). This thesis generally uses a binning of 1.5 mm in the $z$ dimension within Chapters 3, 4, 5 and 6 for illustrating spatial distributions of diatomic emissions, and 3 mm binning for investigations into ‘peak’ intensities of both atomic and diatomic emissions as a function of process conditions (typically
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featuring between \(9 \leq z \leq 12\) mm, i.e. the 4th strip from the dashed line in Figure 2.08). For atomic spatial distributions, no binning post-deskewing is generally necessary for spatial distributions.

The imaging apparatus set up consists of 7 main components: a focussing lens, through which light enters a Czerny-Turner spectrometer, with a small entrance slit (typically 10 microns). The light is reflected by a collimating mirror onto a diffraction grating and is dispersed into its wavelength components through Bragg’s law of diffraction \((m \lambda = 2d \sin \theta)\), where \(m\) is the diffraction order, \(d\) is the separation of the diffracting material outcrops and \(\theta\) is the angle at which the incident ray hits the grating.\(^\text{15}\) The diffracted light is focussed onto a cooled CCD for detection. Figure 2.09 demonstrates the insides of the Andor Shamrock 500i Spectrograph, focal length of 50 cm with an attached Andor Newton 950 CCD used for imaging. This equipment features in Chapter 3, 5, 6, and some further studies in Chapter 4. Chapter 4 is predominantly carried out using a Newport MS127i with a focal length of 125 mm using an imaging objective 25 mm in focal length, \(f/16\) and an Andor Newton 970 camera.

Data collection for optical emission spectroscopy is relatively straight forward; after simple tests optimising signal/noise and preliminary studies to avoid pixel saturation, data is accumulated by altering the plasma conditions and collecting emissions of interest across the relevant wavelength range of interest for a user-determined period of time. Typically, one parameter is investigated at a time (e.g. input MW power), whilst all remaining conditions are kept constant with the plasma operating under steady-state.

Between condition alterations, it is necessary to wait at least 3 gas residence times (i.e. the time it requires to replenish \(\sim 87.5\%\) of the original gas content, which under base conditions \(p = 150\) Torr, is 6 minutes) prior to data collection. This ensures that the plasma has reached a steady-state, which reflects the condition under investigation.

Figure 2.09: Inside of a Czerny-Turner Spectrometer with arrows demonstrating how light entering is collimated onto a diffraction grating, split into wavelength components and focussed onto a CCD for detection.
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2.1.4: Leak Rate Testing and Mass Flow Control Calibration

It is important to ensure that mass flow controllers are accurately calibrated and correctly zeroed for investigations with respect to flow rate, particularly in the instance of two or more gases. Further, it is important to monitor (and minimise) air leaks. Such leaks predominantly introduce oxygen (and nitrogen) into the gas phase; oxygen has the potential to fundamentally change the prominent cations, whilst both impurities have the potential to vary the gas phase processes and diamond growth quality.

Flow rates are calibrated relative to one another through measuring the time it takes for the pressure to rise, for example by \( \Delta p = 100 \) Torr starting from an evacuated (non-pumping) sealed chamber. The mass flow controllers (mfc's) can be adjusted (i.e. multiplied by a scaling factor), such that Equation 2.13 is satisfied for all gas mfc's, where \( F(\text{gas}) \) is the operational flow reported in this thesis:

\[
\frac{dp}{dt} \times \frac{1}{F(\text{gas})} = \text{constant} \quad (2.13)
\]

Similarly, to estimate the leak rate, the chamber should be evacuated for ~24 hours. The gas lines are closed, and the evacuation of the chamber is switched off. The leak rate can be estimated by measuring the rate of pressure rise to give an effective flow using Equation 2.13. This can be translated into a leak through consideration of plasma operating pressure (~ 150 Torr for base conditions relative to atmospheric pressure (~ 760 Torr)) and in relation to flow rates utilised. The vacuum leak concentration can be estimated by Equation 2.14.

\[
X_0(\text{leak}) = \frac{F(\text{leak})}{\sum F(\text{gas})} \cdot \frac{760 - p}{760} \cdot 10^6 \text{ in ppm} \quad (2.14 \text{ a})
\]

In this thesis, the leak rate quoted is calculated for \( F(\text{H}_2) = 300 \) sccm, \( p = 150 \) Torr; no attempt has been made to calculate the leak for the addition of \( F(\text{CH}_4), F(\text{Ar}) \) or change in \( p \). This, however, does not account for the supplied gas contaminants, which are generally larger (or of the same order) as vacuum leak contributions in the studies featuring in this Thesis. To include such a contribution, Equation 2.14 (a) would be expressed as Equation 2.14 (b), where \( x; F_i \) describes the air impurity associated with a particular gas multiplied by the flow rate used:

\[
X_0(\text{leak}) = \left( \frac{F(\text{leak})}{\sum F(\text{gas})} \right) \cdot \frac{760 - p}{760} + \sum_{i} F_i(\text{gas}) \cdot x_i \cdot 10^6 \text{ in ppm} \quad (2.14 \text{ b})
\]

2.2: Cavity Ring Down Spectroscopy

2.2.1: Laser Theory

As with emission, light absorption requires the energy of the light to be equal to the difference between two energy levels, and results in a change in dipole moment. The term “laser” is an abbreviation from the term “light amplification by stimulated emission of radiation”. For the laser absorption experiments
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featuring within this thesis, the investigated species is atomic Si in MW-activated Si/H and Si/C/H plasmas, and hence this thesis focuses predominantly on atomic electronic state absorption, but the ideas also apply to rotational, vibrational and electronic state occupancy and transitions (required to understand the principals facilitating dye lasers).

In thermal equilibrium, the population of the absorbing and excited state in thermal equilibrium is dictated by the Boltzmann distribution and the degeneracy of the two states:

\[
\frac{N_k}{N_i} = \frac{g_k}{g_i} e^{-\frac{\Delta E}{kT}}
\]  

(2.15)

Where \(g_k\) and \(g_i\) are degeneracies for the upper and lower state respectively, and \(N_k\) and \(N_i\) are the populations of these states, where \(\Delta E\) defines the energy difference between the states.\(^{16, 17, 18}\)

The probability of a transition occurring is dictated by Einstein emission and absorption coefficients, depicted in Figure 2.10 (a).\(^{16}\) Spontaneous emission is depicted by \(A_{ki}\) and dictates emission rates occurring in optical emission spectroscopy, whilst \(B_{ik}\) and \(B_{ki}\) represent induced absorption and stimulated emission respectively:

![Diagram](image)

**Figure 2.10:** (a) Einstein absorption and emission coefficients connecting electronic states with energies \(E_i\) and \(E_k\) and (b) Light with intensity \(I_0\) entering a gain medium length \(l_g\), and exiting with intensity \(I\).

Figure 2.10 (b) demonstrates the simple concept of a laser; light with an intensity \(I_0\) enters into a laser, reflects between two highly reflective mirrors separated by distance \(l_g\), with some light leaking out with intensity \(I\).\(^{16}\) In an absorbing material, the light would decay exponentially with the Beer-Lambert law, Equation 2.16, where the absorption coefficient, \(\alpha > 0\), whereas in a lasing material \(\alpha < 0\), and the output intensity \(I\) is greater than the input intensity, \(I_0\).\(^{16}\)

\[
I = I_0 e^{-\alpha l_g}
\]  

(2.16)
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To achieve lasing, there are two requirements; a population inversion between the upper and lower state, and a lasing material with a gain coefficient \( G > 1 \). \( G \) can be related to \( \alpha \) via consideration of a Equation 2.16 and the reflectance of the two mirrors, for a single round trip, i.e. \( G = R_1R_2e^{-2\alpha l} \). An Nd:YAG crystal consists of Nd\(^{3+} \) within a Y\(_3\)Al\(_5\)O\(_{12}\) lattice and is used in this thesis to generate light at 1064 nm; the third harmonic is generated through the use of a frequency tripling crystal to produce 354.4 nm light.\(^{19} \) An Nd-YAG laser is an example of a pulsed 4 level laser system, which can be seen in Figure 2.11.

![Figure 2.11: Nd\(^{3+}\) energy level diagram with arrows indicating light absorption by an electron, and electron de-excitation through non-radiative and radiative decay.](image)

The Nd-YAG laser is pumped using a Xe flash lamp emitting with a broad band emission, typically centred at e.g. \( \lambda \sim 806 \) nm, populating the \( ^4F_{5/2} \) state, which has a fast non-radiative decay rate.\(^{19} \) This relaxes to the metastable \( ^4F_{3/2} \) state, which has a lifetime \( \tau \sim 230 \) \( \mu \)s. This irradiates to two lower levels of \( ^4I_{13/2} \) and \( ^4I_{11/2} \) at 1332 and 1064 nm respectively. These states depopulate rapidly into the ground state, \( ^4F_{9/2} \), through non-radiative relaxation; this enables a population inversion between the \( ^4F_{3/2} \) and \( ^4I_{11/2} \) states, as derived in the Appendix.\(^{19} \)

The 1064 nm light is released from the cavity with a frequency of 30 Hz. This is achieved through Q-switching.\(^{16,19} \) Q-switching adjusts the quality of the laser, in particular, the Q factor, defined as \( Q = v/\Delta v \), whereby \( v \) is the frequency of the light and \( \Delta v \) is the laser line width. When Q is high, there are fewer loses, whereas when Q has a low value results in high losses from the cavity. By holding a high Q, the population inversion is achieved. Reducing the Q factor to a low value for a short period of time, allows the laser to pulse light out.\(^{16,19} \) The laser is run at 30 Hz, producing 30 outputs of laser light per second. The 354.4 nm light, (produced by a frequency tripling crystal), is used to excite a tuneable dye laser (Coumarin 503 dye), to produce lasing at double the desired wavelength \( \sim 505 \) nm. The energy level diagram for a typical dye laser can be seen in Figure 2.12.\(^{20} \)
Coumarin 503 laser dye is dissolved in methanol and fluoresces at a range of wavelengths due to the close lying vibrational states. The dye is pumped from the Singlet ground state, \( S_0 \), to the higher energy singlet states \( S_1 \) and \( S_2 \).\(^{20}\) These excited rotational-vibrational states relax non-radiatively into the \( S_1(\nu = 0) \), which will emit to the \( S_0(\nu > 0) \), where \( \nu \) is sufficiently high that it will not have a significant Boltzmann population (i.e. a free population inversion). There is the possibility of intersystem crossing (ISC) between singlet and triplet states, acting to decrease the desired population inversion and therefore reduce the dye power output.\(^{20}\) Through \( T_1 \) absorbing light, i.e. populating \( T_2 \), there is also a lower intensity acting to populate \( S_1 \), acting to further decrease the overall population inversion.\(^{20}\) The emitted lasing light passes through frequency doubling optics generating \(~ 252.5 \text{ nm}\) required for investigating triplet ground state Si atoms.

### 2.2.2: Experimental Set-up and Practice

The chamber is set up, such that a height adjustable laser, has an optimised \( \lambda \) of 252.53 nm to investigate Si atoms. The light passes through the centre of the chamber; two cavity arms are added to the chamber holding two carefully positioned UV reflective mirrors with an alleged reflectivity of 99.5\%. These mirrors are placed 1 metre, \( L \), apart. The lasing light reflects through the cavity making many hundreds of round trips. The signal detected by a photomultiplier tube, behind the second mirror as shown in Figure 2.13, is described by Equation 2.17. If correctly aligned, some light will be lost per round trip producing an exponential time decaying signal, with a time constant, referred to as the Cavity Ring Down time, \( \tau_0 \), described by Equation 2.18.\(^{21}\) Prior to detection, the signal passes through a UV filter to remove any residual green laser light from the dye laser.
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The detected intensity can be described by an exponentially time-decaying signal described by a time constant \( \tau \) or \( \tau_0 \) when no absorber is present.

\[
I_D = I_0 e^{-t/\tau}
\] (2.17)

\( \tau_0 \) can be written in terms of the reflectivity of the mirrors, \( R \), as described by Equation 2.18, where \( c \) is the speed of light in a vacuum:

\[
\tau_0 = \frac{L}{c \ln (R)} \approx \frac{L}{c (1 - R)} \quad \text{for } R \sim 1
\] (2.18)

The time constant decreases with an absorber present:

\[
\tau = \frac{L}{c (1 - R + \alpha d)} \quad \text{for } R \sim 1
\] (2.19)

The absorption coefficient, \( \alpha \), appearing in Equations 2.19 and 2.20 also features in Equation 2.16, and is proportional to the number density of the absorbing species \( \text{Si} \), \( |\text{Si}| \), where \( \sigma \) is the absorption cross section.\(^{21}\)

\[
\alpha = \frac{\sigma |\text{Si}|}{c} = \frac{h \nu}{c^2} B_{ij} |\text{Si}|
\] (2.20)

\( B_{ij} \) is the Einstein-B absorption coefficient and \( \nu \) is the frequency of the transition. Given that \( c \) is in the denominator (whereby \( c = \lambda \nu \)), Equation 2.20 can be written in terms of \( \bar{\nu} \) (the wavenumber of the transition) in cm\(^{-1}\).

\[
\alpha = \frac{\sigma |\text{Si}|}{c} = \frac{h \bar{\nu} B_{ij} |\text{Si}|}{c}
\] (2.21)

The Einstein-B stimulated emission \( (B_{ji}) \) coefficient can be related to the Einstein-A emission coefficient via Equation 2.22, whilst the Einstein-B absorption coefficient \( (B_{ij}) \) can be related to the Einstein-B stimulated emission coefficient via Equation 2.23:

\[
A_{ji} = 8 \pi \hbar \bar{\nu}^3 B_{ji}
\] (2.22)
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\[ B_{ij} = B_{ji} \frac{g_j}{g_i} \]  \hspace{1cm} (2.23)

Whereby \( g_i \) and \( g_j \) describe the degeneracy of the lower and upper state respectively. Equation 2.20 can therefore be rewritten in terms of the Einstein-A emission coefficient as follows:

\[ \alpha = \frac{1}{8\pi c} \frac{1}{\bar{v}^2} g_i \frac{A_{ij}[\text{Si}]}{g_j} = \frac{\sigma[\text{Si}]}{c} \]  \hspace{1cm} (2.24)

The difference in decay rates between an empty chamber and an absorbing species present is given by Equation 2.21, where \([\text{Si}]\) indicates the number density of Si ground state atoms, and can be related to the column density of Si, \(\{\text{Si}\}\) via \(\{\text{Si}\} = d[\text{Si}]\) by substituting in Equation 2.20 for \(\alpha\):

\[ \Delta k = \frac{1}{\tau} - \frac{1}{\tau_0} = \frac{c(1 - R + ad + R - 1)}{L} = \frac{cad}{L} = \frac{d[\text{Si}]\sigma}{L} = \frac{\{\text{Si}\}\sigma}{L} \]  \hspace{1cm} (2.25)

Equation 2.25 demonstrates that it is possible to measure the column density of species Si, \(\{\text{Si}\}\), through a Cavity Ring Down Absorption measurement. By scanning the laser wavelength across a suitable wavelength range, noting that such an atomic Si absorption line is prone to thermal (and possible saturation) broadening, it is possible to capture the entire atomic absorption line. It is necessary to integrate the reciprocal difference in ring down times, \(\Delta k\) described in Equation 2.25, with respect to wavenumber across the absorbing peak to calculate \(\{\text{Si}\}\). This can then be rearranged to calculate \(\{\text{Si}\}\) described by Equation 2.26:

\[ \{\text{Si}\} = \frac{8\pi L \bar{v}^2 g_i}{A_{ji} g_j} \int \Delta k \, d\bar{v} \]  \hspace{1cm} (2.26)

To calibrate the wavenumber, the constructive and destructive interference patterns of an etalon were compared to a calibrated spectrum collected with the use of a wavemeter. The wavenumber range scanned is of the order of 10 cm\(^{-1}\) used, and so it is assumed that the wavenumber varies linearly across this wavelength range.

Figure 2.14 demonstrates an example absorption peak, the interference pattern of the data, the calibration pattern, and an example Gaussian fit, which peaks at 39,606.0 cm\(^{-1}\).
2. Experimental Theory and Practice

By adjusting the laser height on a translatable stage, Si column densities can be measured as a function of plasma height, \( z \).
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Chapter 3: Investigating Hydrogen Emissions Originating from MW-activated H and H/Ar Plasmas

This chapter investigates spatially-resolved optical emissions from the Hydrogen Balmer series, $H((n > 2)\rightarrow(n = 2))$, and three molecular hydrogen emission bands, the $H_2(d\rightarrow a)$ band (also known as the $H_2$ Fulcher-$\alpha$), the $H_2(G\rightarrow B)$ and the $H_2(e\rightarrow a)$, within MW-activated H and H/Ar plasmas. By investigating how these emissions vary as a function of operating conditions (total gas pressure, input microwave power, argon flow, substrate diameter, and a combination of these), a self-consistent 2-D physical chemical kinetic models of MW-activated H and H/Ar plasmas have been developed by our Russian collaborator, Yuri Mankelevich. Under conditions comparable to those studied in this thesis, such plasmas are typically used for H-termination, etching, and for actinometry purposes. This chapter provides an advancement in the understanding of the plasma parameters, and their interdependent coupling with the physical processes occurring within the plasma. The consideration of additional processes, such as associative ionization of $H(n = 2)$ with $H_2$ and the coupling between excited states of $H_2^*$ with $H(n = 1)$, and $H(n > 1)$ with $H_2$, provides an insight into prior diagnostic studies using the H Balmer series and $H_2$ emission bands. The addition of argon into the gas phase results in a change of plasma parameters, axial contraction and radial expansion of the plasma, advantageous for those attempting to grow over larger surface areas or with an enhanced plasma homogeneity. Further near resonant excitation transfer couplings are identified between ground and excited states of $H$ (and $H_2$) with $Ar^*$ and Ar respectively. This study provides a sensitive diagnostic tool for investigating the hyper-thermal component of the Electron Energy Distribution Function and uses the developed understanding to rationalise an unstudied emission contribution originating from $I(H^*)$ and $I(H_2^*)$ situated at low z near to and around the circumference of the substrate. This contribution was found to be enhanced (and relocated) using smaller substrate diameter – a previously unexplored parameter space, and by increasing the smaller substrate temperature. The introduction of high argon fractions was found to quench $I(H^*)$ and $I(H_2^*)$ emissions across all plasma heights but enhance the relative contribution of low z emission, encouraging a bimodal distribution in $I(H^*)$. Whilst there is no definitive explanation behind these emissions, the causes are speculated upon. Chapter 3 builds an understanding upon which the rest of this thesis is built. Many of the results and discussion featured in this chapter are published in References 1 and 2.

3.1: Introduction: MW-activated H Plasmas

Stars, a form of H plasmas, have been a source of bewilderment and inspiration throughout the history of humanity. They are one of the most prominent objects in the observable universe, featuring within
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mythologies (e.g. modern-day religions), philosophy, culture, science, art and films. The Lion King, 1994, features a conversation between characters Simba, Timon and Pumba, in which they speculate over whether stars are “great kings watching over us”, “fireflies, that uh.. got stuck on that big bluish-black thing” or “balls of burning gas billions of miles away”. Fusion, the “burning” process, generates a huge source of power within stars. Scientists are attempting to replicate the extreme temperatures necessary for fusion through magnetic confinement of H plasmas with the ambition of creating an efficient sustainable energy source. One of the more obscure designs (stellarator) uses MW-activated H plasmas for this purpose.

Under more moderate conditions, such as those explored in this thesis, the MW-activated H plasma finds technological applications within material processing. Such plasmas can be used to etch silicon and diamond substrates, hydrogen-terminate material surfaces, and upon the addition of methane, facilitate diamond growth through the Chemical Vapour Deposition method, as outlined in Chapter 1, Section 1.4. MW-activated H plasmas have also been studied with the addition of dilute diborane, oxygen (via carbon dioxide), nitrogen and ammonia to provide benchmark models for understanding the gas phase processes involved when these dopants are introduced to MW-activated C/H plasmas. Chapter 6 uses MW-activated H and H/Ar plasmas to investigate the addition of dilute silane in MW-activated Si/H (and Si/H/Ar) plasmas and develop such a model to facilitate an understanding of Si-related gas phase processes occurring within MW-activated Si/C/H plasmas.

The H₂ molecule has a high density of electronic excited states at energies approaching the ionization limit, and as such, most are perturbed by their interactions with other close lying energy states. This results in a complicated rovibrational emission structure, which spans from the infra-red through to the visible-UV emission continuum (the dissociative a^3Σ̃ g^−→b^3Σ̃ u^+ transition highlighted in Figure 3.01). Emission spectra are further complicated by overlapping ro-vibronic emission lines from other H₂ transitions, and exacerbated by high temperatures (via Doppler Broadening and high J emissions) as well as the wavelength resolution of the spectrometer; for example the H₂(d→a)(0-0) Q3 line has a FWHM ~ 0.11 nm. This contrasts to the simplicity held by the excited states of the H atom, which can also be seen in Figure 3.01. The upper state of the H* and H₂* emissions investigated within this chapter all have emitting state energies E ≥ 12 eV above their respective ground states and therefore the investigated emissions (indicated in Figure 3.01) are probing the hyper-thermal component of the EEDF, e ≥ 10.2 eV, as defined by the H(n = 2) state by the plasma modelling featuring in Section 3.3.1.

---
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Despite substantial literature on moderate H plasma modelling and electron-hydrogen cross sections, fundamental processes within MW-activated H plasmas are a source of contradiction. For instance, the literature lacks clarity on the interplay between associative ionization of excited states of H (i.e. H(\(n \geq 2\)) referred to as H*) with the ground state of H\(_2\) (H\(_2\)(X\(1\Sigma^+\)), henceforth referred to as H\(_2\)(X)) and electron impact ionization of H(\(n = 1\)) and H\(_2\)(X). The MW-activated H plasma is the simplest plasma system obtainable with the experimental equipment described in Chapters 1 and 2, and therefore the best system to resolve such issues, to develop an enhanced understanding between the interdependency of plasma parameters (e.g. the spatially variant electric field \(|E|\), the reduced electric field, and absorbed power density) with physical processes, such as electron impact ionization. It also makes a good system for investigating new (less studied) parameter spaces, such as substrate diameter (substrate temperature), and the impact that these variables have on the plasma parameters, gas phase processes, electron densities, and the hyper-thermal component of the EEDF. In Reference 37, Gicquel et al. report that under their operating conditions, (\(p \sim 150\) Torr, \(P = 3\) kW), there is a minor (<15%) increase in \(T_e\) across all plasma heights with increasing substrate temperature from 630 °C to 900 °C, as indicated by an increase in measured H Balmer series ratios. The same substrate temperature increase demonstrated that electron density, \(n_e\), remained approximately constant, as indicated by microwave interferometry. The inference is that under their explored operating conditions, an enhancement in \(T_{sub}\) resulted in an enhanced \(T_e\), whilst \(n_e\) remained constant within the plasma.

Many H\(_2\) emission band structures have been studied within MW-activated H-containing plasmas for estimating rotational (\(T_{rot}\)) and vibrational temperatures (\(T_{vib}\)), as well as to probe the EEDF. Such studies are also used to inform MW-activated H plasma modelling and physical chemical modelling for diamond growth. However, as outlined in Chapter 1, Section 1.5, there are unresolved

![Figure 3.01: Energy states of H(\(n\)), and H\(_2\) singlet and triplet states. Marked on the diagram are arrows demonstrating the main transitions investigated in this Chapter. Figure from Reference 1.](image)
controversies surrounding the underestimation of $T_{\text{rot}}$ and $T_{\text{vib}}$ from optical measurements carried out using Boltzmann plot analyses of H$_2$ emission bands, as well as controversies in the use of H Balmer series ratios (measured under moderate pressures in MW-activated H-containing plasmas) to infer the value of $T_e$ and changes in $T_e$ with changes in operating conditions. Prior to this work, there has not been a fully developed self-consistent MW-activated H plasma model under conditions comparable to those required for the CVD of diamond. This work seeks to inform a self-consistent MW-activated H plasma and use the output to provide insight into the physical parameters, the processes occurring, and their coupling in order to resolve these outlined long-standing questions within the field.

3.2: Experimental Details

This chapter investigates optical emissions from the H Balmer series, H($(n > 2)\rightarrow(n = 2)$, (predominantly H$_{\alpha}$, emission originating from H($n = 3$), but also higher $n$ terms), H$_2$ via the $d^3\Pi_u \rightarrow a^3\Sigma^+_g$, $G^3\Sigma^+_u \rightarrow B^1\Sigma^+_u$, and $e^3\Sigma^+_u \rightarrow a^3\Sigma^+_g$ transitions, henceforth referred to as H$_2$($d\rightarrow a$), H$_2$($G\rightarrow B$) and H$_2$($e\rightarrow a$) respectively or interchangeably as H$_2^*$. Upon the addition of argon, the Ar($3s2p^5(^3P_{3/2})4p^1\rightarrow3s^2p^5(^3P_{3/2})4s^1$) transition in Russell-Saunders notation and more specifically ($2p_9\rightarrow1s_5$) transition in Paschen notation, is also monitored at 811.5 nm and referred to as Ar*. Russell-Saunders notation describes a number of different states (and transitions) for Ar, whereas Paschen notation describes all excited states of Ar. In this notation, the 4s is described by 1s, 4p is described by 2p, whilst the small subscripted number denotes the occupied state, where the largest number denotes the lowest energy state. Numbers run from 2 to 5 and 1 to 10 for the 1s and 2p states respectively.

The experimental set up and practice is described in Chapter 2 is implemented (i.e. an Andor Shamrock 500i spectrograph with a 50 mm focal length, $f/16$ objective lens, and a 10 $\mu$m entrance slit). The H$_2^*$ and Ar* data are dispersed on a 700 grooves mm$^{-1}$ diffraction grating, whilst a 400 grooves mm$^{-1}$ grating is used for monitoring the H Balmer series – these return a spectral resolution for a single pixel of $\sim 0.04$ nm and 0.06 nm respectively. The experiment achieves a spatial resolution of $\sim 0.5$ mm, and a spatial magnification of $\sim 0.08$ on a cooled ($-60^\circ$C) Andor Newton 940 CCD camera. Each H*, H$_2^*$, and Ar* image were accumulated for (or normalised to a collection time equivalent of) 640 s.

For this chapter, base conditions are defined as: 3 mm thick tungsten substrate with diameter, $d_{\text{sub}} = 32$ mm, placed on a spacer wire with thickness $d_{\text{wire}} = 0.01"$, a total gas pressure $P = 150$ Torr, a microwave input power $P = 1.5$ kW, and a H$_2$ flow rate $F$(H$_2$) = 300 standard cm$^3$ per minute (sccm). Whilst one parameter is varied, the remaining parameters are kept constant at their base values. It is worth noting that neither $P$ nor $p$ are fundamental plasma properties, and that varying either impacts the plasma parameters (i.e. power density, plasma volume, gas temperature, gas number densities, electric field and reduced electric field strengths), gas phase processes (e.g. ionization and recombination rates), and gas phase species (e.g. electron density, neutral and charged species). The microwave cavity is retuned between many of the condition changes to ensure that the reflected microwave power is minimised. The
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Parameter ranges explored are $50 \leq p \leq 275$ Torr, $0.7 \leq P \leq 1.85$ kW, $0 \leq X_0$(Ar) $\leq 50$ %, and $d_{sub} = 32$ mm, 27 and 17 mm. Further studies were carried out using: $d_{sub} = 17$ mm, both placed on a thinner spacer wire thickness ($d_{wire} = 0.004^\prime\prime$) for $P = 0.9, 1.5,$ and $1.85$ kW, $p = 75, 150$ and $275$ Torr; $d_{sub} = 17$ mm as a function of $d_{wire}$, which enables a crude $T_{sub}$ control under otherwise base conditions; $d_{sub} = 32$ mm with a $3.4 \text{ mm} \times 3.4 \text{ mm} \times 1.0$ mm Al$_2$O$_3$ substrate placed centrally on the W substrate under base conditions. The substrate temperature is measured using a 2-colour pyrometer between 700 – 2400 °C or else indicated by a calibrated one colour pyrometer. The typical air leak attributed to the majority of data (excluding the argon addition experiment, and additional smaller substrate studies) is estimated to be ~25 ppm at base conditions.

3.3: Experimental Results and Modelling

3.3.1: Probing Base Conditions and Developing an Understanding of Prominent Processes

Figure 3.02 (a), and the accompanying Appendix Figures (A3.1 and A3.2) show illustrative $I_{em}(\lambda, z)$ for the H$_2$(e→a), H$_2$(d→a) and H$_2$(G→B) bands respectively under base conditions. The horizontal axis of each Figure shows the monitored wavelength range in nanometres and spans an appropriate wavelength range for the respective H$_2$ emission band under investigation. The vertical axis corresponds to the height of the plasma between $-3 \leq z \leq 27$ mm, whereby the top of the substrate is defined as $z = 0$ mm. The relevant rotational lines that have been utilised were identified using References 9 and 10. Figures 3.02 (b), A3.1 (b) and A3.2 (b) demonstrate the respective Q and R branches used for the three different H$_2^*$ transitions. Spectroscopists use the lower $J$ state, $J''$, to define P, Q and R transitions. The intensity of the H$_2$(e→a) emission is defined by Equation 3.01 as the sum of the H$_2$(e→a)(0-0) R branch lines from R(0) to R(11), noting that only R(0) to R(9) are displayed on the expanded view in Figure 3.02 (b):

$$I(H_2(e \rightarrow a)) = \sum_{J''=0}^{11} I(H_2(e \rightarrow a)(0 - 0)(R(J''))) \quad (3.01)$$

$I(H_2(d\rightarrow a))$ and $I(H_2(G\rightarrow B))$ have similar definitions and are defined by summing the asterisked lines of the Q and R branches shown in A8.01 (b) and A8.02 (b). Figure 3.02 (b) demonstrates a clear 3:1 ratio between even:odd $J'$ (upper state) lines. This phenomenon is a consequence of Pauli’s exclusion principle for two indistinguishable fermions; the requirement is that the overall wavefunction describing the H$_2$ molecule must be anti-symmetric as it consists of two identical $I = \frac{1}{2}$ nuclei. The overall nuclear spin wavefunction may either be $S = 0$ described by a single anti-symmetric wavefunction, or $S = 1$, consisting of 3 possible symmetric wavefunctions. The upper e$^\Sigma_u^+$ state is ungerade, indicated by the u, which contributes an anti-symmetric contribution to the electronic (and therefore overall) wavefunction, irrespective of the nuclear spin state. This forces an anti-symmetric rotational wavefunction ($J'$= odd) in the case of an anti-symmetric nuclear spin wavefunction, $S = 0$, and a
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Symmetric rotational wavefunction ($J' = \text{even}$) in the case of the symmetric $S = 1$ nuclear wavefunction. Hence, there is a 3:1 ratio between symmetric and anti-symmetric nuclear wavefunctions, resulting in an approximate 3:1 population ratio between odd:even $J'$ upper states in an ensemble of H$_2$(e) species. This manifests within the emissions originating from the H$_2$(e$^3\Sigma_u^+$) state, as demonstrated in Figure 3.02 (b). Similar effects (i.e. 3:1 alterations, not necessarily between odd:even $J'$ states) are observed within the H$_2$(d$\rightarrow$a) and H$_2$(G$\rightarrow$B) emission bands.

Figure 3.02: (a) $I_{rad}(\lambda, z)$ image taken under base conditions in the $\lambda$ range (horizontal axis) between 825 and 895 nm, and a vertical axis spanning $-3 \leq z \leq 27$ mm, whereby $z = 0$ defines the top of the substrate. (b) The H$_2$(e$\rightarrow$a)(0-0) R-band lines up to R9 are identified with the intensity summed between $3 \leq z \leq 6$ mm.

Figure 3.03 demonstrates the striking similarity of $I$(H$_2^*$)(z) (i.e. the spatial distribution of the emission intensity) between the 3 H$_2^*$ emission bands under base conditions. These intensities each peak at $z \sim 2.5$ mm, which makes a stark contrast to $I$(H$_a$)(z), peaking at $z \sim 7.5$ mm. Figure 3.04 demonstrates the similarity in normalised $I$(H$^*$(z) (i.e. $I$(H(n ≥ 3)→(n = 2)))(z) for $n = 3, 5, 6$ and 7) under base conditions. With increasing $n$, i.e. increasing upper state energy, the signal/noise ratio of the emission originating from H(n) decreases – this is clearly demonstrated through a comparison of $I$(H$_3$)(z) to $I$(H$_a$)(z) in Figure 3.04.
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The differences between the normalised $I(H^*)$ and $I(H_2^*)$ $z$-profiles are (in part) attributable to the different spatial distributions of ground state number densities ($[H(n = 1)]$ and $[H_2(X)]$ respectively) and $n_e(e)$. As discussed in Chapter 1, Section 1.4, $H(n = 1)$ (and $H_2$) can be excited with hyper-thermal electrons through electron impact excitation. This generates $H^*$, i.e. Process 1.5, featuring in Chapter 1 Section 1.4 (or $H_2^*$ via Process 3.02). $H(n = 1)$ is predominantly generated in the hottest regions of the plasma through thermal dissociation of $H_2$ (i.e. Process 1.1 featuring in Chapter 1, Section 1.4) and due to their light weight, H atoms diffuse efficiently from maximal production height ($z \sim 11$ mm). Instead, $[H(n = 1)]$ maximises at $z \sim 15$ mm. Contrastingly, $[H_2(X)]$ maximises in the coolest regions of the plasma (and reactor) in accordance to the ideal gas law, as to first order $X(H_2) \sim$ constant across the plasma.

$$e + H_2(X) \rightarrow H_2^* + e$$  \hspace{1cm} (3.02)

As can be seen in Table 3.1, Process 3.02 is a generalised expression, as it can form many excited states of $H_2$. Process 3.03 demonstrates that $H(n = 1)$ can also be generated through electron impact excitation.
of H₂ into the H₂(b) dissociative state (labelled on Figure 3.01), which spontaneously dissociates to form 2 H atoms. Below \( z < 4 \) mm, this mechanism contributes significantly more than thermal dissociation in the formation of H(\( n = 1 \)) due to the lower gas temperature:

\[
e + H_2(X) \rightarrow H_2(b) + e; \ H_2(b) \rightarrow 2H(n = 1) \quad (3.03)
\]

All \( I(H^*) \) and \( I(H_2^*) \) emissions tail off by \( z \sim 20 \) mm. This is a significant contrast to \( I(C_2^*)(z) \) and \( I(CH^*)(z) \) emission band intensities originating from MW-activated C/H plasmas investigated in Chapters 4 and 5 respectively. These emissions extend to \( z \sim 27 \) mm and are excited by thermal (i.e. lower energy) electrons. This is indicative that hyper-thermal electrons do not extend beyond \( z > 20 \) mm and, in a simplistic picture, reflects a decreasing \( T_e \) with respect to height above the substrate, maximising with the reduced electric field at \( z \sim 2.5 \) mm.

This interpretation of the \( I(H^*)(z) \) and \( I(H_2^*)(z) \) spatial distributions has been vindicated by an appropriately advanced MW-activated H plasma model from that described in Chapter 1, Section 1.3. Improvements on the modelling include the calculation of self-consistent MW electromagnetic fields using Maxwell’s Equations, solved through finite difference time domain and a careful consideration of boundary conditions.¹² The modelling has been improved further through consideration of the interdependencies between the EEDF and \( n_e \) with the reduced electric field, the absorbed power density with \( T_g \) and neutral species concentrations, as well as neutral species concentrations, \( n_k \) with \( n_e \), and the corresponding cation concentrations when considering associative ionization / recombination interconversions. In Chapter 1, Section 1.3, \( v \gg \omega \) (i.e. the collisional frequency of electrons was much greater than the microwave frequency) was assumed for describing a sinusoidal electric field in a MW-activated C/H plasma, whilst now \( \omega / v \) is required to vary between 0.05 ≤ \( \omega / v \) ≤ 0.7.

To quantify the hyper-thermal component of the EEDF, a second electron temperature referred to as \( T_{\text{tail}} \) has been introduced. \( T_{\text{tail}} \) is defined as the high energy tail gradient of the EEDF and has the functional form \( f(E_i) = c|E|/(N \times (1 + (\omega/v)^2))^{1/2} \times T_g \times X(H) \times e^{-E_i/T_{\text{tail}}} \) for \( E_i \geq 10.2 \) eV.¹ Note \( T_e \) is defined loosely in Chapter 1, Section 1.4, and a more detailed definition provided in Reference 1 and Chapter 5, Section 4.3. Henceforth \( 1 + (\omega/v)^2 \) is referred to as ‘\( a \)’ in Equation 3.04, and Figures 3.06 and 3.22 and the reduced electric field is referred to interchangeably as \( |E|/N \) and \( |E|/(N \times a) \) within the thesis text.

The spatial OES data recorded for different \( p \) and \( P \) allows an investigation into the sources and sinks of the excited H(\( n \geq 2 \)) species and of H₂* to identify the prominent production and loss mechanisms for these excited states – this analysis relies on experimentally derived rate coefficients, which hold the analytical form expressed by Equation 3.04 for electron impact excitation processes involving hyper-thermal electrons.¹

\[
k_i = k_0_i \times T_{\text{tail}}^2 \times u(T_g) \times 0.0033 \times \exp (150/\left( |E|/(N \times a) \right)^{0.93}) \times \exp (-E_i/T_{\text{tail}}) \quad (3.04)
\]
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\[ u(T_e) = \left(T_e/2900\right) \times \left(1 + 3.3 \times e^{(-5000/T_e)}\right) \] for H_2(X) + e processes, and \[ u(T_e) = T_e/2900 \] for H(n = 1) + e processes. The pre-exponential factors \( k_0 \) are calculated through cross-sections, and are presented in Table 3.1 for \( X(H) = 0.12 \), reduced electric field (REF) = 33.5 Td, \( T_g = 2900 \) K and \( T_{tail} = 0.76 \) eV. The EEDF and \( T_{tail} \) are highly sensitive to the reduced electric field, mole fraction of H, \( X(H) \), and \( T_g \). This is illustrated in Figure 3.05 with examples of normalised EEDF forms for different combinations of these parameters.

<table>
<thead>
<tr>
<th>Process</th>
<th>Excited state</th>
<th>Pre-exponential factor ( k_0 ) /cm^3eV^{-2}s^{-1}</th>
<th>State Energy /eV</th>
<th>Rate constant /cm^3s^{-1}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.4</td>
<td>H(n = 2)</td>
<td>3.52 \times 10^{-6}</td>
<td>10.2</td>
<td>8.72 \times 10^{-13}</td>
</tr>
<tr>
<td>1.4</td>
<td>H(n = 3)</td>
<td>7.60 \times 10^{-7}</td>
<td>12.09</td>
<td>1.57 \times 10^{-14}</td>
</tr>
<tr>
<td>3.07</td>
<td>H^+</td>
<td>1.10 \times 10^{-6}</td>
<td>13.6</td>
<td>3.11 \times 10^{-15}</td>
</tr>
<tr>
<td>3.02 (a)</td>
<td>H_2(B^1Σ_u^+)</td>
<td>7.74 \times 10^{-7}</td>
<td>11.3</td>
<td>1.56 \times 10^{-13}</td>
</tr>
<tr>
<td>3.02 (b)</td>
<td>H_2(c^3Π_u)</td>
<td>1.91 \times 10^{-6}</td>
<td>11.75</td>
<td>2.13 \times 10^{-13}</td>
</tr>
<tr>
<td>3.02 (c)</td>
<td>H_2(a^3Σ_g^-)</td>
<td>3.18 \times 10^{-6}</td>
<td>11.79</td>
<td>3.36 \times 10^{-13}</td>
</tr>
<tr>
<td>3.02 (d)</td>
<td>H_2(C^3Π_u)</td>
<td>5.15 \times 10^{-7}</td>
<td>12.40</td>
<td>2.44 \times 10^{-14}</td>
</tr>
<tr>
<td>3.02 (e)</td>
<td>H_2(e^3Σ_u^-)</td>
<td>1.95 \times 10^{-7}</td>
<td>13.36</td>
<td>2.61 \times 10^{-15}</td>
</tr>
<tr>
<td>3.02 (f)</td>
<td>H_2(d^3Π_u)</td>
<td>3.51 \times 10^{-7}</td>
<td>13.97</td>
<td>2.10 \times 10^{-15}</td>
</tr>
<tr>
<td>3.02 (g)</td>
<td>H_2(G^1Σ_u^+)</td>
<td>1.52 \times 10^{-7}</td>
<td>13.99</td>
<td>8.89 \times 10^{-16}</td>
</tr>
<tr>
<td>3.06</td>
<td>H^+(X)</td>
<td>1.60 \times 10^{-6}</td>
<td>15.43</td>
<td>4.13 \times 10^{-16}</td>
</tr>
</tbody>
</table>

Table 3.1: Pre-exponential factors, state energies and rate constants for electron impact excitation (and ionization) of H(n = 1) and H_2(X) into some of the excited states under conditions of X(H) = 0.12, REF = 33.5 Td, \( T_g = 2900 \) K, and \( T_{tail} = 0.76 \) eV.

Figure 3.05: The EEDF values on the vertical axis have been normalised through \( f(\varepsilon)/\int f(\varepsilon)\,d\varepsilon \) and presented on a logarithmic scale against electron energy, \( \varepsilon \), on horizontal axis. The inset labels \( T_e \) and \( T_{tail} \), expressed in eV, and match to the following values of reduced electric field (REF), \( T_g \) and \( X(H) \); (\( T_e = 1.39 \) eV, \( T_{tail} = 0.76 \) eV, REF = 33.5 Td, \( T_g = 2900 \) K, \( X(H) = 0.12 \)), (\( T_e = 1.16 \) eV, \( T_{tail} = 0.64 \) eV, REF = 27 Td, \( T_g = 3200 \) K, \( X(H) = 0.18 \)), (\( T_e = 0.94 \) eV, \( T_{tail} = 0.59 \) eV, REF = 27.3 Td, \( T_g = 1653 \) K, \( X(H) = 0.04 \)), (\( T_e = 0.78 \) eV, \( T_{tail} = 0.46 \) eV, REF = 19.6 Td, \( T_g = 2900 \) K, \( X(H) = 0.12 \)).
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The dominant ionization (i.e. electron production) process under most investigated conditions is the associative ionization of \( H(n = 2) \) with \( H_2(X) \), as described by Process 3.05. Contributions from \( H(n > 2) \) are 2 orders of magnitude lower.\(^{1,39,42}\)

\[
H(n \geq 2) + H_2(X) \rightarrow H_2^+ + e 
\tag{3.05}
\]

Under base conditions, there are lesser contributions from electron impact ionization of \( H_2 \) and \( H \), as described by Processes 3.06 and 3.07 respectively:

\[
e + H_2(X) \rightarrow H_2^+ + 2e 
\tag{3.06}
\]

\[
H(n = 1) + e \rightarrow H^+ + 2e 
\tag{3.07}
\]

The rate constant for associative ionization of \( H(n = 3) \) with \( H(n = 1) \) (Process 3.08) is calculated to be an order of magnitude lower than other \( H(n = 3) \) loss mechanisms, including associative ionization with \( H_2 \), i.e. Process 3.05. Associative ionization of \( H_2^* \) with \( H(n = 1) \) (Process 3.09) has been neglected from the modelling due to insufficient data on the rate constant, but is not believed to impact plasma parameters or ground.excited state distributions significantly.\(^{1,43,44,45}\)

\[
H(n = 3) + H(n = 1) \rightarrow H_2^+ + e 
\tag{3.08}
\]

\[
H(n = 1) + H_2^* \rightarrow H_3^+ + e 
\tag{3.09}
\]

\( H^+ \) and \( H_3^+ \) are generated through these processes and are quickly converted through fast reactions into \( H_3^+ \) via Processes 3.10 and 3.11 \(^8\) respectively:

\[
H^+ + 2H_2(X) \rightarrow H_3^+ + H_2(X) 
\tag{3.10}
\]

\[
H_2^+ + H_2(X) \rightarrow H_3^+ + H(n = 1) 
\tag{3.11}
\]

Under base conditions, the 25 ppm air impurity contributes 5 ppm O\(_2\). Oxygen is predominantly converted into H\(_2\)O under the high \( T_g \) and \( X(H) \) conditions present in the plasma. Water converts \( H_3^+ \), which would otherwise be the main cation, into \( H_2O^+ \) via Process 3.12.\(^7,42\) Further modelling \(^1,2\) implies reducing the air impurity to 5 ppm (1 ppm O\(_2\)) reduces the prominence of \( H_2O^+ \) and the electron-ion recombination rate, but has no major bearings on the MW electric fields or neutral species concentrations:

\[
H_3^+ + H_2O \rightarrow H_3O^+ + H_2 
\tag{3.12}
\]

The prominent formation mechanisms for \( H(n = 3) \) (and more generally \( H(n \geq 2) \)) are described by Process 1.5 (electron impact excitation of \( H(n = 1) \), given in Chapter 1, Section 1.4) and Process 3.13,\(^8,44,45\) near-resonant excitation transfer from \( H_2^* \):

\[
H(n = 1) + H_2^* \rightarrow H(n > 1) + H_2(X) 
\tag{3.13}
\]

The \( H_2(B) \) state is assumed to represent near-resonant \( H_2^* \) levels – similar rates are achieved with \( H_2(a) \), as shown in Table 3.2.\(^1\) One of the more significant loss mechanism for the \( H(n = 3) \) state is described
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by Processes 3.14, (i.e. the reverse reaction of Process 3.13). One of the main experimental observables of this Chapter, \( I(\text{H}^*) \), is produced by integrating the total intensity of photoemission, a minority loss process, which produces the observed photons, \( \gamma \). The observed photoemission results from de-excitation of \( \text{H}(n > 2) \) to \( \text{H}(n = 2) \) (i.e. the H Balmer series), as described by Process 3.15.

It is worth noting at this point that ~ 1% of absorbed power density manifests itself as rovibronic state excitation, most of which is dispended in rotational and vibrational excitation of \( \text{H}_2 \). Process 3.15 also describes the H Lyman series (i.e. emissions into the \( \text{H}(n = 1) \) state). Photoemission is not a significant loss mechanism of \( \text{H}(n \geq 2) \) due to the strong reabsorption – the Lyman-\( \alpha \) emission at 121.6 nm has a mean-free path of ~ 2 × 10^{-4} \text{ cm}.\(^{1,46}\)

\[
\text{H}(n > 1) + \text{H}_2(X) \rightarrow \text{H}(n = 1) + \text{H}_2^* \quad (3.14)
\]

\[
\text{H}(n > 1) \rightarrow \text{H}(n \geq 1) + \gamma \quad (3.15)
\]

\( \text{H}_2^* \) can be formed both through Process 3.14, and EIE (electron impact excitation), described by Process 3.02 and is predominantly lost through Process 3.03 (i.e. population of the dissociative \( \text{H}_2(b) \) state) in the hot plasma, whilst in the cooler plasma, \( \text{H}_2^* \) is quenched through collisions with \( \text{H}_2(X) \) described by Process 3.16. There are additional loss mechanisms of \( \text{H}_2^* \) already described by associative ionization with \( \text{H}(n = 1) \), Process 3.09, excitation transfer with \( \text{H}(n = 1) \) described by Process 3.13, and photoemission (photon represented by \( \gamma \) in Process 3.17). These are not significant loss processes, yet it is the photoemission from Process 3.17, which makes another experimental observable in this chapter:

\[
\text{H}_2^* + \text{H}_2(X) \rightarrow \text{products} \quad (3.16)
\]

\[
\text{H}_2^* \rightarrow \text{H}_2(\text{lower E state as allowed by selection rules}) + \gamma \quad (3.17)
\]

The rate coefficients of Processes 3.05 through to 3.16 are provided in Table 3.2 (excluding electron impact ionization processes, which have been provided in Tables 3.1). The rate coefficient for Process 3.16 is assumed to be constant, as variation from a set constant value leads to a decreased correlation between calculated pressure dependencies of the various \{\( \text{H}_2^* \)\} and \{\( \text{H}(n = 3) \)\} and their respective measured intensities.\(^1\)
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<table>
<thead>
<tr>
<th>Process</th>
<th>Specific Reaction (/ Electronic Transition)</th>
<th>Rate coefficients /cm³ s⁻¹ (unless otherwise stated)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.03 (b)</td>
<td>H₂(b) + M → 2H(n = 1) + M</td>
<td>~10⁻¹¹</td>
</tr>
<tr>
<td>3.05</td>
<td>H(n ≥ 2) + H₂(X) → H⁺ + e</td>
<td>3.82 × 10⁻³ /Tᵣ⁰.⁹⁵</td>
</tr>
<tr>
<td>3.08</td>
<td>H(n = 3) + H(n = 1) → H₂⁺ + e</td>
<td>3.32 × 10⁻¹² &lt; Tᵣ⁰.⁵</td>
</tr>
<tr>
<td>3.09</td>
<td>H(n = 1) + H₂ → H₃⁺ + e</td>
<td>Not available</td>
</tr>
<tr>
<td>3.10</td>
<td>H⁺ + 2H₂(X) → H₃⁺ + H₂(X)</td>
<td>5.98 × 10⁻³ × Tᵣ⁻⁰.⁵ cm⁶ s⁻¹</td>
</tr>
<tr>
<td>3.11</td>
<td>H₂⁺ + H₂(X) → H₃⁺ + H(n = 1)</td>
<td>1.99 × 10⁻⁹</td>
</tr>
<tr>
<td>3.12</td>
<td>H₂⁺ + H₂O → H₂O⁺ + H₂</td>
<td>5.9 × 10⁻⁹</td>
</tr>
<tr>
<td>3.13 (a)</td>
<td>H(n = 1) + H₂(B) → H(n = 3) + H₂(X)</td>
<td>10⁻⁹</td>
</tr>
<tr>
<td>3.13 (b)</td>
<td>H(n = 1) + H₂(a) → H(n = 3) + H₂(X)</td>
<td>5 × 10⁻¹¹</td>
</tr>
<tr>
<td>3.14 (a)</td>
<td>H(n = 3) + H₂(X) → H(n = 1) + H₂(B)</td>
<td>10⁻⁹</td>
</tr>
<tr>
<td>3.14 (b)</td>
<td>H(n = 3) + H₂(X) → H(n = 1) + H₂(a)</td>
<td>10⁻⁹</td>
</tr>
<tr>
<td>3.16</td>
<td>H₂⁺ + H₂(X) → products</td>
<td>Assumed 2.2 × 10⁻¹⁰</td>
</tr>
<tr>
<td>3.17 (a)</td>
<td>H₂(e³Σ⁺) → H₂(a³Σ⁺) + γ</td>
<td>2.96 × 10⁻⁷ (s⁻¹)</td>
</tr>
<tr>
<td>3.17 (b)</td>
<td>H₂(d³Π→ → H₂(α³Π⁺) + γ</td>
<td>2.57 × 10⁻⁷ (s⁻¹)</td>
</tr>
<tr>
<td>3.17 (c)</td>
<td>H₂(g¹Σ⁺) → H₂(B¹Σ⁺) + γ</td>
<td>2.63 × 10⁻⁷ (s⁻¹)</td>
</tr>
<tr>
<td>3.17 (d)</td>
<td>H₂(a³Σ⁺) → H₂(b³Σ⁺) + γ</td>
<td>9.04 × 10⁻⁷ (s⁻¹)</td>
</tr>
<tr>
<td>3.17 (e)</td>
<td>H₂(b¹Σ⁺) → H₂(X¹Σ⁺) + γ</td>
<td>1.65 × 10⁻⁷ (s⁻¹)</td>
</tr>
<tr>
<td>3.15 (a)</td>
<td>H(n = 3) → H(n = 2) + γ</td>
<td>4.41 × 10⁻⁷ (s⁻¹)</td>
</tr>
<tr>
<td>3.15 (b)</td>
<td>H(n = 4) → H(n = 2) + γ</td>
<td>8.42 × 10⁻⁶ (s⁻¹)</td>
</tr>
<tr>
<td>3.15 (c)</td>
<td>H(n = 5) → H(n = 2) + γ</td>
<td>9.73 × 10⁻⁵ (s⁻¹)</td>
</tr>
<tr>
<td>3.15 (d)</td>
<td>H(n = 6) → H(n = 2) + γ</td>
<td>8.42 × 10⁻⁵ (s⁻¹)</td>
</tr>
<tr>
<td>3.15 (e)</td>
<td>H(n = 7) → H(n = 2) + γ</td>
<td>4.39 × 10⁻⁵ (s⁻¹)</td>
</tr>
<tr>
<td>3.15 (f)</td>
<td>H(n = 2) → H(n = 1) + γ</td>
<td>~4.70 × 10⁻⁵ (s⁻¹)</td>
</tr>
</tbody>
</table>

Table 3.2: Rate coefficients (and Einstein-A emission coefficients for H* and H₂* transitions) for prominent reactions occurring within MW-activated H plasmas under the conditions listed in Table 3.1. *Lyman-α (Process 3.15 (f)) includes escape factor value of 0.001 and a statistical weighting of the 2p and 2s states.

Figure 3.06 demonstrates (a) the axial (r = 0 mm), and (b) the radial (z = 10.5 mm) distributions of Tₛ, Tₑ, and Tₑₑ (left-hand axis) and average absorbed MW power density, |jE|, electric |E|, and reduced electric fields, |E|/(N×(1 + (ω/ν)²)½) (right-hand axis) for base conditions. Figure 3.06 also shows that in spite of an increasing |E| towards the substrate, the steep temperature gradient at low z causes a steeper increase in gas concentration, N = p/(kTₑₑ). The combined effect is that the reduced electric field, and hyper-thermal Tₑₑ, both maximise between z ~ 2.5 and 3.5 mm and decrease sharply for z < 2.5 mm, and hence, as seen in Figure 3.03, the H₂* emissions peak in the same region.¹
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Electrons are predominantly formed at $z \sim 3$ mm through the ionization processes described (i.e. associative ionization and electron impact ionization) and efficiently diffuse, such that the electron density peaks at $z \sim 8$ mm. Similar arguments apply to H($n = 1$) as already discussed. This contrasts to other species, for example H$_2$, H$_2^*$ and H*, which are locally balanced by their respective formation and loss mechanisms. The strong coupling between H* and H$_2^*$, inferred by Processes 3.13 and 3.14, do not significantly affect the upper state spatial distributions. Hence, the spatial distributions of $I$(H*) and $I$(H$_2^*$) at base conditions can be rationalised through the now seemingly over simplistic consideration that these excited states are formed by EIE excitation and lost through radiative loss. This principle extrapolates to the majority of investigated conditions when considered individually, however without consideration of such couplings, it is not possible to explain the spatially-resolved variation of $I$(H*) and $I$(H$_2^*$) with changes in process conditions.

Figure 3.07 demonstrates the axial ($z$, $r = 0$ mm) number densities of (a) [H($n = 1$, 2, and 3)] states on a logarithmic scale for steady-state under base condition, (b) the axial number densities of charged species as a function of height on a linear plot, and (c) the number density of [H$_2$(X)] and various [H$_2^*$]...
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states on a logarithmic scale. The electron impact excitation (and ionization) rate coefficients for H* and H2* states are provided in Table 3.1.

Figure 3.07: Axial (z, r = 0) number density distributions of (a) H(n) state on a logarithmic scale, (b) charged species on a linear scale, and (c) H2 and H2* states on a logarithmic scale.

3.3.2: Power Variation

Section 3.3.1 demonstrates spatially-resolved measurements of I(Hα) and I(H2*) under base conditions and discusses the prominent mechanisms that occur under such conditions. Sections 3.3.2 and 3.3.3 investigate how these intensities vary with respect to P and p respectively. Figures 3.08, 3.09 and 3.10 demonstrate the effect that varying P has on the investigated emission intensities. Figure 3.08 (a) and (c) shows I(H2(e→a)) increases with near linearity upon increasing P at low z (intensities between 1.5 ≤ z ≤ 3 mm summed). Analysed at a higher z range (7.5 ≤ z ≤ 9 mm), where the intensity decreases
3. Investigating Hydrogen Emissions Originating from MW-activated H and H/Ar Plasmas

insignificantly. Increasing $P = 0.7$ kW to 1.85 kW relocates the peak intensity of $I(\text{H}_2^*)$ from $z \sim 6$ mm to $z \sim 2.5$ mm, indicative that $|E|/N\times a$ maximum relocating to lower $z$ upon increasing $P$. Figures 3.08 (b) and (c) show that $I(\text{H}_\alpha)$ also increases ~ linearly when summed between these height ranges.

![Figure 3.08: Power, $P$, variation (Powers identifiable within the inset of (a) for Figures 3.08 (a) and (b)) of (a) $I(\text{H}_2(e\rightarrow a))$, (b) $I(\text{H}_\alpha)$ emission profiles, and (c) summed intensities, between the ranges of $1.5 \leq z \leq 3$ mm (labelled as centre of range, $z \sim 2.25$ mm, open symbols) and $7.5 \leq z \leq 9$ mm (labelled as $z \sim 8.25$ mm, closed symbols), of $I(\text{H}_2(e\rightarrow a))$ (red squares) and $I(\text{H}_\alpha)$ (black circles) under otherwise base conditions.](image-url)
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Figure 3.09 demonstrates the similarity between $I(H(n > 2 → n = 2))$ for $n = 3, 5, 6, 7$ for intensities summed between $z$ range $7.5 ≤ z ≤ 9$ mm (all normalised to base conditions). The $I(H_\alpha)$ demonstrates a slightly different trend, which is likely attributable to substantially lower signal/noise as noted in Figure 3.04.

![Figure 3.09: Summed Intensities (between $7.5 ≤ z ≤ 9$ mm) normalised to base conditions for $I(H^*)$ featuring upper state $n = 3$ (black), 5 (red), 6 (blue) and 7 (green), as a function of microwave input power, $P$, under otherwise base conditions.](image)

Modelling produces calculated column densities for all species within the plasma. As the intensity is measured through a small aperture, it is reasonable to assume that an intensity measurement samples emission through the entire depth of the plasma, and that therefore the intensity is proportional to the column density, as has been experimentally inferred by Jie Ma et al for $H(n = 3)$ and numerous other species in MW-activated C/H plasmas. It is therefore meaningful to compare modelled column densities for an excited state species to their measured relative intensities as a function of height and conditions. Figure 3.10 demonstrates a comparison between (a) modelled {$H_2(e, v = 0)$} column densities and $I(H_2(e→a))$ for 0.7, 1.5 and 1.85 kW, whilst (b) demonstrates modelled {$H(n = 3)$} and $I(H_\alpha)$ for the same operating conditions. Similar trends were also observed for $I(H_2(d→a))$ and $I(H_2(G→B))$. 
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The modelling of $\{H_2(e, v = 0)\}$ correctly reproduces the $P$ and $z$ dependencies seen for $I(H_2(e\rightarrow a))$, but exaggerates $\{H(n = 3)\}$ shifting toward the substrate with increasing $P$ — something only hinted within the experimental $I(H_\alpha)(P, z)$ trend. Increasing $P$ acts to expand the plasma volume, $V_{pl}$, and the volume of emission $V_{em}$, radially with an $\sim P$ dependence. The volume of the plasma (/emission), $V_{pl}$ (/$V_{em}$), is defined as the spatial extent in which ion and electron (/emitting species) number densities are within an order of magnitude of their maximal values. Increasing $P$ from 0.7 to 1.5 kW increases $T_e$ by 6%, $X(H)$ by $\sim 3$ fold, and $n_e$ by $\sim 40\%$. Above 1.5 kW, $T_e$ and $n_e$ saturate. $T_e$ and $T_{tail}$ maxima do not vary significantly in their absolute value within the explored power range, however their axial profiles appear flatter for $P \sim 0.7$ kW with the reduced electric field peaking at $z \sim 6$ mm, compared to $P \geq 1.5$ kW, which peaks at $z \sim 2.5$ mm under base conditions, as shown in Figure 3.07 (a).

There is no straightforward explanation to account for the $P$-dependencies of $I(H^*)$ or $I(H_2^*)$ emissions, but rather the experimental intensity variations as a function of $P$, are a combined consequence of varying plasma volume, electron density, reduced electric field strengths (and therefore electron energies), $T_e$, the degree of hydrogen dissociation, and near-resonant energy transfers between high energy states of H and H$_2$.

Figure 3.10: (a) Modelled $\{H_2(e, v = 0)\}$ (square symbols) and measured $I(H_2(e\rightarrow a))$ emission profiles (lines) and (b) Modelled $\{H_\alpha\}$ (square symbols) and measured $I(H_\alpha)$ emission profiles, for $P = 0.7$ (red), 1.5 (black) and 1.85 (purple) kW under otherwise base conditions. Colours co-ordinate with Figure 3.08.
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3.3.3: Pressure Variation

Figure 3.11 (a) and (c) demonstrate emission trends for $I(H_2(e\rightarrow a))$, whilst Figure 3.11 (b) and (c) show similar data for $I(H_\alpha)$ with respect to increasing $p$. $I(H_2(e\rightarrow a))$ demonstrates $\sim 1/p$ trend at both $1.5 \leq z \leq 3$ mm, and $7.5 \leq z \leq 9$ mm. Upon increasing $p$, the peak $I(H_2(e\rightarrow a))$ appears to remain in the same position across the pressure range of $75 \leq p \leq 250$ Torr, indicative that the reduced electric field maximum does not relocate within this pressure range. Comparatively, $I(H_\alpha)$ appears to increase linearly at low $p$, and plateau at higher $p$. Figure 3.11 (b) illustrates that by the highest pressures, $I(H_\alpha)$ no longer peaks within this spatial range due to plasma contraction, but that the relative increase in maximum $I(H_\alpha)$ is decreasing with increasing pressure, as captured in Figure 3.11 (c).
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Figure 3.11: Pressure, $p$, variation (pressures labelled within the inset of (b) for Figures 3.11 (a) and (b)) of (a) $I(H_2(e\rightarrow a))$, (b) $I(H\alpha)$ emission profiles, and (c) summed intensities, between the ranges of $1.5 \leq z \leq 3$ mm (labelled as 2.25 mm, open symbols) and $7.5 \leq z \leq 9$ mm (labelled as 8.25 mm, closed symbols), of $I(H_2(e\rightarrow a))$ (red squares) and $I(H\alpha)$ (black circles) under otherwise base conditions.
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Figure 3.12 shows that higher $n$ valued $I(H(n > 3) \rightarrow (n = 2))$ follow similar pressure trends to $I(H_\alpha)$, except for a minor divergence for $p \geq 175$ Torr. Again, $I(H_\alpha)$ demonstrates an irregular trend likely due to lower signal/noise ratio.

![Figure 3.12: Summed intensities (between $7.5 \leq z \leq 9$ mm) normalised to base conditions for $I(H^*)$ featuring upper state $n = 3$ (black), 5 (red), 6 (blue) and 7 (green), as a function of total pressure, $p$, under otherwise base conditions.](image1)

Figure 3.13: Modelled (a) $\{H_2(e, v = 0)\}$ (square symbols) and measured $I(H_2(e\rightarrow a))$ emission profiles (lines) and (b) $\{H(n = 3)\}$ (square symbols) and measured $I(H_\alpha)$ emission profiles, for $p = 75$ (red), 150 (black) and 250 (blue) Torr under otherwise base conditions.

![Figure 3.13](image2)
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The modelled column densities of \{H_2(e, v = 0)\} and \{H(n = 3)\} can be compared to their respective intensities in Figure 3.13 (a) and (b) respectively. Figure 3.14 demonstrates a similar level of agreement between experimental and modelled trends for (a) \{H_2(G, v = 0)\} and (b) \{H_2(d, v = 0)\} with respect to \(p\). For most heights, \(z > 4\) mm, the modelled distributions reproduce the experimental trends seen for \(I(H_2^*)\) emission bands and \(I(H_\alpha(z))\) at base conditions. Increasing pressure from 75 Torr to 250 Torr acts to decrease \(V_{\text{pl}}\), the reduced electric field, and the integral of the hyper-thermal EEDF, \(n(\varepsilon_{\text{hyp}})\), both of which have \(\sim 1/p\) dependencies. The reduced electric field, \(T_e\) and \(T_{\text{tail}}\) decrease by \(\sim 15\%\). \(T_g\) contrastingly increases by \(\sim 7\%\) in the same pressure range. The increase in \(p\) (from \(p = 75\) to 250 Torr) results in \(X(H)\) and \(n_e\) increasing by \(\sim 470\%\) (\(\pm 65\%\) from base conditions). The latter is caused in part by an increase in \(T_g\) and associative ionization processes (i.e. associative ionization of \(H(n > 2)\) with \(H_2(X)\), Processes 3.05, and associative ionization of \(H(n > 2)\) and \(H_2^*\) with \(H(n = 1)\) (i.e. Processes 3.08 and 3.09 respectively)), such that \(n_e \sim p^{1\%}\).

Other \(p\)-dependent ionization processes include electron impact ionization of \(H_2\) (Process 3.06), which has a \(2.5\times\) larger contribution than associative ionization of \(H(n > 2)\) with \(H_2(X)\) (i.e. Process 3.05) for \(p = 75\) Torr. The relative importance of Process 3.06 (cf. Process 3.05) decreases upon increasing pressure, such that for \(p \geq 150\) Torr, Process 3.05 is the prominent source of electrons. Electron impact ionization (EII) of \(H(n = 1)\) (Process 3.07), increases its relative contribution with \(p\). For \(p = 75\) Torr,

![Figure 3.14: (a) Modelled \{H_2(G, v = 0)\} (square symbols) and measured \(I(H_2(G\rightarrow B))\) emission profile (lines) and (b) Modelled \{H_2(d, v = 0)\} (square symbols) and measured \(I(H_2(d\rightarrow a))\) emission profiles, for \(p = 75\) (dotted red), 150 (line black) and 250 (dashed blue) Torr, under otherwise base conditions.](image)
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EII of H(\(n = 1\)) contributes \(\approx 0.25\) that of electron impact ionization of H\(_2\) (Process 3.06), and becomes comparable to Process 3.06 for \(p \geq 150\) Torr; again this is significantly smaller than associative ionization of H(\(n > 2\)) with H\(_2\)(X) (Process 3.05) for \(p \geq 150\) Torr.

Despite an increase in \(n_e\), the increase in quencher concentration ([H\(_2\)(X)] \(\sim p\)) and decrease in \(T_{\text{tail}}\) (\(\sim 1/p\)) have the prominent effect resulting in the observed \(1/p\) trend demonstrated by \(I(\text{H}_2^*)\). Whilst these effects also impact \(I(\text{H}_n)\), they are outweighed by the significant increase of H mole fraction, \(X(\text{H})\). The increase in \(X(\text{H})\) acts to boost H(\(n > 1\)) generated through EIE up to \(p = 250\) Torr. With a further increase in \(p\), the other effects, such as decreasing \(T_{\text{tail}}\), an increase in H(\(n > 1\)) loss processes, (i.e. associative ionization with H\(_2\)(X) and H(\(n = 1\)), and near resonant excitation transfer with H\(_2\)(X) become more significant and consequently \(I(\text{H}_n)\) stagnates. Higher \(n\) states of \(I(\text{H}^*)\) decrease for \(p > 250\) Torr, as seen in Figure 3.12. Without the inclusion of near resonant excitation energy transfers of H\(_2^*\) with H(\(n = 1\)) and H(\(n > 1\)) with H\(_2\)(X), the \(I(\text{H}_2^*)\) and \(I(\text{H}^*)\) trends measured with respect to \(P\) and \(p\) could not be correctly reproduced through modelling. Further, the net loss of {H(\(n = 3\))} through these processes is comparable to the EIE of H(\(n = 1\)) (Process 1.5) throughout the plasma under all \(P\) and \(p\) conditions investigated.

### 3.3.4: Description and Discussion of Results

The coupling of H\(_2^*\) and H\(^*\) through near resonant energy transfer with ground state species has two significant consequences on diagnostic information extracted from both \(I(\text{H}_2^*)\) and \(I(\text{H}^*)\). The first is that such an interdependency would act to disrupt thermally equilibrated H\(_2^*\)(\(v, J'\)) populations, therefore distorting rotational and vibrational temperatures calculated through analysis of their optical emissions. This is an explanation as to why Boltzmann analysis of \(I(\text{H}_2^*)\) regularly reveals perturbed \(J'\) state populations and could extend to the many \(T_{\text{vib}}\) and \(T_{\text{rot}}\) studies carried out on \(I(\text{H}_2^*)\) emission bands, which resulted in low estimations of \(T_{\text{vib}}\).\(^{12,13,14,19,48}\) This is highlighted through a Boltzmann plot analysis carried out under base conditions on \(I_{\text{em}}(\text{H}_2(e\rightarrow a))\) analysed between 9 \(\leq z \leq 12\) mm, which can be seen in Appendix Figure A3.3. The inverse of the gradient (\((- 4.7 \pm 0.7) \times 10^{19} \ J^{-1}\)) can be divided by the Boltzmann constant, \(k_B\), to yield \(T_{\text{rot}} \sim 1500 \pm 300\) K, significantly below the expected \(T_{\text{rot}} = T_g \sim 2900\) K.

These mechanisms (in addition to associative ionization processes of H\(^*\) (Processes 3.05 and 3.08)) also mean that H(\(n > 2\)) states cannot be treated as a simple two process system (i.e. EIE and radiative loss) when varying process conditions. This suggests that H Balmer line ratios should not be used to estimate \(T_e\) or \(T_{\text{tail}}\) as a function of a parameter without consideration of such couplings. This study does, however, vindicate that for a single condition, such a ratio may still be indicative of \(T_{\text{tail}}\) as a function of height. These findings likely extrapolate to low pressure H plasmas, where such couplings have been inferred through \(T_{\text{vib}}\) and \(T_{\text{rot}}\) studies on \(I(\text{H}_2^*)\) emission bands.\(^{48,49}\)
It is perhaps clearer in Figure 3.13 (a) (and Figure 3.14), than in Figure 3.10 (a), that the model is not capturing a low z component of \( I(\text{H}_2^*) \) emission at lower pressures. With increasing pressure, however, this low z emission contribution diminishes, with 2-D plasma modelling reproducing experimental \( I(\text{H}_2^*) \) at all heights for \( p = 275 \) Torr. This could be a result of diffusive transfer of electron energy, electron conduction, or a local maximum in the EM field not described in its entirety by the self-consistent modelling.\(^1\)

An alternative explanation considered is the possibility of an additional electron source at low plasma heights. One conceived source was photoelectrons emitted by the W substrate when irradiated by vacuum UV radiation (e.g. the \( \text{H}_2(a\rightarrow b) \) continuum). Such electrons could be ejected with initial energies up to 7 eV and accelerate across the sheath (which has a potential between \( \sim 10-30 \) eV). Monte Carlo simulations suggested that \( \sim 55\% \) of the energy is expected to contribute to \( \text{H}_2 \) dissociation in proximity to the substrate with only \( 8\% \) inducing additional ionization. The impact of such electrons is a negligible contribution to \([\text{H}] \) atom, ion/electron number densities and \([\text{H}_2^*] \) as predicted by the modelling, and therefore does not explain this discrepancy.\(^1\)

Despite an incomplete understanding, additional contributions (or relative enhancements) of low z plasma emissions can be achieved through four methods (in addition to increasing forward MW power and decreasing total gas pressure); these are (i) decreasing the substrate diameter, (ii) increasing the wire diameter (acting to raise the substrate toward the plasma and decrease thermal contact between substrate and the cooling base plate, therefore increasing \( T_{\text{sub}} \)), (iii) introducing high fractions of argon, and (iv) placing a substrate (e.g. \( \text{Al}_2\text{O}_3 \) with dimensions of \( 3.4 \) mm \( \times \) \( 3.4 \) mm \( \times \) \( 1 \) mm) on the 32 mm W substrate (and/or a combination of these). It is not apparent whether the low z emission contributions caused by (i) a smaller substrate diameter and (ii) a larger \( d_{\text{wire}} \) (when using a smaller substrate) are directly related to those caused by (iii) argon addition and (iv) the addition of an aluminium oxide substrate. These four parameters do act to: (i) increase the gas temperature, which consequentially (ii) increases the substrate temperature (or the piece of aluminium oxide) and (iii) alter (often enhancing) the spatially-variant EM field near the substrate. The effects are visible by eye through the red-hot substrate and in some cases, the emergence of intensity emissions near the circumferential edge of the substrate. The increase in \( T_{\text{sub}} \) likely results from: (i) an enhanced transport of power density, (ii) additional H recombination events, and potentially from (iii) ion bombardment of the substrate, resulting in an enhancement of thermionic electrons, whilst circumferential edge emissions are likely reflecting changes in the spatially-variant electric fields. For the remainder of this Chapter, \( I(\text{H}_2(d\rightarrow a)) \) has been assumed to be representative of \( I(\text{H}_2^*) \).

### 3.3.5: Variation of Substrate Diameter

The effect of decreasing substrate diameter under otherwise base conditions (maintaining a constant wire thickness, \( d_{\text{wire}} = 0.01" \)) can be seen in Figure 3.15 with companion modelling results shown in
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Figure 3.16. Decreasing substrate diameter enhances the low $z$ contribution of the $I(H_2(d\rightarrow a))$ with a shift in maximum $I(H_2(d\rightarrow a))$ toward $z \sim 0$ mm for the 17 mm substrate (cf. $I(H_2(d\rightarrow a))$, which peaks at $z \sim 2.5$ mm for $d_{sub} = 32$ mm), without significantly impacting intensities higher than $z > 3$ mm. $I(H_\alpha)$ develops a low $z$ bimodal contribution and increases for plasma heights, $z < 13$ mm. It is worth noting that for $d_{sub} = 17$ mm, the spatially-resolved emissions featuring in Figure 3.15 extend to $z < 0$ mm, implying that some intensity originates from the periphery of the substrate, and not just from the plasma above it, which may act to introduce an eclipsing error associated with such an intensity. This behaviour is again only partially captured by the modelling presented in Figure 3.16.

![Figure 3.16](image)

**Figure 3.16:** The effect of decreasing substrate diameter, $d_{sub}$ values labelled in the Figure inset, under otherwise base conditions. (a) $I(H_2(d\rightarrow a))$ increases in contribution at low $z$ without affecting $I(H_2(d\rightarrow a))(z > 3$ mm) and (b) $I(H_\alpha)(z < 15$ mm) increases with the development of a bimodal contribution at low $z$.

In order to investigate different substrate diameters, the chamber is frequently opened and evacuated. This may act to introduce a minor variability in the air leak, as well as facilitate the possibility of O$_2$ outgassing from the chamber walls. It may not therefore be fair to compare the relative intensities of plasma emissions originating from plasmas with different substrate diameters, however Figure 3.15 demonstrates that this has no impact on $I(H_2(d\rightarrow a))(z > 3$ mm) or $I(H_\alpha)(z > 13$ mm), which is in qualitative agreement with the modelled column densities featuring in Figure 3.16. This implies that in this case, such a change in air leak is not a significant issue.
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The modelling correctly produces a low $z$ contribution, but at a higher height of $1.5 \leq z \leq 2.5$ mm for a modelled $d_{sub} = 18$ mm. The modelled low $z$ component can be explained in terms of an increased electric field strength and the effects of an increased absorbed power density (cf. $d_{sub} = 32$ mm shown in Figure 3.06). Figure 3.17 demonstrates the (a) axial ($r = 0$ mm) and (b) radial ($z = 0$ mm) variation of $T_g$, $T_e$, $T_{lab}$, $|E|$, reduced electric field, and absorbed power for $d_{sub} = 18$ mm, under otherwise base conditions. The electric field increases by $\sim 35 \%$, whilst the reduced electric field and the absorbed power density increase by $\sim 14 \%$ and $\sim 72 \%$ respectively at their peak values $z \sim 0.5 - 1.5$ mm ($r = 0$ mm).

The increases in these parameters result in a higher $T_g \sim 1500$ K (cf. $\sim 1250$ K for $d_{sub} = 32$ mm, $r = 0$ mm) within proximity to the substrate, a visibly hotter substrate, and $\sim 100$ K rise at $z = 13.5$ mm, $r = 0$ mm. The modelling implies that it is an optical illusion that $V_{em}$ appears to contract radially and axially to the naked eye with decreasing substrate size. The increase in $T_g$ acts to decrease gas concentration $n_k$ by $\sim 2 \%$. The increase in absorbed power density acts to generate an $\sim 30 \%$ increase in electron density through the associate ionization processes previously discussed, whilst $[H(n = 1)]$ increases by $\sim 1 \%$ and $\sim 2 \%$ for $z = 1.5$ and $10.5$ mm through thermal dissociation and population of the dissociative H$_2$(b) state. The changes, or lack thereof, in $[H(n = 1)]$, $n_k$, and by extension H$_2$(X), confirms that the low $z$ intensity contributions are not in this instance due to a variation in the number density of ground state species.
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The modelling for $d_{\text{sub}} = 18$ mm under-predicts the relative contribution of $I(H_2(d\rightarrow a))$ observed at low $z$ (relative to $I(H_2^*)$ above $z > 5$ mm) by a factor of 2. Modelling of $\{H(n = 3)\}$ demonstrates a similar $z \sim 1.5$ to 2.5 mm offset, but the low $z$ contribution matches closer the relative increase seen for $I(H_\alpha)$. The difference between experimental and modelled $z$ maxima may, in part, reflect the spatial resolution of the model (1 mm) not capturing the local maxima of the EM field. There is also an experimental error introduced by the possibility of intensity originating from the far edge eclipsing the substrate. It is unclear whether the modelling neglects additional processes, which could act to enhance the agreement between experimental intensities and modelled column densities or whether the modelling is capturing the electric field around the substrate edge. Whilst Process 3.09 (associative ionization of H with $H_2^*$) is the obvious neglected candidate, and could act to quench $I(H_2^*)$ at higher $z$, it is not thought to have a significant enough impact on $\{H_2^*\}$ or $\{H(n = 3)\}$ to account for these observations.\(^1\)

There are two reasons as to why it might not be appropriate to compare Figure 3.18 to Figure 3.15 at face value. The results collected in Figure 3.18 were carried out a significant length of time after the results already reported in this chapter and therefore entailed a repositioned and spatially recalibrated system with a significantly improved leak rate. Whilst modelling available in Reference 1 has already confirmed that the latter should have a negligible impact on most neutral state species concentrations,
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the repositioning provides an additional experimental error (spatial position being defined with an error of ~ 0.5 mm). The repositioning is also the likely explanation behind the appearance of a second low z feature emerging at ~ 2.5 mm in Figure 3.18, not seen in the data presented in Figure 3.15. By comparing the intensities in these Figures (d_{sub} = 17 mm, P = 1.5 kW, p = 150 Torr) at face value, there is an indication that decreasing T_{sub} through use of a thinner spacer wire (0.004″) on the 17 mm substrate has a significant impact on the plasma parameters, despite modelling implying the contrary. The use of a thinner spacer wire results in a relative decrease in low z intensity contribution and a possible uplift of the low z annular emission from z ~ 0 mm (compared to Figure 3.15, which uses d_{wire} = 0.01″).

The source of the low z emission can be identified clearly in the inset of Figure 3.18 (b), whereby for p = 75 and 150 Torr, (P = 1.5 kW) there is a bright annular ring around the periphery of the substrate. For p = 275 Torr, the ring has been displaced by a central emission. The appearance of a second low z intensity featuring at z ~ 2.5 mm is negligible relative to the larger emission contribution, and likely originates from a back-window reflection of the substrate’s far radius annular emission. The annular emission is indicated by a dashed circle within an inset image featuring in Figure 3.18.

Varying P and p under these redefined base conditions (d_{sub} = 17 mm, d_{wire} = 0.004″) demonstrate comparable trends to those already discussed for the 32 mm substrate with a 0.01″ spacer wire (with the enhanced low z emission contribution also behaving comparably); additional P data can be found in the Appendix Figures A3.04 and A3.05.
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3.3.6: Variation of Substrate Temperature

The data presented in this Section were collected in collaboration by John Allden under my supervision, and features in his final year research project contributing towards his undergraduate MSci Chemistry degree. The analysis is my own. The data were collected after yet another repositioning of the reactor and a further improvement on the vacuum leak rate ($X_0$ (leak) ~ 1.1 ppm), i.e. the biggest source of contamination is $X_0$ (O$_2$) ~ 5 ppm from the hydrogen gas. The substrate temperature can be crudely controlled by varying $d_{\text{wire}}$. For $d_{\text{wire}} = 0$ (i.e. absent), it was not possible to indicate the substrate temperature. It is, however, directly in contact with an efficiently water-cooled copper baseplate, so the substrate temperature would not be higher than a few hundred °C. Figure 3.19 demonstrates the effect of varying $d_{\text{wire}}$, under the redefined base conditions, i.e. $d_{\text{sub}} = 17$ mm, $P = 1.5$ kW, $p = 150$ Torr, $F$(H$_2$) = 300 sccm. To alter the wire thickness, however, as with altering the substrate diameter, the chamber must be opened. It is therefore not necessarily reasonable to compare absolute intensities of emissions, and as such Figure 3.19 (b) has been normalised to the maximum ‘mid-height’ intensity, i.e. $z \sim 7$ mm.
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$I(H_2^*)$ spatial distributions and intensities are presented as collected. Note, no such normalisation was required for $I(H_2(d\rightarrow a))$ in Figure 3.19, inferring that $I(H_α)$ is more sensitive to opening / closing the chamber. This might also apply to the substrate data reported in Figure 3.15.

![Figure 3.19: The effect of decreasing spacer wire thickness on (a) $I(H_2(d\rightarrow a))$ and (b) $I(H_α)$ emission profiles, for $d_{wire} = 0''$, 0.004'', 0.008'' and 0.01'' (labelled in the inset) under otherwise base conditions. These $d_{wire}$ values, listed in the inset of Figure (a), yield $T_{sub} \sim$ a few hundred °C, ~700 °C, 1100 °C and 1200 °C respectively.

It is concluded from Figure 3.19 that the low $z$ contribution originating from the substrate periphery is by some means related to $T_{sub}$, but that altering $T_{sub}$ does not significantly shift the height of the low $z$ emission intensity maximum (plausibly implying that plasma parameters in the hot plasma region are generally unaffected). It was observed by eye, that increasing $d_{wire}$ above 0.004” acted to collapse the sheath of the plasma or reduce the sheath size such that there was no apparent visible gap between the plasma and the substrate. Wire thicknesses $d_{wire} = 0.01''$ and 0.004” faithfully reproduce the relative spatial variation of the intensity distributions shown for $d_{sub} = 17$ mm in Figures 3.15 and 3.18 respectively and acts as an experimental confirmation that the relative contribution of the low $z$ emission is somewhat coupled to the substrate temperature. Further, the $\{H_2(d)\}$ reported in Figure 3.16 for $d_{sub} = 18$ mm shows a much closer resemblance to $I(H_2^*)$ with $d_{wire} = 0.004''$, than that of $d_{wire} = 0.01''$, whilst $I(H^*)$ collected with $d_{wire} = 0.01''$ much closer resembles modelled $\{H(n = 3)\}$. 
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3.3.7-E: Addition of Argon - Experiment

There is interest in MW-activated C/H/Ar containing plasmas; the addition of low argon fractions has previously been used for actinometry purposes,\textsuperscript{47} whilst higher fractions can be used to grow nanocrystalline diamond.\textsuperscript{51} The effect of argon addition is to decrease the thermal conductivity of the plasma, and thereby increase $T_g$ and the $[\text{H}]/[\text{H}_2]$ ratio, despite decreasing $X_0(\text{H}_2)$.\textsuperscript{47,51}

The addition of argon at otherwise base conditions (i.e. 32 mm substrate, 0.01″ spacer wire, base $P$ and $p$) can be achieved through method 1, maintaining a constant $F(\text{H}_2) = 300$ sccm and appropriately adjusting the pump rate to maintain a constant pressure, or alternatively by method 2, decreasing the flow of hydrogen in a compensatory manner, such that $F(\text{H}_2) + F(\text{Ar}) = 300$ sccm, whilst maintaining a constant pumping rate. The results reported in Figure 3.20 for $I(\text{H}_2^*)$, $I(\text{H}_\alpha)$ and $I(\text{Ar}^*)$ were collected through method 1, whilst a comparative study focussing on $I(\text{H}_\delta)$ shown in Figure 3.21 was carried out by collaborator Dr. Sohail Mushtaq using method 2. The results are reported as changes of the mole fraction of Ar in the input gas flow and defined as $X_0(\text{Ar}) = F(\text{Ar})/(F(\text{H}_2) + F(\text{Ar}))$. The analysis of all data presented in this Section is my own.

Increasing the mole fraction of argon in the gas flow, from $X_0(\text{Ar}) = 0$ to $X_0(\text{Ar}) = 0.50$ (i.e. 0 % to 50 % of input gas flow), increases $T_{\text{sub}}$ from ~700 °C to ~980 °C as indicated by pyrometry. The first set of results demonstrate that $I(\text{H}_2^*)$ decreases with argon addition. $I(\text{H}_2^*)$ emission reduces more efficiently for $z > 4$ mm than that of the low $z$ ($z \sim 2.5$ mm) contribution for increasing $X_0(\text{Ar})$. Similarly, $I(\text{H}_\alpha)$ drops with the addition of argon for $z > 4$ mm above the substrate, but develops a low $z$ bimodal feature at $z = 2.5$ mm. Figure 3.20 (c) shows $I(\text{Ar}^*)$ increases in a non-linear manner with increasing $X_0(\text{Ar})$ and that this increase varies as a $f(z)$. The low $z$ intensity maximum, featuring at $z \sim 1.6$ mm, increases more rapidly (with increasing $X_0(\text{Ar})$) than $I(\text{Ar}^*)$ for $z > 4$ mm. $I(\text{Ar}^*)$ emission peaks at a lower height than that of $I(\text{H}_2^*)$ ($z \sim 1.6$ mm versus $z \sim 2.5$ mm respectively) and declines to zero by $z \sim 20$ mm. The difference in the maximum location of $I(\text{Ar}^*)$ and $I(\text{H}_2^*)$ could be reflecting a higher mole fraction of Ar partitioning at lower heights (i.e. more effective thermodiffusion).

Method 2 studies were carried out in a carbon-contaminated reactor with an unknown leak – this is evidenced by the presence of trace $\text{CH}(\text{A} \rightarrow \text{X})$ and $\text{CN}(\text{B} \rightarrow \text{X})$ emissions within the experimental data set (not presented in this thesis), and hence $I(\text{H}_\delta)$ has been normalised for base conditions ($X_0(\text{Ar}) = 0$) to discourage comparison of absolute intensities between these different experiments. Despite this, Figure 3.20 demonstrates a qualitative similarity between $I(\text{H}_\delta)$ and $I(\text{H}_\alpha)$ with increasing $X_0(\text{Ar})$, which was performed by method 1 in a carbon-free reactor. Assuming the presence of a small amount of residual carbon does not significantly impact the behaviour of $I(\text{H}_\delta)$ for large $X_0(\text{Ar})$, these data imply that the two methods of varying Ar content are comparable. Under this assumption, the similarity between the two methods show that higher $I(\text{H}^*)$ demonstrate similar behaviour to $I(\text{H}_\alpha)$ with argon addition.
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Figure 2 featuring in Reference 2 illustrates that it is possible to extract out different trends at different heights for $I(H_2^*)$, $I(H^*)$ and $I(Ar^*)$. This is reinforced in Figure 3.20 by comparing the different trends that would be demonstrated at different plasma heights (indicated by a solid lines). Both highlight a key issue with optical emission spectroscopy carried out using an optical fibre (i.e. OES without spatial resolution) and can act as a source of confusion within literature. This point is reinforced by envisioning the relative emission intensity trends at $z \sim 2$ mm, Figure 3.20:

![Figure 3.20: The effect of increasing Argon flow on (a) $I(H_2(d\rightarrow a))$, (b) $I(H_\alpha)$, and (c) $I(Ar^*)$ emission profiles, for $X_0(Ar) = 0, 0.14, 0.25, 0.4$ and 0.50 (labelled in (a) Figure inset). This experiment was carried out with the 32 mm W substrate and 0.01″ spacer wire under otherwise base conditions. The black, red and blue lines represent a low, a mid-range and a higher plasma height respectively.](image-url)
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3.3.7-M: Addition of Argon (continued) - Modelling

The modelling considers an \( F(\text{Ar}) \) dependent impurity contribution associated with the Ar air impurity in addition to the 4.5 ppm air leak attributed to the chamber.\(^2\) Such a calculation returns an impurity level of 4.5, 5.7, 10.3, 11.5 ppm for \( X_0(\text{Ar}) = 0.00, 0.07, 0.33 \) and 0.40 respectively. This, however, neglects the air impurity associated with the hydrogen gas. Further modelling available in Reference 2 demonstrates that varying a leak rate within this range (as was the case in Section 3.3.1 reducing 25 ppm down to 4.5 ppm) has little effect on plasma processes and does not account for the observations made with increasing \( X_0(\text{Ar}) \).

The modelling demonstrates that for an Ar flow fraction, \( X_0(\text{Ar}) = 7\% \), the local mole fraction of Ar, \( X(\text{Ar}) \), reaches \( \sim 3.5\% \) in the plasma core, whilst \( X_0(\text{Ar}) = 40\% \) results in \( X(\text{Ar}) = 25\% \) within the plasma core. This is attributed to the efficient thermodiffusion of Ar (and thermal dissociation of \( \text{H}_2 \) for \( T_g \sim 3000 \text{ K} \), cf. 2900 K in the plasma core when \( X_0(\text{Ar}) = 0 \)).\(^5\) This, in part, explains the spatially-dependent increase of \( I(\text{Ar}^+) \) with increasing \( X_0(\text{Ar}) \) shown in Figure 3.19 (c). For \( X(\text{Ar}) = 25\% \), thermal conductivity and neutral species diffusion coefficients are \( \sim 60 \) and 80 \% of their values when compared to an Ar-free plasma, \( X_0(\text{Ar}) = 0 \), which results in further thermal dissociation of \( \text{H}_2 \) upon introducing and increasing Ar.\(^2,53,54\)

Electrons elastically colliding with Ar have lower rate coefficients compared to an elastic electron collision with \( \text{H}_2 \); for plasma core \( X(\text{Ar}) = 3.5\% \) and 25\%, the ratio of elastic electron coefficients of \( k_{\text{elas}}(\text{e-Ar})/k_{\text{elas}}(\text{e-H}_2) \) are \( \sim 0.3 \) and \( \sim 0.4 \) respectively.\(^2\) Consequently, an increase in core \( X(\text{Ar}) \) results in a decreasing electron collision frequency. This impacts the absorbed power density, \( T_g \), the electric and magnetic fields, the reduced electric field, and consequently the EEDF, which as before produces two characteristic electron temperatures, \( T_e \) and \( T_{\text{tail}} \).

Figure 3.21: The effect of increasing Argon flow (with a compensating decrease in \( F(\text{H}_2) \)) on \( I(\text{H}_\delta) \) emission profiles for \( X_0(\text{Ar}) = 0, 0.17, 0.33, 0.50, \) and 0.67. This experiment was carried out with the 32 mm W substrate and 0.01” spacer wire under otherwise base conditions keeping total flow constant in a C-contaminated reactor.
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For a constant $X(H) = 0.12$, $|E|$ and absorbed power density, $T_e$ would be expected to increase with $X(Ar)$, whilst $T_{tail}$ remains $\sim$ constant. This would be due to a reduction in electron energy loss through rovibrational collisions with $H_2$ (being displaced by Ar and thermal dissociation), whilst the hyper-thermal component would remain unaffected due to Ar holding similar excited state energy levels, and therefore compensating the loss of $H_2$ with EIE and EII interactions of Ar atoms. However, the modelling demonstrates that the addition of Ar results in absorbed power density, $jE$, decreasing by $\sim 30\%$ in the near axial region of the hot plasma core ($z = 10.5$ mm) upon increasing $X_0(Ar)$ from 7 % to 33 %, whilst the reduced electric field drops by $\sim 15\%$ in the plasma core, as indicated in Figure 3.22. This is compensated by an increased $jE$ at an extended $r$ resulting in a radial expansion of the plasma.

It is noted that $\sim 30$-$35\%$ of MW power is absorbed outside of $V_{em}$ for MW-activated Ar/H$_2$ plasmas, where $T_e < 1$ eV but $n_e$ is still within the range of $10^9$-$10^{11}$ cm$^{-3}$. The consequence of a decreased absorbed power density in the near axial region is that $T_e$ remains $\sim$ constant, and $T_{tail}$ decreases.

![Figure 3.22: (a) Axial ($r = 0$ mm ) and (b) radial ($z = 10.5$ mm) variation in $T_e$, REF (indicated by $|E|/N\times a$), and average absorbed power density, $|E|$ for $X_0(Ar) = 7\%$ and 33\%.](image-url)
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3.3.7-M.1 Discussion of Charged Species

As discussed, EII of Ar, described by Process 3.18, is low relative to EII of H₂ and H (Processes 3.06, 3.07) and associative ionization of H* and H₂* with ground state species (Processes 3.05, 3.08 and 3.09). Any Ar⁺ formed is converted rapidly into H₃⁺ through Processes 3.19 and 3.20.²

\[
\begin{align*}
\text{Ar} + e & \rightarrow \text{Ar}^+ + 2e \\
\text{Ar}^+ + \text{H}_2 & \rightarrow \text{ArH}^+ + \text{H} \\
\text{ArH}^+ + \text{H}_2 & \rightarrow \text{H}_3^+ + \text{Ar}
\end{align*}
\]

(3.18) (3.19) (3.20)

Process 3.21 describes electron impact excitation to Ar* excited states. This thesis concerns itself with the Ar(2pᵢ) (i = 1 – 10) states.

\[
\text{Ar} + e \rightarrow \text{Ar}^* + e
\]

(3.21)

In spite of a significantly reduced air leak to that associated with Sections 3.3.1-3.3.5, H₃O⁺ is still predicted to be the prominent ion in the periphery regions beyond \(V_{\text{pl}}\). Some of the more prominent processes occurring within MW-activated H/Ar plasmas are described by Tables 3.3 and 3.4, and additional processes are described in Reference 2. The radial variation in \(n_e\), \(T_g\) and [H] can be seen in Figure 3.23 for \(X_0(\text{Ar}) = 0\%\), 7\% and 33\% at (a) \(z = 10.5\) and (b) \(z = 0.5\) mm. The coloured bars included in Figure 3.23 (a) illustrate the radial extent of which \(V_{\text{pl}}\) increases with increasing \(X_0(\text{Ar})\). It can be seen from Figure 3.23 (b) that [H] and \(T_g\) are more homogeneously spread across the substrate surface with increasing \(X_0(\text{Ar})\), a beneficial advantage for homogeneous diamond growth across larger areas.
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A secondary analysis of dissociative recombination of electrons with these cations reveals $k_{DR}(\text{ArH}^+) << k_{DR}(\text{H}_3^+) < k_{DR}(\text{H}_3\text{O}^+)$ and that total dissociative recombination (and therefore $n_e$) is sensitive on local ion distributions, $X(\text{Ar})$, and the achieved leak rate.

### 3.3.7-M.2: Discussion of Excited Species

By comparing the overall rate for electronic excitation of H*, H$_2^*$ and Ar*, the modelling reveals that $\sim 72\%$ of the input energy expended on electronic excitation is used on H$_2$, whilst H and Ar atom excitation share $\sim 23\%$ and $\sim 5\%$ respectively, of which $\sim 90\%$ excites the lowest excited states; H($n = 2$), H$_2$(B), H$_2$(c), H$_2$(a) and the lowest resonance and metastable states of Ar. 66% of the total excitation is balanced through reactive quenching with H$_2$, e.g. Process 3.14, generating H atoms. Table 3.3 gives rate constants and rates for electron impact excitation and ionisation of Ar, H$_2$ and H under conditions modelled at $r = 0$ mm, $z = 3.5$ mm, where electron driven processes, e.g. electron impact excitation, are modelled to maximise for $X_0(\text{Ar}) = 33\%$, i.e. $T_g = 2713$ K, $X(\text{Ar}) = 0.185$, and $X(\text{H}) = 0.085$. At this point, it is worth recalling from the plasma modelling previously discussed that electronic excitation accounts for $\sim 1\%$ of total absorbed power density. Most absorbed power density manifests in rotational and vibrational excitation of H$_2(X)$.  

---

*Figure 3.23: Radial variation of $n_e$, [H] and $T_g$ calculated at $r = 0$ mm, (a) $z = 10.5$ mm and (b) $z = 0.5$ mm for $X_0(\text{Ar}) = 0\%$, 7\% and 33\% under otherwise base conditions. The green and orange bars represent the radial extent in which emitting species are within an order of magnitude of their peak concentration, i.e. $V_{pl}$. 

<table>
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<tr>
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The modelling reveals additional Ar* couplings with H* and H₂* states via their ground states. As in the MW-activated H plasma case, these are primarily pumped through electron impact excitation of their respective ground states. The production and loss mechanisms are in a strong local balance both axially and radially for $X_0(Ar) = 0.07$ and $0.33$. As with H and H₂, the excitation of higher energy Ar states from low lying metastable states is negligible due to the relative concentration of excited metastable states to ground states ($\sim 10^{-8}$).

The reversible, but direct coupling between H₂*, H* and Ar* excited states leads to a net excitation transfer of H* → H₂* (Process 3.14), H₂* → Ar* (Process 3.22), and Ar* → H* (Process 3.23) with rates given in Table 3.4 at $z = 3.5$ mm. These are negligible for the lower excited states, when compared to EIE of the ground state and reactive quenching / radiative loss mechanisms and as such, a variation of these excitation exchange rates do not significantly affect modelled column density profiles.

Consequently, the prominent formation and loss mechanisms of H and H₂ states are the same as those described for MW-activated H plasmas. Figure 3.24 illustrates on a logarithmic scale the magnitude of rate for prominent processes acting on H, H₂ and Ar, and their excited states, where loss mechanisms of the excited states are plotted with a negative value. Table 3.4 provides the rate of loss (via reactive quenching, near-resonant energy transfer and emission) for excited state species of interest under $T_e = 2713$ K, $X(Ar) = 0.185$, $X(H) = 0.085$ i.e. conditions found at $z = 3.5$ mm for $X_0(Ar) = 33\%$.

<table>
<thead>
<tr>
<th>Process</th>
<th>Excited state</th>
<th>Rate constants, $k_i$ for 18.5% Ar / cm³ s⁻¹</th>
<th>Rate for 18.5% Ar / cm³ s⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.4</td>
<td>H($n = 2$)</td>
<td>$4.4 \times 10^{-12}$</td>
<td>$5.9 \times 10^{16}$</td>
</tr>
<tr>
<td>1.4</td>
<td>H($n = 3$)</td>
<td>$7.2 \times 10^{-14}$</td>
<td>$9.7 \times 10^{14}$</td>
</tr>
<tr>
<td>1.4</td>
<td>H($n = 6$)</td>
<td>$1.5 \times 10^{-15}$</td>
<td>$2.0 \times 10^{13}$</td>
</tr>
<tr>
<td>3.07</td>
<td>H⁺</td>
<td>$1.2 \times 10^{-14}$</td>
<td>$1.6 \times 10^{14}$</td>
</tr>
<tr>
<td>3.02</td>
<td>H₂(d³Π_u)</td>
<td>$3.6 \times 10^{-15}$</td>
<td>$4.3 \times 10^{14}$</td>
</tr>
<tr>
<td>3.06</td>
<td>H₂⁺(X)</td>
<td>$2.0 \times 10^{-15}$</td>
<td>$2.4 \times 10^{14}$</td>
</tr>
<tr>
<td>3.18</td>
<td>Ar⁺</td>
<td>$1.4 \times 10^{-15}$</td>
<td>$4.5 \times 10^{13}$</td>
</tr>
<tr>
<td>3.21</td>
<td>Ar(4p)</td>
<td>$4.5 \times 10^{-14}$</td>
<td>$1.4 \times 10^{15}$</td>
</tr>
</tbody>
</table>

Table 3.3: Rate constants (cf. Tables 3.1 and 3.2) used for H/Ar modelling; electron impact excitation (and ionization) of H($n = 1$) and H₂(X), and Ar($n = 3$) into various excited states, REF = 34 Td, $T_e = 2713$ K, $T_e = 1.57$ eV for $X(H) = 0.085$, $X(Ar) = 0.185$, i.e. rate constants for $X_0(Ar) = 33\%$ with a 10 ppm air impurity at $r = 0$, $z = 3.5$ mm.
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Process 3.14 (c) describes excitation transfer of H($n = 6$) state with H$_2$(X) to form H$_2$(e) and H($n = 1$), whilst Process 3.22 and Process 3.23 describe the reversible excitation transfer between H$_2$(e) with Ar, and Ar* with H($n = 1$) respectively:

\[ \text{H}_2(e) + \text{Ar} \leftrightarrow \text{H}_2(X) + \text{Ar}^* \]  
\[ \text{H}(n = 1) + \text{Ar}^* \leftrightarrow \text{H}(n > 1) + \text{Ar} \]  

Process 3.24 describes an additional loss mechanism for H($n = 2$), which was also included in the original MW-activated H plasma modelling:

\[ \text{H}(n = 2) + \text{H}_2(X) \rightarrow 3 \text{H}(n = 1) \]  

Figure 3.24: Logarithmic plot of the magnitude for the rates of electron impact excitation (EIE), electron impact dissociation (EID), electron impact ionization (EII), excitation transfer (ET) between ground and excited states of Ar, H$_2$ and H, radiative decay (Rad) and reactive quenching (RQ) of excited states under conditions of $T_g = 2713$ K, $X(\text{Ar}) = 0.185$, $X(\text{H}) = 0.085$ i.e. conditions found at $z = 3.5$ mm for $X_0(\text{Ar}) = 33\%$. 

\[ \text{H}_2(e) + \text{Ar} \leftrightarrow \text{H}_2(X) + \text{Ar}^* \]  
\[ \text{H}(n = 1) + \text{Ar}^* \leftrightarrow \text{H}(n > 1) + \text{Ar} \]  

\[ \text{H}(n = 2) + \text{H}_2(X) \rightarrow 3 \text{H}(n = 1) \]
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Table 3.4 demonstrates rate constants and rates for various important processes occurring within MW-activated H/Ar plasmas:

<table>
<thead>
<tr>
<th>Process</th>
<th>Specific Reaction</th>
<th>Rate constant / cm$^3$ s$^{-1}$ unless otherwise stated</th>
<th>Reaction Rate / cm$^3$ s$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.05</td>
<td>H($n = 2$) + H$_2$(X) → H$_3^+$ + e</td>
<td>3.82 × 10$^{-8}$ × $T_g^{0.95}$</td>
<td>1.3 × 10$^{15}$</td>
</tr>
<tr>
<td>3.10</td>
<td>H$_2^+$ + e → H$_2$ + H($n = 2$) or 3H</td>
<td>3.5 × 10$^{-9}$</td>
<td>2.2 × 10$^{14}$</td>
</tr>
<tr>
<td>3.11</td>
<td>H$_2$O$^+$ + e → OH$^+$ + 2H or H$_2$O + H</td>
<td>9.6 × 10$^{-9}$</td>
<td>5.9 × 10$^{13}$</td>
</tr>
<tr>
<td>3.13 (a)</td>
<td>H($n = 1$) + H$_2$(a) → H($n = 3$) + H$_2$(X)</td>
<td>3.3 × 10$^{-10}$</td>
<td>7.0 × 10$^{14}$</td>
</tr>
<tr>
<td>3.13 (b)</td>
<td>H($n = 1$) + H$_2$(e) → H($n = 6$) + H$_2$(X)</td>
<td>7.9 × 10$^{-10}$</td>
<td>2.6 × 10$^{14}$</td>
</tr>
<tr>
<td>3.14 (b)</td>
<td>H($n = 3$) + H$_2$(X) → H($n = 1$) + H$_2$(a)</td>
<td>10$^{-9}$</td>
<td>6.7 × 10$^{13}$</td>
</tr>
<tr>
<td>3.14 (c)</td>
<td>H($n = 6$) + H$_2$(X) → H($n = 1$) + H$_2$(e)</td>
<td>6.0 × 10$^{-10}$</td>
<td>3.5 × 10$^{14}$</td>
</tr>
<tr>
<td>3.16</td>
<td>H$_2^+$ + H$_2$(X) → products</td>
<td>Assumed 2.2 × 10$^{-10}$</td>
<td>9.7 × 10$^{16}$</td>
</tr>
<tr>
<td>3.17 (e)</td>
<td>H$_2$(B$^1Σ_u^+$) → H$_2$(X$^1Σ_g^+$) + γ</td>
<td>4.6 × 10$^7$ s$^{-1}$</td>
<td>4.2 × 10$^{16}$</td>
</tr>
<tr>
<td>3.17 (d)</td>
<td>H$_2$(a$^3Σ_u^+$) → H$_2$(b$^3Σ_u^+$) + γ</td>
<td>9.0 × 10$^7$ s$^{-1}$</td>
<td>4.3 × 10$^{16}$</td>
</tr>
<tr>
<td>3.22 (a)</td>
<td>Ar + H$_2$(e) → Ar(4p) + H$_2$(X)</td>
<td>3.0 × 10$^{-10}$</td>
<td>2.2 × 10$^{14}$</td>
</tr>
<tr>
<td>3.22 (–a)</td>
<td>H$_2$(X) + Ar(4p) → Ar + H$_2$(e)</td>
<td>2.0 × 10$^{-11}$</td>
<td>4.3 × 10$^{14}$</td>
</tr>
<tr>
<td>3.23 (a)</td>
<td>H($n = 1$) + Ar(1$^3Σ_g$) → H($n = 3$) + Ar</td>
<td>2.4 × 10$^{-11}$</td>
<td>2.4 × 10$^{14}$</td>
</tr>
<tr>
<td>3.23 (b)</td>
<td>H($n = 1$) + Ar(4p) → H($n = 6$) + Ar</td>
<td>3.0 × 10$^{-11}$</td>
<td>7.4 × 10$^{14}$</td>
</tr>
<tr>
<td>3.24</td>
<td>H($n = 2$) + H$_2$(X) → 3H($n = 1$)</td>
<td>10$^{-9}$</td>
<td>6.1 × 10$^{16}$</td>
</tr>
<tr>
<td>3.25</td>
<td>H$_2$(X) + Ar(1$^3Σ_g$) → Ar + 2H</td>
<td>7 × 10$^{-11}$</td>
<td>4.6 × 10$^{15}$</td>
</tr>
<tr>
<td>3.26</td>
<td>Ar(4p) → Ar(1$^3Σ_g$) + γ</td>
<td>2 × 10$^7$ s$^{-1}$</td>
<td>1.1 × 10$^{13}$</td>
</tr>
</tbody>
</table>

Table 3.4: Example rate constants and rates for some of the prominent / additional reactions involving excited states of Ar*, H$_2$*, and H* under conditions of $T_g = 2700$ K, $X$(Ar) = 0.185, $X$(H) = 0.085 ($X$(Ar) = 33%, z = 3.5 mm, r = 0 mm) under otherwise base conditions. Further reactions including the lower lying metastable states can be found in Reference 2.

The experimentally observed Ar* transition at 811.5 nm, Ar(2$p_9$ → 1$s_5$) in Paschen notation, has an Einstein-A emission coefficient of 3.31 × 10$^7$ s$^{-1}$, whilst the modelling within Reference 2 and described by Tables 3.3 and 3.4 concerns itself with Ar(4p) states, which represent the sum of all Ar(2$p_i$) ($i = 1$ – 10) states. By changing the Ar state of interest, there are no significant consequences on the discussion or experimental observations; Reference 2 demonstrates that other 2$p_i$ emitting states have indistinguishable experimental behaviour (e.g. $λ = 696.56$ nm features Ar(2$p_2$ → 1$s_3$)), which has an Einstein emission coefficient of 6.8 × 10$^6$ s$^{-1}$ in the context of MW-activated H/Ar plasmas operating at $p = 150$ Torr. The similar behaviour exists in spite of substantially different Einstein-A emission coefficients, as emission is not a dominant loss process of Ar*, as can be seen in Figure 3.24 and Table 3.4. Therefore, a change in monitored Ar state (and the associated Einstein-A coefficient) makes no significant difference to $I$(Ar*)($z$, $X$(Ar)) or the conclusions reached by the 2-D plasma modelling of MW-activated H/Ar plasmas.
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The radial \((z = 10.5 \text{ mm})\) and axial \((r = 0 \text{ mm})\) variation of \(\text{H}^*, \text{H}_2^*, \text{Ar}^*\) and ion number densities can be seen in Figures 3.25 and 3.26 respectively for \(X_0(\text{Ar}) = (a) \ 0.07\) and \((b) \ 0.33\). A careful comparison of Figures 3.25 \((a)\) and \((b)\) demonstrates a subtle increase in \(\text{ArH}^+\) and \(\text{H}_2\text{O}^+\) introduced through increasing \(X_0(\text{Ar})\), and its associated air contamination, as outlined above. There are drops in \(\text{H}^*\) and \(\text{H}_2^*\) due to the decrease in \(T_{\text{tail}}\), as well as increased quenching, however their radial extent increases. \(\text{Ar}^*\) comparatively increases, as would be expected for increasing \(X_0(\text{Ar})\). Comparatively, the axial height of the emitting plasma decreases upon increasing \(X_0(\text{Ar})\); this is in part a consequence of the fractional partitioning of \(\text{Ar}\) under steady-state, which results in higher \(X(\text{Ar})\) in cooler regions of the plasma, and acts to quench the energy of hyper-thermal electrons, i.e. reducing the number of electrons with sufficient energies \((e \geq 10.2 \text{ eV})\) available to excite the high energy states of \(\text{H}, \text{H}_2\) and \(\text{Ar}\). The change in axial variation of these species with increasing \(X_0(\text{Ar})\) can be seen by comparing Figure 3.26 \((a)\) and \((b)\).

![Figure 3.25: Radial variation \((z = 10.5 \text{ mm})\) of ions, \(\text{H}_2^*\), \(\text{Ar}^*\), and \(\text{H}^*\) within \(\text{Ar/H}_2\) plasmas with \(X_0(\text{Ar}) = (a) \ 7\%\) and \((b) \ 33\%\) under otherwise base conditions (i.e. \(P = 1.5 \text{ kW}, p = 150 \text{ Torr})\).](image)
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The modelled column densities of the studied H*, H₂*, and Ar* states are shown in Figure 3.27 and reproduce experimental trends (overlapped) with a similar level of agreement to that seen by H* and H₂* in MW-activated H plasmas. The spatial disparity again may arise from deviation of calculated and realised electromagnetic fields in the near substrate region, an incompleteness of the kinetics describing excited state species and their interdependencies, and perhaps the neglect of a process generating high temperature electrons at low z, e.g. through ionization. For further insight into this brief description of MW-activated H/Ar plasmas, please refer to Reference 2.
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3.3.8: Addition of an Al₂O₃ substrate

This final study, carried out and analysed by John Allden, simply demonstrates the effect that placing a 3.4 mm × 3.4 mm × 1.0 mm Al₂O₃ substrate has on the H-Balmer emissions under otherwise base conditions \( (d_{\text{sub}} = 32 \text{ mm, } d_{\text{wire}} = 0.01" ) \). The ambition of this study was to investigate whether emissions originating from excited states of etched Al were sensitive enough to sample the thermal component of the EEDF. Al atoms might make a desirable plasma emitter due to the numerous and spaced excited state levels of Al, which range between energies of 3 and 5.98 eV, where 5.99 eV is the ionization energy of Al. States populated by EIE would therefore allow access to the thermal component of the

---

Figure 3.27: Experimental emission profile measurements (dashed lines labelled with associated \( X_0(Ar) \) labelled in the inset of (a)) and modelled column density profiles (indicated by symbols with associated modelled \( X_0(Ar) \) labelled in the inset of (b)) for (a) \( I(H_2(d \rightarrow a)) \) and \{H₂(d)\}, (b) \( I(H\alpha) \) and \{H(n = 3)\}, and (c) \( I(Ar^+) \) and \{Ar^+\} for the various \( X_0(Ar) \) indicated in the Figure inset. The experimental work was carried out with the 32 mm W substrate and 0.01" spacer wire under otherwise base conditions and has previously been reported in Figure 3.20.
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EEDF. Whilst this ambition was unfruitful, the presence of such a substrate did demonstrate by eye, a substantial perturbation to the H plasma and a strong emission originating from the surface of the Al$_2$O$_3$ substrate, somewhat comparable to the annular emissions observed for $d_{\text{sub}} = 17$ mm. The Al$_2$O$_3$ substrate reached $T_{\text{Al}_2\text{O}_3} \sim 1450$ K, but only produced two dominant pairs of emission intensities originating from excited states of Al in the gas phase. These spatial distributions can be found with further studies and discussion in John Allden’s dissertation. The $z$-dependent spatial distribution of the H Balmer emission intensity can be seen in Figure 3.28:

![Image](image.png)

Figure 3.28: Normalised $I(H^\ast)$ for $d_{\text{sub}} = 32$ mm, $P = 1.5$ kW, $p = 150$ Torr, $d_{\text{wire}} = 0.01$” with (grey line) and without (blue dashed line) a piece of Al$_2$O$_3$ present. The inset photograph was taken under base conditions and demonstrates the appearance of a typical plasma with Al$_2$O$_3$ present. The photograph and new data piece were taken and analysed by John Allden.

The presence of an Al$_2$O$_3$ substrate substantially alters the appearance of the plasma, as can be seen in the inset of Figure 3.28. Again, there is a low $z$ enhancement to $I(H^\ast)$ upon the addition of a small piece of Al$_2$O$_3$. $I(H^\ast)$ can be seen to maximise at $z \sim 2$ mm and at a much lower height of $z \sim 3.5$ mm. It is apparent in the photograph that the substrate was red hot under most investigated conditions. The surface is also illuminated from bright optical emissions, perhaps comparable to those seen with the small substrate. The ‘flame-like’ appearance above the substrate could be reflecting an enhanced $n_e$ arising from ionization of localised gas phase Al, which has an ionization energy of 5.99 eV, significantly lower than any other species in a MW-activated H plasma. The effect of introducing a low ionization energy gas phase ‘contaminant’ into a MW-activated H plasma is demonstrated more clearly in Chapter 6, but generally such a component in the plasma acts to increase $n_e$ and consequentially decrease $T_{\text{tail}}$. The additional electron source will act to fundamentally alter the absorbed power density distribution within the plasma, enhancing $T_e$ and electron driven processes (e.g. electron impact excitation and electron impact dissociation of H$_2$, generating H atoms). There is likely also an enhancement of electric fields in the vicinity of the Al$_2$O$_3$ substrate, as evidenced by the bright substrate glow in the inset photograph and the bimodal distribution of $I(H^\ast)$ both featuring in Figure 3.28. Combined, these effects will alter [H], $n_e$, and therefore $I(H^\ast)$. Additional studies and plausible explanations are presented in John Allden’s thesis.
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3.3.9: Speculation on Emissions Originating from Low Plasma Heights

Within the results discussed, there have been 6 parameters which demonstrate either an absolute or relative (in the case of Argon addition) enhancement to H and/or H\textsubscript{2} emissions at low plasma heights ($z$ \leq 3 mm). These parameters were: (i) decreasing pressure, (ii) increasing MW input power, (iii) decreasing substrate diameter, (iv) increasing spacer wire thickness (when a small substrate is present), (v) addition of significant argon fractions, and (vi) the addition of an Al\textsubscript{2}O\textsubscript{3} substrate.

For (i) decreasing pressure, (ii) increasing input power, and (v) increasing argon, ($d_{\text{sub}} = 32$ mm and $d_{\text{wire}} = 0.01^{\prime\prime}$ wire), these emissions enhance emission maxima at $z \sim 2.5$ mm, i.e. at the axial height where the reduced electric field maximises for a 32 mm substrate. In the case of (i) and (ii) the increases are attributed to an enhanced (reduced) electric field strength, whilst for Ar addition, these are attributed to reactive quenching and near-resonant energy transfers between excited states of Ar, H\textsubscript{2} and H with ground state species. The modelling successfully replicates the observed enhancement of $I(H^{*})(z = 2.5$ mm) and $I(H_{2}^{*})(z = 2.5$ mm) behaviour for $X_{0}(\text{Ar})$ at a higher, but approximately constant plasma height, implying that the modelling is correctly describing the behaviour of Ar and the impact that Ar has on the plasma shape (e.g. radial expansion and increased homogeneity at low plasma heights), plasma parameters (e.g. the reduced electric field and the EEDF) and physical processes (for example, the coupling between excited states of H, H\textsubscript{2} and Ar with their ground states). The offset between modelled and experimental maxima may be the result of modelling resolution (1 mm) with a lower resolution perhaps required to describe the full spatial variation of the EM fields or an experimental spatial calibration error (estimated to be \sim 0.5 mm). Comparatively, with pressure, the modelling accurately captures $I(H_{2}^{*})(z)$ at high pressure ($p = 250$ Torr), but Figures 3.13 (a) and 3.14 demonstrate an increasing disparity between model and observed intensities (at low $z$) for lower pressures. The modelling infers that peak intensities of $I(H_{2}^{*})$ should relocate towards the centre of the plasma, whilst experimentally it is observed to remain constant at $z = 2.5$ mm for $p \geq 75$ Torr, below which there is an indication that the $I(H_{2}^{*})$ maxima is relocating to a slightly higher $z$. The modelling also infers that the $I(H^{*})$ maximum should relocate as a $f(p)$, which is not presently observed for the 32 mm substrate (but is observed for $d_{\text{sub}} = 17$ mm). The difference between experiment and model implies that the model is likely not capturing the pressure-dependent behaviour of the reduced electric field, the electron density and/or is missing complete physical kinetics, particularly at low plasma pressures and heights.

Further modelling with H/Ar plasmas, provided in Reference 2, reveals that there is an additional contribution behind the low $z$ emission from dissociative recombination occurring close to the substrate edge, however it is deemed unlikely to be contributing in any significant manner to the observed $I_{\text{em}}(z)$ intensity profiles.

Decreasing the substrate diameter to 17 mm ($d_{\text{wire}} = 0.01^{\prime\prime}$, otherwise base conditions) demonstrates an enhancement to the low $z$ emission contribution, maximising at a lower height of $z \sim 0$ mm. The
modelling successfully captures an increase in $I(H^*)$ and $I(H_2^*)$, at a lower height than that modelled for $d_{\text{sub}} = 32$ mm. This additional emission is clearly identified in subset images to be originating from a luminescent ring surrounding the diameter of the 17 mm substrate, and is reflecting the substrate’s sharp edges being closer to the plasma (and therefore in proximity to stronger electric fields) due to the smaller radius of the substrate. The stronger fields, combined with the additional thermionic electrons attributed to the larger $T_{\text{sub}}$, likely results in contributing to the additional emissions (by increasing $n_e$, $E/N$, and therefore EIE events). If correct, such effects could also be observed on larger substrate diameters at operating powers larger than those currently explored. The edge contribution for small substrates additionally prevents the pinpointing of the axial $I(H_2^*)$ and $E/N$ maxima for $r = 0$ mm, which are inferred (by the modelling) to maximise at a lower plasma height than for the 32 mm substrate.

The experimental intensities originating from the substrate circumference are prone to experimental error from the intensity eclipsing the substrate, however the reported results are taken at face value. As before, the modelling demonstrates an offset, but additionally produces an incorrect relative contribution for $I(H_2^*)$ (perhaps due to not fully capturing the coupling between $H^*$ and $H_2^*$) and fails to capture the bimodal distribution of $I(H^*)$. The difference in height, and the failure to capture the bimodal behaviour of $I(H^*)$, are in part reflective of the modelled resolution, however the modelled profiles also suggest that the cause of the luminescent circumference emission is an effect not captured.

The modelling, does, however reveal that changes to ground state species are negligible and therefore cannot account for the observed experimental intensity changes, implicit that these are effects related to $n_e$, the reduced electric field, $T_{\text{sub}}$, and the previously discussed couplings that these parameters have to other plasma parameters (and the physical processes occurring). The minimal changes in $I(H_2^*)$ for $z > 3$ mm (i.e. emissions originating from the hot plasma region) perhaps infers that the plasma parameters are not varying significantly in this region.

A study of $d_{\text{wire}}$ ($d_{\text{sub}} = 17$ mm) demonstrates that the relative low $z$ contribution is enhanced with an increased spacer wire thickness under otherwise base conditions. It is thought that the sheath is observed to collapse (by eye) for $d_{\text{wire}} \geq 0.004$". The increase in $T_{\text{sub}}$ with increasing $d_{\text{wire}}$ is reflecting the increase in separation distance (and the consequential decrease in thermal conductivity) between the substrate and the water-cooled base plate. This results in an enhanced power density being absorbed by the substrate (for a constant power density / surface H atom recombination / ion flux toward the substrate), some of which would be partitioned as additional thermal energy and blackbody irradiation (and might initially act to increase the rate of H atom recombination and generate additional heat until the system reaches a steady-state at a higher $T_{\text{sub}}$). If the findings by Gicquel et al. (describing the impact that $T_{\text{sub}}$ has on $n_e$ and $T_e$ in the hot plasma region, as discussed in Section 3.1) apply to the electron density surrounding the circumference (assuming that these emitting states are predominantly pumped by electron impact excitation), then the most likely explanation would be that the reduced electric field
surrounding the substrate diameter is enhanced with a thicker spacer wire resulting in hotter electrons (rather than an increased electron density). It is not clear, however, that the arguments put forward by Gicquel et al. necessarily apply to these circumferential emissions, which were not present in their study. An alternative explanation would be that there are additional electrons present from thermionic emission of electrons by the substrate (due to a significantly increased $T_{\text{sub}}$), or a combination of both. What is apparent, however, is that $I(H_2^*)(z \geq 2.5 \text{ mm})$ was insensitive to opening / closing the chamber and changes in $d_{\text{wire}}$ (and therefore $T_{\text{sub}}$) inferring minimal changes to the hyper-thermal component of the EEDF within the hot plasma regions. This finding agrees with the general conclusion from Gicquel et al., who report that changes in $T_{\text{sub}}$ had minor effects on $T_e$ ($\sim 15\%$ changes) and a negligible impact on $n_e$ (for MW-activated C/H plasmas operating at comparable pressures and higher powers).

The impact that varying these parameters (except for (i) pressure and (v) Al$_2$O$_3$ substrate), is to significantly enhance the substrate temperature. The Al$_2$O$_3$ substrate itself reaches a temperature of $\sim 1450 \ ^\circ\text{C}$. Thermionic electrons emitted from the substrate could produce electrons at low plasma heights, consequently increasing absorbed power density and pump high energy excited states of H, H$_2$ (and Ar when present) via electron impact excitation. This explanation may seem simplistic / unlikely based on energetics alone, as the tungsten substrate temperature, $T_{\text{sub}}$, does not exceed $1400 \ ^\circ\text{C}$ ($\sim 0.144$ eV) under any investigated condition, yet the work function of W is $\sim 4.47$ eV for the (111) surface. However, across the whole substrate surface, there must be a contribution of electron density. There might also be additional methods for generating additional electrons and/or enhancing the reduced electric field strength at low plasma heights, such as thermionic emission and ion bombardment of the substrate, as mentioned.

Figure 3.29 reproduces normalised $I(H^*)$ datasets for no wire, $d_{\text{wire}} = 0.004\"$ and $0.01\"$, $d_{\text{sub}} = 17 \text{ mm}$, under otherwise base conditions with $25 \text{ ppm} \geq X_0(\text{leak}) \geq 4.5 \text{ ppm}$ and $\sim 1.1 \text{ ppm}$ (neglecting the air impurity associated with the hydrogen feed gas). Despite the substantial improvement on the leak rate, which Reference 1 infers (that decreasing the leak from 25 ppm to a lower air leak of 5 ppm) might act to change the prominent cation from H$_3$O$^+$ to H$_3^+$ in the plasma core, (decreasing the electric field by a few percent and acts to increase $n_e$ slightly due to the faster dissociative recombination rates of H$_3$O$^+$ versus H$_3^+$ with electrons and therefore slightly decreasing $T_{\text{tail}}$). Figure 3.29 demonstrates that there is an indistinguishability (outside of experimental error) between the low $z$ intensities (relative to intensity at higher $z$) for $I(H^*)$ and $I(H_2^*)$ with the investigated leak rates. This infers that the low $z$ contribution are either insensitive to change of prominent cation and the associated difference in their recombination rates in MW-activated H plasmas with moderate leaks or that the contamination from the hydrogen gas impurities are significantly larger than the air impurity sourced from the chamber leak rates.
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Further experiment / modelling available in Reference 2, reveals an additional possibility for generating electrons at a low plasma height. Reference 2 reports the appearance of Cu emissions originating from the reactor copper baseplate upon the introduction of Ar (and Kr). The Cu emissions demonstrate a clear correlation with the calculated steady-state concentration of ArH+ (but not other more prominent cations, i.e. H3+, H3O+) at \( z \approx -3 \) mm, maximising between \( R_{\text{sub}} + 1.5 < r < R_{\text{sub}} + 4 \) mm, i.e. at a radial distance extending that of the W substrate radius, just above the water-cooled copper base plate, noting that \( z = 0 \) mm defines the top of the 3 mm thick W substrate. This contrasts to the behaviour of \( n_e \) modelled at \( z = 0.5 \) mm and 10.5 mm (\( r = 0 \) mm), whereby \( n_e \) increases. This observation is potentially interesting in the context of the hitherto unexplained low \( z \) emissions, as it provides evidence that ions are bombarding the metallic base plate surfaces with enough energy to sputter metal atoms. If ArH+ bombardment of the baseplate can sputter Cu, it is plausible that ions accelerating across the sheath could ionize (as well as heat) the W substrate and that increasing the spacer wire thickness (i.e. decreasing the thermal conductivity of the 17 mm substrate) might act to increase the energy partitioned as ionization and thermal heating of the substrate. Further, sputtered metal could ionize within its own right generating an additional source of electron density at lower plasma heights. Figure 3.29 provides evidence that if this hypothesis is correct, this mechanism may well be indiscriminate of prominent cation in MW-activated H plasmas so long as they hold comparable ionization energies.

In the context of MW-activated H/Ar plasmas, however, the discussion on the relative increase of plasma emission intensities at \( z = 2.5 \) mm (\( d_{\text{sub}} = 32 \) mm) is deemed most likely to be the result of changes in physical processes (e.g. introduction of near-resonant energy transfers between highly
excited states of Ar with H and H\textsubscript{2}), the reduced electric field strength, the increase in \(T\), which in its own right results in higher dissociation of H\textsubscript{2} and more H atom recombination reactions on the substrate surface, resulting in an enhancement of \(T\) and additional thermionic electrons being emitted by the substrate. These are in addition to the substitution of H\textsubscript{2} with Ar, which preferentially diffuses due to its heavier mass, contributing to enhanced heat transfer.

Emissions at low \(z\) can be enhanced and relocated through use of a smaller substrate, whilst the absolute (and relative) contribution can be manipulated through varying wire thickness. These effects are in part captured by modelling. Perhaps, the differences (particularly in height) can be accounted by stronger electric fields, encouraging an enhancement in \(T\), \(n_e\), (via thermionic emission and ion bombardment of the substrate), and therefore increased absorbed power density, \(T\) near to the substrate as a \(f(r)\). The result is in an enhanced \(T\) from H recombination events, which contributes further thermionic electrons, which are accelerated across the enhanced fields wrapped around the substrate, producing the annular emissions observed around the substrate edges. Some of these effects were not deliberately included in the modelling. This conclusion would be entirely consistent with the proposed explanation provided by Yamada \textit{et al.} give for concave/convex grown CVD diamond in MW-activated C/H plasmas, discussed in Chapter 1.\textsuperscript{58}

The addition of an Al\textsubscript{2}O\textsubscript{3} substrate does not significantly affect the metal substrate temperature, \(T\), however it does demonstrate a clear plasma perturbation. The Al\textsubscript{2}O\textsubscript{3} reaches \(T\) \(~1450\) K under otherwise base conditions and demonstrates a bright glow. Without an understanding of MW-activated H/Al plasmas, it is difficult to draw any definitive conclusions about the final experiment. It is proposed that in addition to the effects aforementioned, the presence of gas phase Al might act to enhance \(n_e\) and perturb the local physical parameters / gas phase processes at low \(z\), where Al is thought to be localised (given the source of the aluminium, see the silicon etching experiments in Chapter 6, Section 6.3.8). This would act to enhance emissions at low \(z\) (observed) and decrease their relative contribution with an enhanced \(T\) (due to the enhanced [Al], \(n_e\), and the associated decrease in \(T\)). This is indicated in the additional results reported by John Allden in his dissertation regarding Al\textsubscript{2}O\textsubscript{3} (which were investigated as a \(f(T, d_{wire})\)) and additional parameter spaces (e.g. pressure and power)).\textsuperscript{59} Were his results to be taken at face value, many of these results contrast to the intensity behaviours observed in this chapter without the presence of an Al\textsubscript{2}O\textsubscript{3}. This leads to an interesting question of what process, or processes, lead to the introduction of substrate material into the gas phase? Thermal decomposition? Hydrogen etching? Ion bombardment? It is not possible to speculate on whether the observations are material, size, height or shape dependent without more thorough investigations. It is feasible that thermionic emission and ion bombardment (also resulting in ionization) could also apply to an Al\textsubscript{2}O\textsubscript{3} substrate. Without additional studies, however, there is little point speculating. What is clear from Figure 3.28, however, is that the combined presence of a small Al\textsubscript{2}O\textsubscript{3} substrate and the associated etched gas phase Al significantly perturbs the H-Balmer emission profile and enhances the low \(z\) component
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identified in this Chapter. There is room for further investigation and the impact of Al incorporation has on the plasma processes, as well as holding a low ionization energy, the chamber walls are made from Al. Related emissions are noted at $\lambda = 394.12$ and $395.97$ nm (assuming $\sim -0.2$ nm offset) when using extreme conditions (e.g. the small substrate) are investigated. Emissions featuring at similar wavelengths are also noted in MW-activated C/H plasmas (although it is worth noting, C atoms also emit at such wavelengths from a high energy state, highlighting an additional challenge when using OES; the ability to distinguish between different species emitting at overlapping wavelengths).

W also has a lower ionization energy of 7.86 eV$^{59}$ (cf. any other species present in a MW-activated H plasma, see Table 6.2 in Chapter 6). Could lower concentrations of [W] generally be present within MW-activated H plasmas? If so, what processes are involved in the introduction of W, are they the same? Could the low $z$ enhancement of emission intensities be due to a more subtle increase in $n_e$ from the presence (and changes in concentration) of gas phase [W] when altering wire thickness with a smaller W diameter substrate? What would happen to these contributions upon the addition of methane?

3.4: Conclusions

Chapter 3 has explored the complicated interdependencies between spatially variant plasma parameters and the prominent gas phase processes occurring within MW-activated H (and H/Ar) plasmas (for instance, the MW electric field and absorbed power density $\leftrightarrow$ gas temperature, number density of gas phase species, reduced electric field strength $\leftrightarrow$ electron energy distribution function, ionization rates, chemical kinetic rates, physical processes, such as diffusion, $\leftrightarrow$ electron density, ion distributions, ground state species distribution $\leftrightarrow$ MW electric field and absorbed power density) and how these vary with changes in operating conditions of MW-activated H plasmas. This has been achieved through combining spatially-resolved optical emission studies on three H$_2$ emission bands and the H Balmer series emissions as a function of $P, p, d_{sub}$, a combination of these, and argon fraction with the first self-consistent 2-D physical chemical kinetic modelling of a MW-activated H plasma (which was developed from the results reported in this chapter).

The modelling rationalises the observed distribution of various $\{\text{H}_2^*\}$ and $\{\text{H}^*\}$ states (via their emitting intensities) and identifies the significant formation and loss mechanisms associated with these gas phase species. It also adds clarity to the relative importance of considered processes, providing a rationale as to how variations in the plasma contents and parameters impact the physical characteristics of the plasma (e.g. size, ion distributions, etc) and the plasma processes, thereby providing a rationale behind the experimentally observed intensity changes under the studied parameter ranges.

In relevance to the extended title of this thesis, “Alternative Excitation Mechanisms Occurring within Microwave-activated Plasmas Operating under Conditions Relevant to the Hydrogen Termination, Etching, and Chemical Vapour Deposition of Diamond”, the modelling highlights an intimate coupling
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between H* and H₂* through their ground states under all investigated conditions. Whilst this coupling does not affect the spatial distributions of the excited states (or their respective spatially-resolved emissions) for a single condition, which primarily reflects their excitation via electron impact (i.e. the pumping of these excited states) and perhaps their quenching, such couplings between excited and ground states are required to explain the complicated P and p dependencies of H* and H₂*. Such couplings between these excited state species highlight a significant flaw on using Boltzmann plot analyses of H₂* emission bands to calculate \( T_{\text{vib}} \) and \( T_{\text{rot}} \) and is likely why such analyses produces underestimations of \( T_e \).

Further, this finding has implications on indicating the variation in \( T_e \) and \( T_{\text{tail}} \) when monitoring H Balmer intensity ratios as a function of process conditions (in addition to the issues raised in Chapter 1, Section 1.5, e.g. the differences in energy of H(\( n \)) states are small relative to electron energies being probed etc), particularly as different H(\( n \)) states couple to different H₂* states, highlighting additional issues with relying on H Balmer emission ratios for estimating \( T_{\text{tail}} \) or \( T_e \) under the investigated parameter ranges.

In spite of these significant findings, the study confirms that \( I(H_2^*) \) is (generally) more reflective of the hyper-thermal component of the EEDF (e.g. under base conditions, \( I(H_2^*) \) was found to maximise at \( z \sim 2.5 \) mm, where the reduced electric field \( |E|/(N \times a) \), \( T_e \), and absorbed power density all maximise). This contrasts to the H Balmer series and their spatial variations, which require additional considerations, e.g. H production, diffusion considerations etc. For a single condition, however, either method might still be indicative of the spatial variation of \( T_{\text{tail}} \) and the reduced electric field variation.

The addition of argon introduces further couplings between Ar* and H, H₂, as well as H* and H₂* with Ar via near resonant excitation transfer processes. Whilst this is not thought to significantly impact ground state spatial distributions for a single condition (at low Ar fractions) and has been demonstrated to have a significantly lower rate than other, more prominent, excitation / quenching processes, there is still the possibility that such couplings may have similar implications with regards to actinometry and the underpinning assumptions, particularly when investigating intensity ratios and their variation with changes in operating conditions at a constant height. At the very least, these findings provide an additional uncertainty to prior actinometry measurements carried out under conditions comparable to those investigated in this chapter.

By establishing the prominent processes, their interdependencies with one another, and their coupling to the physical plasma parameters, it has been possible to speculate on the effect of varying additional parameter spaces, such as substrate diameter and substrate temperature. These parameters have been found to significantly enhance the intensity of a previously unreported component of the H* and H₂* emission contribution close to the substrate, whilst Ar addition quenches these emissions at all plasma
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heights but enhances the relative contribution of emissions featuring at low \( z \), as shown in Figures 3.20 (a) and (b), and Figures 3.27 (a) and (b).

These effects can, in part, be explained through changes in the plasma parameters (e.g. MW EM fields, gas temperature, the reduced electric field, substrate temperature) and the prominent processes occurring at low plasma heights (and on the substrate surface, e.g. H atom recombination and electron thermionic emission from the substrate). The low \( z \) emission has been speculated to be insensitive to prominent plasma ions (in the case of changing between \( \text{H}_3^+ \) and \( \text{H}_3\text{O}^+ \)), but highly sensitive to \( X_0(\text{Ar}) \), \( d_{\text{sub}} \) and perhaps \( d_{\text{wire}} \). It is speculated that the cause of these emissions could be a significantly increased \( n_e \) (through electron thermionic emission from the substrate and ion impact ionization of the substrate), near-resonant energy transfers, changes in \( T_{\text{tail}} \), or in the case of Ar, near-resonant energy transfers, as described above.

There is a spatial disparity between experiment and plasma modelling. This is particularly noticeable at low pressures, upon the addition of argon and the decrease in \( d_{\text{sub}} \). This may be the result of underestimated electric field strengths, unknown or neglected plasma processes, or the spatial resolution (1 mm) failing to capture the full variation of the electric and magnetic fields.

Despite a significant portion of the experimental work presented in this chapter being carried out with a relatively high leak rate (25 ppm of air, which includes 5 ppm \( \text{O}_2 \)), further modelling concluded that reducing the leak down to 5 ppm in the plasma core (i.e. 1 ppm \( \text{O}_2 \)), does not significantly affect plasma parameters or the general conclusions drawn in the, only the prominent cation species (\( \text{H}_3\text{O}^+ \) rather than \( \text{H}_3^+ \)) and the rate of ion-electron recombination. The leak rate does not fundamentally affect the conclusions drawn in this chapter.

Aside from the spectroscopic implications already inferred, there have been some interesting findings relating to diamond growth, which have been highlighted in this work. These include, but are not limited to: the effect that decreasing (increase) substrate diameter and introducing argon addition may have; a smaller substrate diameter enables access to higher power density without (allegedly) compromising the plasma size (according to the 2-D plasma model, by eye, the visible plasma appeared somewhat smaller when operating with a smaller substrate, although this is not evidenced within the optical emissions). Without a compensatory decrease in wire thickness, this parameter space leads to a higher uncontrolled substrate temperature and appears to collapse the sheath. Comparatively, a larger substrate acts to enhance \( |E|/N \) (and plasma) uniformity across the substrate.

Further, it is noted that argon contributes to a significant MW power absorption beyond the visible plasma resulting in a radial expansion, and an enhanced uniformity in [H] close to the substrate. This could enable homogeneous diamond growth across larger exposed surface areas – larger fractions of
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argon also also act to increase gas temperature, consequently increasing [H]/[H₂] in the plasma core despite a decrease in X₀(H₂).

The effect of combining both parameters might also be to alter MW field strengths closer to the substrate, which could be manipulated to facilitate further gas processing with an increase in \( T_g \). The resulting increase in \( T_{\text{sub}} \) can be controlled through a compensatory decrease in spacer wire thickness.

Perhaps one way that these parameters could be combined to compliment one another would be to use a larger substrate with Ar addition; the use of a larger substrate will act to reduce the absorbed power density (and \( T_g, T_{\text{sub}}, \) and \( E/N \)), but provide a larger surface area to place diamond substrates to grow on, whilst introducing Ar may act to enhance the plasma uniformity across the substrate diameter and \( T_{\text{sub}} \), facilitating a more homogeneous growth over larger surface areas. Manipulation of the spacer wire could act to fine-tune the diamond substrate temperature.

Further experimental (and theoretical) work would act to strengthen this chapter. Such work would include a verification of the observed trends with a significantly lower air leak rate (and controlled gas impurities), longer accumulated studies (to improve signal/noise) for investigating higher H* emitting states within the H Balmer series, for more careful probing of subtler differences between different H* and H₂* emissions, which have been hinted at in this chapter (for instance, both H₂ triplet emissions appear to quench with the same pressure dependence, whilst H₂ singlet emissions appeared to quench more rapidly with increasing pressure).

Perhaps, more relevantly for diamond growth, these findings should be verified in the presence of methane. The impact methane has on the low plasma emissions with a small substrate present are seen in Chapters 4 and 5, whilst the H* ↔ H₃* couplings are investigated further in Chapter 6. Exploring the parameter space surrounding Ar / \( d_{\text{sub}} \) / \( d_{\text{wire}} \) in diamond growth studies would make useful complimentary further studies providing an alternative experimental verification of the results presented.

The near substrate emission contributions could be investigated further through use of a microscope to provide a higher spatial resolution. Whilst thermionic electron emission originating from the metal substrate do not necessarily seem like the most energetically feasible source of electrons, this could be experimentally confirmed / rejected by growing high quality diamond over the substrate. Such a layer might quench the production of thermionic electrons (unless graphitic content is present), whilst electrons generated by ion impact ionization of the diamond coated substrate may still be expected to occur, albeit reduced. This suggestion comes with its own set of problems; the etching of carbon might act to change the prominent cation close to the substrate, and therefore impact local \( n_e \) and relative ion distributions, amongst other plasma parameters. Further, without an improved control of \( T_{\text{sub}} \), the
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diamond coating could reconstruct to conductive graphitic carbon. Chapter 6 demonstrates that this last issue could perhaps be averted in further studies by using a silicon wafer under a suitably controlled $T_{\text{sub}}$. Such a study would come with its own set of demonstrated challenges (e.g. melting).

There are still open questions regarding an experimental verification of how the thermal component of the EEDF behaves. One perceived possibility is to controllably etch a substrate into the gas phase and compare emissions from lower lying excited state emissions from material etched into the plasma (relative to H* and H$_2$* states). This idea was pursued to some degree by John Allden with limited success using Al and Al$_2$O$_3$ substrates.$^{50}$ The presence of an Al substrate produced uncontrollable Al etching and plasma instability, whilst a 1 mm thick Al$_2$O$_3$ substrate produced two bright Al* emissions (and additional dimmer lines), but significantly perturbed the plasma, resulting in the relocation of the H Balmer series maxima to a slightly lower plasma height and a significant bimodal contribution at lower $z$. An interesting follow on study would be to determine whether this effect depends on substrate size / shape / height / material. Again, perhaps the use of a Si substrate and/or gas phase silane could be used to address these questions.

Some of these ideas are revisited within this thesis with more relevance towards the chemical vapour deposition of diamond, i.e. using MW-activated C/H plasmas. Chapter 5 attempts to investigate the thermal component of the EEDF using emissions from the 3 lowest lying singlet CH excited states in MW-activated C/H plasmas, whilst H$_2$* and H* are restudied in Chapter 6 for developing an understanding behind the physical and chemical processes occurring within MW-activated Si/H and Si/C/H.
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Chapter 4: Experimental Confirmation of Charged Species within MW-activated C/H and C/H/Ar Plasmas?

The C\textsubscript{2}(d→a) Swan band is a prominent feature within the visible optical emissions originating from a MW-activated C/H(Ar) plasma. The formation mechanism of C\textsubscript{2}(X) and its excited states, C\textsubscript{2}(a) and C\textsubscript{2}(d), are already well-established under the investigated conditions. This chapter identifies the first direct evidence of anions within MW-activated C/H(Ar) plasmas through observing optical emissions originating from the C\textsubscript{2}-(B→X)(0-0) Herzberg-Lagerqvist system, underlying the more prominent C\textsubscript{2}(d→a) emission. These emissions have been investigated as a function of operating conditions (methane fraction, total gas pressure, input microwave power, argon flow, and substrate diameter).

Through minor adaptations of the previously described self-consistent 2-D physical chemical kinetic modelling of a MW-activated C/H plasma, this chapter reviews the prominent formation and loss mechanisms of the C\textsubscript{2}(X), C\textsubscript{2}(a) and C\textsubscript{2}(d) states and establishes the prominent processes involved in the formation and loss of the C\textsubscript{2}-(X) and C\textsubscript{2}-(B) states through comparison of experimental results to 2-D plasma modelling predictions.

Dissociative electron attachment of C\textsubscript{2}H is found to be the prominent formation mechanism for the production of C\textsubscript{2}-(B). The modelling indicates that the same mechanism also applies to C\textsubscript{2}H\textsubscript{2} forming a higher concentration of C\textsubscript{2}H\textsuperscript{-} in the near-substrate region. The total anion number densities extracted from the modelling are 3-4 orders of magnitude lower than the electron concentration and counterpart cations C\textsubscript{2}H\textsubscript{2}\textsuperscript{+} and C\textsubscript{2}H\textsubscript{3}\textsuperscript{+}.

Prior to this work, it has been assumed that electrons are the only negatively charged species present under conditions relevant for the CVD of diamond, and as such, this chapter offers insight into an alternative interpretation to enhanced nucleation densities and growth rates that have been reported for a positive bias enhancement (in bias enhanced nucleation studies), as discussed in Chapter 1. This chapter also briefly reports an unfruitful attempt to observe optical emissions from CH\textsuperscript{+}(A-X). The main results presented in this chapter have been published in Reference 1.

4.1: Introduction

As outlined in Chapter 1, diamond films can be grown through the Chemical Vapour Deposition method utilising Microwave-activated C/H plasmas.\textsuperscript{2,3,4,5} Such films find application within a range of technologies owing to their outstanding properties.\textsuperscript{2,3,4,5} The high thermal conductivities and low thermal expansion coefficients make diamond film an ideal material for the thermal management of electronic and lasing devices.\textsuperscript{2,3,6} High quality single crystal diamond films are a wide band gap insulator with a negligible birefringence, making diamond films applicable as optical windows and lenses.\textsuperscript{2,3,7}
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This thesis has thus far established a means to investigate the hyper-thermal component of the EEDF for MW-activated H and H/Ar plasmas under conditions relevant to hydrogen-termination and surface etching of diamond. Through doing so, some of the more prominent gas phase processes occurring within MW-activated H and H/Ar plasmas have been reviewed and re-established. Chapters 4 and 5 extend these ideas to review and establish prominent and additional gas phase processes occurring within MW-activated C/H plasmas under plasma conditions relevant to the CVD of diamond with a particular focus on the excitation mechanism(s) of observed emitting states.

The presence of electrons and their cation counter-part (C₂H⁺ and C₂H³⁺) is well-established by theoretical modelling and indirectly inferred through experimental observation of atomic and diatomic emissions. The production of electronically excited (i.e. emitting) states for most species generally occur through a combination of electron impact excitation (e.g. formation of H(n ≥ 2), H₂*, Ar*, CH*), (resonant and near-resonant) excitation transfer (e.g. interactions between H(n ≥ 2), H₂*, Ar* and H(n = 1), H₂ and Ar ground states), and chemiluminescence (e.g. CH(A) state). This thesis has also established that electron impact excitation and resonant / near-resonant excitation transfer processes occurring within MW-activated H and H/Ar plasmas are intimately coupled with operating conditions, the plasma parameters, such as the reduced electric field, the electron number density, and the gas temperatures.

This chapter characterises how optical emissions from the well-studied C₂(d→aΠg), Δν = 0 and Δν = −1 Swan bands and previously unstudied C₂(B→XΣg), Δν = 0 transition, henceforth referred to as the C₂(d→a) and C₂(B→X) transitions, vary spatially and with process conditions. The study is combined with 2-D plasma chemical modelling in order to establish an understanding of the physical processes involved in the formation of C₂⁻ and C₂⁺(B), and to confirm that the understood mechanisms in the formation of C₂(X), C₂(a) and C₂(d) within MW-activated C/H plasmas agree with experimental observation. As discussed in Chapter 1, Section 1.2.2, there are open questions regarding to explaining enhanced nucleation achieved using positive bias, which this chapter helps to address. Chapters 4 and 5 serve as a reminder that a complete understanding of the gas phase processes occurring within MW-activated C/H plasma has yet to be achieved.

As molecules increase in size, the electronic (and rovibronic) excited states become increasingly close in energy and consequently most spectroscopic studies on molecules containing more than 2 atoms are carried out at low temperatures (Tg < 100 K) or through computational methods. Larger molecules, for instance C₃, are only observable by an indicative broad ill-defined feature arising from overlapping electronic transitions at Tg of interest in this thesis (2000 ≤ Tg ≤ 3000 K). Consequently, a broad emission band from C₃ appears within emission baseline at larger methane fractions.

Any attempt to conclusively observe an emission from a cation would therefore rely on the observation of a well-defined atomic or diatomic transition resulting in photoemission. There are no physical
reasons as to why C$_2^+$ and CH$^+$ could not exist within a MW-activated plasma environment as a minority species; they could be generated through electron impact ionization (ionization energies of +11.1 and +12 eV respectively) or via reactions involving H$_3^+$ (e.g. CH$_2$ + H$_3^+ \rightarrow$ CH$^+$ + 2H$_2$), with cations undergoing comparable chemistry to their neutral counterparts, CH and C$_2$, from dominant cations, C$_2$H$_3^+$ and C$_2$H$_4^+$, or through a new mechanism, for instance associative ionization of CH$_4$ or C$_2$H$_4$, with highly excited states of H and H$_2$. A direct observation of an emission originating from either diatomic cation species would be the most direct experimental evidence to date for the existence of electrons in MW-activated C/H plasmas. Indirectly, electrons have been inferred through Stark broadening of H-Balmer lines, modelling, and emissions from high energy states (e.g. H($n \geq 3$)).

The C$_2^+$ has allegedly been assigned a Q-branch emission band head emitting at 249 nm (the Meinel system, C$_2^+(b^3\Sigma_u^+ \rightarrow a^3\Pi_u)$), however most spectroscopic studies on the C$_2^+$ have been achieved in absorption mode, e.g. C$_2^+(B^4\Sigma_u^- \rightarrow X^4\Sigma_g^-)$. CH$^+$ has three reported emissions from CH$^+$($A^1\Pi \rightarrow X^1\Sigma$) with a P band head emission at \~422.5 nm, as well as the CH$^+$($B^1\Delta \rightarrow A^1\Pi$) and CH$^+$($b^3\Sigma \rightarrow a^3\Pi$) overlapping with one another at \~349 nm. These latter two emissions would be further complicated in the presence of trace nitrogen contamination by high $J$ and $v$ tail of CN($B^2\Sigma \rightarrow X^2\Sigma$), $\Delta v = -1, -2$, CH($B^2\Sigma_g^{-} \rightarrow X^2\Pi_g$), $\Delta v = -1$, and the C$_2$(C$^1\Pi_g \rightarrow A^1\Pi_u$), $\Delta v = -1$. As such, CH$^+$($A \rightarrow X$) is the more desirable transition to observe but overlaps with the high $J$ tail of the CH($A \rightarrow X$), $\Delta v = 0$ transition. This chapter concludes by attempting a direct observation of the CH$^+$ species.
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4.2: Experimental Details

This chapter investigates optical emissions originating from the $C_2(d\rightarrow a)$, and $C_2^-(B\rightarrow X)$ transitions as a function of process conditions. Observable transitions from $C_2$ and $C_2^-$ are identified in Figure 4.01:

![Diagram of C$_2$ and C$_2^-$ transitions](image)

Figure 4.01: (a) Singlet and triplet states of the C$_2$ diatomic molecule with example transitions visible in the experimental ranges available and (b) the observed C$_2^-$* emission transitioning between the second bound excited doublet state of C$_2^-$ to the C$_2^-$ ground state. Band head wavelengths of the (0-0) transition are labelled.
In this chapter, it is the observation of the $C_2^-(B^2\Sigma_u \rightarrow X^2\Sigma_g), \Delta v = 0$ transition that contributes one of the primary novelties and is therefore of particular interest. The transition falls within the high $J$ tail of the $C_2(d^3\Pi_g \rightarrow a^3\Pi_u), \Delta v = -1$, and hence this emission has also been studied.

Base conditions are defined as: 3 mm thick tungsten substrate with diameter, $d_{\text{sub}} = 32$ mm, placed on a spacer wire thickness $d_{\text{wire}} = 0.01$", a total gas pressure of $p = 150$ Torr, a microwave input power of $P = 1.5$ kW, $F(\text{H}_2) = 300$ sccm, $F(\text{CH}_4) = 19$ sccm. One parameter is varied at a time, whilst the remaining parameters are kept constant at their base values. The microwave cavity is retuned between many of the condition changes to ensure that reflected microwave power is 0.00 kW. The parameter ranges explored are $0 \leq F(\text{CH}_4) \leq 30$ sccm, $50 \leq p \leq 275$ Torr, and $0.7 \leq P \leq 1.85$ kW. These experiments were carried out on a separate reactor to that featuring in Chapters 3, 5 and 6; the main difference being that the reactor featuring in this Chapter has a less efficiently cooled aluminium base plate. The experimental set up described in Chapter 2, Section 2.1.3 was used (i.e. a Czerny-Turner Newport MS127i spectrograph with a 250 mm focal length, $f/16$ objective lens, 12.5 μm entrance slit, with emission detected on an Andor Newton 970 CCD and a spatial magnification of ~0.1). The emissions were dispersed using 1800 grooves mm$^{-1}$ diffraction grating, achieving 0.11 nm FWHM; the investigated emissions were detected on a cooled Andor 970 camera. Using the same set-up and an entrance slit width of 25 μm, argon flow has also been investigated between $0 \leq X_0(\text{Ar}) \leq 20\%$ with hydrogen reduced in a compensatory manner such that $F(\text{H}_2) + F(\text{Ar}) = 300$ sccm, as described in Chapter 3, Section 3.2. The pressure and power range were reinvestigated for $X_0(\text{Ar}) = 15\%$ under otherwise base conditions. The intensities reflect the larger slit width (with an ~2.5 scaling for base conditions), but generally the scaling with argon present should not be directly compared to the MW-activated C/H plasma studies.

The effect of decreasing substrate diameter, $d_{\text{sub}}$, an unexplored parameter in the context of MW-activated C/H plasmas, has also investigated under otherwise base conditions for $d_{\text{sub}} = 32$ mm ($d_{\text{wire}} = 0.01"$), and $d_{\text{sub}} = 17$ mm ($d_{\text{wire}} = 0.004"$), such that $T_{\text{sub}} \sim 700$ °C for both substrate sizes. For this investigation, the upgraded reactor and Czerny-Turner spectrograph with a 50 mm focal length, featuring in Chapters 3, 4 and 6, were used with an $f/14$ objective lens and a 10 μm entrance slit. The emissions are dispersed with a 700 grooves mm$^{-1}$ diffraction grating, achieving a FWHM ~ 0.09 nm and are detected on a cooled Andor 940 camera with a spatial magnification of ~ 0.11 and were collected alongside some of the data reported in Chapter 5.

The final experiment featuring in this chapter is an attempt to monitor the CH$^+$($A \rightarrow X$). The data has also been collected alongside the substrate diameter studies described above and those featuring in Chapter 5. The experiment has been carried out under the conditions of $p = 150$ Torr, $P = 1.5$ kW, $F(\text{H}_2) = 300$ sccm, $F(\text{CH}_4) = 19$ sccm, and $d_{\text{sub}} = 17$ mm ($d_{\text{wire}} = 0.004"$) at low $z$, whereby the reduced electric field maximises.
All experiments achieve a spatial resolution of ~ 0.5 mm, and unless otherwise specified, the emissions have been normalised to an accumulation time equivalent to 2048 s, or scaled, in the case of the substrate investigation, by a factor to make base conditions \(d_{sub} = 32 \text{ mm}\) comparable between reactor set-ups. The air leak has been assumed to be negligible throughout this chapter.

### 4.3: Experimental Results and Modelling

#### 4.3.1: Confirming the Presence of C\(_2^-\)

Figure 4.02 demonstrates a spatially-resolved image, much like those seen in Chapter 3, with an optical wavelength range of 489 – 566 nm under base conditions. This wavelength range is dominated by emission from the transition C\(_2\)(d\(^3\Pi_g\)→a\(^3\Pi_u\)), \(\Delta v = 0\) and \(\Delta v = -1\). Indicated on Figure 4.02 is the band head from these emissions and the faint band head originating from the C\(_2^-\)(B\(^2\Sigma_u^+\)→ X\(^2\Sigma_g^+\)) \(\Delta v = 0\) transition.

![Figure 4.02: \(I_{em}(\lambda, z)\) image taken under base conditions in the \(\lambda\) range of 489 – 566 nm on the horizontal axis with a vertical axis spanning \(-3 \leq z \leq 27\) mm, whereby \(z = 0\) defines the top of the substrate. C\(_2\)(d\(^3\Pi_g\)→a\(^3\Pi_u\))(0-0), (0-1) and C\(_2^-\)(B\(^2\Sigma_u^+\)→ X\(^2\Sigma_g^+\))(0-0) band heads indicated.](image-url)

Figure 4.03 (a) demonstrates an experimental spectrum, \(I_{em}(\lambda)\), summed between 9 ≤ \(z\) ≤ 12 mm in black. The blue offset spectrum is the best fit simulation of the C\(_2\)(d→a), \(\Delta v = 0\) and \(\Delta v = -1\) using spectroscopic constants extracted from Reference 38 simulated using PGOPHER.\(^{39}\) Figures 4.02 (b) and (c) illustrate the wavelength range indicated by the red box in Figure 4.03 (a). Figure 4.03 (b) demonstrates a clear diatomic emission residual present within the residual between the \(I_{em}(\lambda)\) – best fit C\(_2\)(d→a) simulated spectra. Figure 4.03 (c) shows a simulation of the C\(_2^-\)(B→X), \(\Delta v = 0\) transition fitted to the experimental diatomic structure within the residual. The simulation has been constructed using spectroscopic constants from Reference 40. The figure experimentally verifies the presence of anions within MW-activated C/H plasmas under base conditions.
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Figure 4.03: (a) In black $I_{em}(\lambda)$ summed between $9 \leq z \leq 12$ mm under base conditions across the $\lambda$ range of 489 – 566 nm. Offset in blue is the best-fit $C_2(d^3\Pi_u \rightarrow a^3\Pi_g) \Delta v = 0$ and $\Delta v = -1$ and $C_2^-(B^2\Sigma_u \rightarrow X^2\Sigma_g) (0-0)$ band heads indicated.

Figure 4.03 (a) confirms that $C_2^-(B \rightarrow X)$, $\Delta v = 0$ emission band appears within the high $J$, high $v$ tail of the $C_2(d \rightarrow a)$, $\Delta v = -1$ emission band and hence, likely due to insufficient signal/noise, it has not previously been observed or reported within literature within the context of the Chemical Vapour Deposition of diamond.\(^1\)

Contrasting to the $H_2$ molecule discussed in Chapter 3, $C_2$ and $C_2^-$ molecules consist of two C atoms with no net nuclear spin, i.e. $I = 0$ and are therefore both diatomic molecules are bosons, i.e. contributions from the nuclear wavefunction are symmetric with regards to an exchange of nuclei. The $C_2^-$ has an electron spin $S = \frac{1}{2}$, contributing an anti-symmetric component to the electronic wavefunction. The ground state is also a sigma state (contributing an anti-symmetric component to the electronic wavefunction) and therefore the overall electronic state is described by a small $g$ (gerade for an overall symmetric wavefunction). As the overall wavefunction is symmetric and a sigma state, i.e. bosonic, only symmetric (even) $J$ states may exist and therefore be populated. Through similar considerations, the upper state is anti-symmetric, enforcing that only odd $J$ states may exist. This forces the selection rule $\Delta J = \pm 1$, as only even numbered P and R branches exist (labelled by the ground $J$ state).\(^{1,40}\) The $C_2(a)$ and $C_2(d)$ states are significantly more complicated due to spin-orbit coupling and the $\Lambda$-doubling associated with the $^3\Pi_{u/g}$ state, as well as the requirement for an overall symmetric
wavefunction (associated with two identical even nuclear spin atoms); briefly, the spin-orbit coupling generates three states, \( \Omega = 0, 1, \) and \( 2 \) (where \( \Omega \) is defined in Chapter 2, Section 2.1.2). These three states support rotational levels, which would typically hold a two-fold degeneracy attributed to the parity of the \( \Pi \) orbital. The requirement of an overall symmetric wavefunction means that each \( J \) state can only couple to one parity, such that the electronic (and therefore overall) wavefunction is symmetric. For \( \Omega = 0 \), (i.e. \( |\Lambda + \Sigma| = 0 \)), the even parity of the \( ^3\Pi_g^+ \) orbital can only exist with even \( J \) states, whilst the anti-symmetric parity of the \( ^3\Pi_g^- \) orbital can only exist with odd \( J \) values. Whether an even or odd \( J \) state exists with even or odd parity \( \Pi \) orbitals depends on the exact nature of the state (i.e. whether the \( ^3\Pi \) state is \( u \) or \( g \), the values of \( \Lambda \) and \( \Sigma \) etc). Proposed molecular orbital diagrams for the states are provided in the Appendix (A4.1 and A4.2) replicated from Reference 41.

This chapter now focusses on reviewing the prominent established processes involved in the formation of \( C_2 \) and speculating on possible production (and loss) processes involving \( C_2^- \), as well as their excited states. The variation of their optical emissions with process conditions are compared to modelled predictions in order to confirm the understood formation and loss mechanisms of \( C_2(X) \), \( C_2(a) \) and \( C_2(d) \), as well as to establish these mechanisms for \( C_2^- \) and \( C_2^* \).

### 4.3.2: Modelling Considerations

The formation mechanism of \( C_2 \), and indeed \( C_2^* \), under conditions relevant for the CVD of diamond in MW-activated C/H plasmas is already well-established, and has been discussed indirectly in Chapter 1, Section 1.4; \( C_2(X) \) and \( C_2(a) \) are both products, formed through fast H-shifting reactions of \( C_2H_2 \), which makes up more than 97% of total carbon content in the hot plasma region. Processes 4.01 and 4.02 demonstrate explicitly how \( C_2 \) can be generated from \( C_2H_2 \), whereby \( \leftrightarrow \) indicates a reversible process. Despite being energetically higher, \( \sim 85\% \) of \( C_2 \) manifests itself as the \( C_2(a) \) triplet state due to the six-fold degeneracy of the triplet state (cf. the \( C_2(X) \) singlet state). Both states are produced via Process 4.02. The \( C_2^* \) emitting state is predominantly formed through EIE of \( C_2(a) \), as described by Process 4.03:

\[
\begin{align*}
H + C_2H_2 & \leftrightarrow C_2H + H_2 & (4.01) \\
H + C_2H & \leftrightarrow C_2 + H_2 & (4.02) \\
e + C_2(a) & \rightarrow C_2(d) + e & (4.03)
\end{align*}
\]

Electron impact excitation of \( C_2(X) \) also occurs, however its contribution is less significant in populating the \( C_2(d) \) state due to the lower number densities (of the \( C_2(X) \) radical relative to \( C_2(a) \)), and the preference for spin conservation. The emitting \( C_2^* \) state can be lost through radiative decay and reactive quenching with \( H_2 \), as described by Processes 4.04 and 4.05 respectively. Process 4.06, reactive quenching with \( H \), has a similar rate coefficient to that of Process 4.05, but has a sufficiently low rate
(due to the lower [H] number density, relative to [H₂]) and therefore is not considered a significant loss mechanism.¹,⁹,⁴²

\[C_2(d) \rightarrow C_2(a) + \gamma \]  
(4.04)

\[C_2(d) + H_2 \rightarrow C_2H^+ + H \]  
(4.05)

\[C_2(d) + H \rightarrow CH + C \]  
(4.06)

The rate coefficients for these reactions are given in Table 4.01. By assuming steady-state, i.e. that the production and loss of any species are constant and equal, it is possible to calculate the number density of the species of interest. By neglecting Process 4.03 as a significant loss mechanism of the C₂(a) state, the rate of Process 4.01 and Process 4.02 can be balanced to calculate a steady-state [C₂(a)] number density at any position within the plasma. Similarly, [C₂(d)] can be derived using [C₂(a)] and balancing the rates of loss and formation (i.e. Processes 4.03, 4.04, and 4.05). This can be used to approximate the column density of \{C₂(d)\}, which is assumed to be proportional to \(I_{em}(C_2^*)\). A full derivation for Equation 4.07 can be found in the Appendix.¹

\[I_{em}(C_2^*) \sim 2R_{pl} \left( \frac{n_e \times k_{5.03}}{A_{5.04} + [H_2] \times k_{5.05}} \right) \times \frac{[C_2H_2] \times k_{4.01} \times k_{4.02}}{k_{-4.01} \times k_{-4.02}} \times \frac{[H]^2}{[H_2]^2} \]  
(4.07)

There are a range of potential mechanisms, which have been considered in the formation and loss of \(C_2^-\) and its excited state \(C_2^*-\), as described below.¹,⁴³,⁴⁴,⁴⁵,⁴⁶,⁴⁷,⁴⁸,⁴⁹

Process 4.08 describes electron attachment of \(C_2\) with an electron to form \(C_2^-\). This process requires the presence of a third body, \(M\), to conserve momentum. \(C_2^-\) could also be formed through electron impact excitation of the ground state \(C_2^-\), as described by Process 4.09:

\[C_2 + e + M \rightarrow C_2^- + M \]  
(4.08)

\[C_2^- + e \rightarrow C_2^- + e \]  
(4.09)

Process 4.08 does not require a third body to conserve momentum, if \(C_2^-\) is only considered as a transition state, emitting immediately upon formation. This photo attachment mechanism is described by Process 4.10:

\[C_2 + e \rightarrow C_2^- + \gamma \]  
(4.10)

A loss mechanism for \(C_2^-\) is electron collision, generating \(C_2\) and 2 electrons, as described by Process 4.11:

\[C_2^- + e \leftrightarrow C_2 + 2e \]  
(4.11)

Dissociative electron attachment of acetylene can form both \(C_2^-\) and \(C_2H^+\), as described by Process 4.12 and 4.13. \(C_2H^+\) and \(C_2^-\) can interchange through \(H\)-shifting reactions, as described by Process 4.14.

\[C_2H_2 + e \rightarrow C_2^- + 2H \]  
(4.12)
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\[ \text{C}_2\text{H}_2 + e \leftrightarrow \text{C}_2\text{H}^- + \text{H} \quad (4.13) \]

\[ \text{C}_2\text{H}^- + \text{H} \leftrightarrow \text{C}_2^- + \text{H}_2 \quad (4.14) \]

Formation of \( \text{C}_2^- \) would then be followed by electron impact excitation to generate \( \text{C}_2^-* \). Alternatively, dissociative electron attachment of acetylene can also generate \( \text{C}_2^-* \), described by Process 4.15.

\[ \text{C}_2\text{H}_2 + e \leftrightarrow \text{C}_2^-* + 2\text{H} \quad (4.15) \]

As is the case with acetylene, \( \text{C}_2\text{H} \) can also undergo dissociative electron attachment, forming both \( \text{C}_2^- \) and \( \text{C}_2^-* \), as described by Processes 4.16 and 4.17 respectively.

\[ \text{C}_2\text{H} + e \leftrightarrow \text{C}_2^- + \text{H} \quad (4.16) \]

\[ \text{C}_2\text{H} + e \leftrightarrow \text{C}_2^-* + \text{H} \quad (4.17) \]

The reversible processes above are all potential formation and loss mechanisms. Process 4.18, emission of \( \text{C}_2^-* \), is a distinct loss mechanism from Process 4.09 (based on formation mechanism associated with Process 4.09). Either one, or both, of these processes could contribute towards the experimentally observed emissions.

\[ \text{C}_2^-* \rightarrow \text{C}_2^- + \upgamma \quad (4.18) \]

The rate coefficients of these processes are also included in Table 4.01. Further discussion on the prominent mechanisms contributing to formation and loss of \( \text{C}_2^- \) and \( \text{C}_2^-* \) in MW-activated C/H plasmas based on experimental observation and 2-D physical chemical plasma modelling is provided in Section 4.3.5.
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<table>
<thead>
<tr>
<th>Process</th>
<th>Specific Reaction</th>
<th>Rate coefficient /cm$^3$ s$^{-1}$ (unless otherwise stated)(ref)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.01</td>
<td>H + C$_2$H$_2$ → C$_2$H + H$_2$</td>
<td>*1.07 × 10$^{21}$ cm$^{-3}$s$^{-1}$ (ref 50)</td>
</tr>
<tr>
<td>-4.01</td>
<td>C$_2$H + H$_2$ → H + C$_2$H$_2$</td>
<td>*1.07 × 10$^{21}$ cm$^{-3}$s$^{-1}$ (ref 50)</td>
</tr>
<tr>
<td>4.02</td>
<td>H + C$_2$H → C$_2$(α) + H$_2$</td>
<td>*9.49 × 10$^{19}$ cm$^{-3}$s$^{-1}$ (ref 50)</td>
</tr>
<tr>
<td>-4.02</td>
<td>C$_2$(α) + H$_2$ → H + C$_2$H</td>
<td>*9.62 × 10$^{19}$ cm$^{-3}$s$^{-1}$ (ref 50)</td>
</tr>
<tr>
<td>4.03</td>
<td>e + C$_2$(α) → C$_2$(d) + e</td>
<td>10$^{-8}$ exp(−29065/T$_e$) (ref 50)</td>
</tr>
<tr>
<td>4.04</td>
<td>C$_2$(d) → C$_2$(α) + γ</td>
<td>1.02 × 10$^{9}$ s$^{-1}$ (ref 38)</td>
</tr>
<tr>
<td>4.05</td>
<td>C$_2$(d) + H$_2$ → C$_2$H$_2$ + H</td>
<td>1.5 × 10$^{-11}$ exp(−3012/T$_e$) (ref 42)</td>
</tr>
<tr>
<td>4.06</td>
<td>C$_2$(d) + H → CH + C</td>
<td>&lt; 3.7 × 10$^{-12}$ (ref 51)</td>
</tr>
<tr>
<td>4.08</td>
<td>C$_2$ + e + M → C$_2$ + e + M</td>
<td>10$^{-29}$ cm$^5$ s$^{-1}$ (ref. 1)</td>
</tr>
<tr>
<td>-4.08</td>
<td>C$_2$ + e + M → C$_2$ + e + M</td>
<td>7.5 × 10$^{-10}$ exp(−11605/T$_e$) (ref. 52)</td>
</tr>
<tr>
<td>4.09</td>
<td>C$_2$ + e → C$_2$ + e</td>
<td>&lt; 10$^{-9}$ (ref. 1)</td>
</tr>
<tr>
<td>-4.09</td>
<td>C$_2$ + e → C$_2$ + e</td>
<td>&lt; 10$^{-9}$ (ref. 1)</td>
</tr>
<tr>
<td>4.10</td>
<td>C$_2$ + e → C$_2$ + e</td>
<td>&lt; 2 × 10$^{-15}$ (−T$_e$/300)$^{0.75}$ (ref. 45)</td>
</tr>
<tr>
<td>4.11</td>
<td>C$_2$ + e → C$_2$ + 2e</td>
<td>**≈ 2.4 × 10$^{-13}$ cm$^{-2}$ for T$_e$ ~ 7-13 eV (ref. 44)</td>
</tr>
<tr>
<td>4.12</td>
<td>C$_2$H$_2$ + e → C$_2$ + 2H</td>
<td>2.28 × 10$^{-11}$ exp(−93907/T$_e$) (ref. 46, 47)</td>
</tr>
<tr>
<td>4.13</td>
<td>C$_2$H$_2$ + e → C$_2$H + H</td>
<td>4.62 × 10$^{-12}$ exp(−34201/T$_e$) (ref. 46, 47)</td>
</tr>
<tr>
<td>-4.13</td>
<td>C$_2$H$_2$ + e → C$_2$H + e</td>
<td>1.6 × 10$^{-9}$ (ref. 46, 47)</td>
</tr>
<tr>
<td>4.14</td>
<td>C$_2$H$_2$ + e → C$_2$ + 2H</td>
<td>&lt; 10$^{-13}$ (ref. 53)</td>
</tr>
<tr>
<td>-4.14</td>
<td>C$_2$H$_2$ + e → C$_2$ + 2H</td>
<td>&lt; 10$^{-13}$ (ref. 53)</td>
</tr>
<tr>
<td>4.15</td>
<td>C$_2$H$_2$ + e → C$_2$ + 2H</td>
<td>Incorrect spatial distribution.</td>
</tr>
<tr>
<td>4.16</td>
<td>C$_2$H + e → C$_2$ + e</td>
<td>3.87 × 10$^{-11}$ exp(−20128/T$_e$) (ref. 1)</td>
</tr>
<tr>
<td>-4.16</td>
<td>C$_2$H + e → C$_2$ + e</td>
<td>7.7 × 10$^{-10}$ (ref. 1)</td>
</tr>
<tr>
<td>4.17</td>
<td>C$_2$H + e → C$_2$ + e</td>
<td>1.9 × 10$^{-11}$ exp(−34777/T$_e$) (ref. 1)</td>
</tr>
<tr>
<td>-5.17</td>
<td>C$_2$H + e → C$_2$ + e</td>
<td>~ 7.7 × 10$^{-10}$ (ref. 1)</td>
</tr>
<tr>
<td>4.18</td>
<td>C$_2$ + e → C$_2$ + γ</td>
<td>1.3 × 10$^{7}$ s$^{-1}$ (ref. 37, 54)</td>
</tr>
</tbody>
</table>

Table 4.1: Rate coefficients (and Einstein-A emission coefficients) for considered reactions in the formation (and loss) of C$_2$, C$_2^-$, and their excited states within MW-activated C/H plasmas. T$_e$ and T$_g$ are in units of K; 1 eV = 11605 K. The reactions in bold were used to produce the final modelling output presented in Figures 4.05, 4.08, 4.12 and 4.13. *reaction rate at z = 12 mm, **rate cross-section. Reaction coefficients can be converted into a reaction rate through inserting appropriate $T_e$ / $T_g$ values and multiplying with reacting species number densities – this will be location dependent.
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4.3.3: Addition of Methane and Argon

Figure 4.04 demonstrates $I_{em}(C_2^*)$ and $I_{em}(C_2^-*)$ as a function of (a) $F(CH_4)$ and (b) $F(Ar)$ under otherwise base conditions for their peak intensities summed between $9 \leq z \leq 12$ mm:

Equation 4.07 demonstrates that $I_{em}(C_2^*) \sim [C_2H_2]$ is expected in the hot plasma region. [C$_2$H$_2$] is known to scale linearly with $X_0(CH_4)$, which under high $F(H_2)$, is approximately linear with $F(CH_4)$. Hence, Figure 4.04 (a) demonstrates experimentally that $I_{em}(C_2^*) \sim F(CH_4)$. Figure 4.04 (a) also shows that $I_{em}(C_2^-*)$ also increases with a near linear dependence on $F(CH_4)$. The comparable behaviour infers that acetylene is also involved as a parent or grand-parent species in the production of C$_2$^-*.

Figure 4.04 (b) demonstrates that $I_{em}(C_2^*)$ and $I_{em}(C_2^-*)$ increase with a greater than linear trend with increasing argon flow rate, whereby $F(H_2)$ has been decreased in a compensatory manner under otherwise base conditions. Under the range investigated, $0 \leq X_0(Ar) \leq 20 \%$, increasing $X_0(Ar)$ has the effect of decreasing thermal conductivity, displacing hydrogen in a non-linear manner (as discussed in Chapter 3), and increasing $T_g$, and therefore in this lower mole fraction range (of Ar cf. the range explored in Chapter 3), $[H]/[H_2]$ is expected to increase. Lesser effects may also be to enhance the rate coefficients of forward and backward reactions driven by thermal chemistry, rather than those driven...
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by electrons. Ar addition also acts to increase $R_{pl}$, whilst $T_e$ remains ~ constant. The overall effect would be an expected non-trivial increase in $I_{em}(C_2^*)$ and likely $I_{em}(C_2^{-*})$, as observed.

$I_{em}(C_2^{-*})/I_{em}(C_2^*)$ decreases by ~ 40% across this $X_0$(Ar) range, indicating that $I_{em}(C_2^{-*})$ is significantly less sensitive to the increase in $T_g$, and therefore is either less sensitive to the $[\text{H}]/[\text{H}_2]$ ratio or receives a substantially smaller boost with regards to the increase in the formation and loss rate coefficients (from an increase in $T_g$), relative to that of $C_2^*$. This interpretation neglects the possibility of one excited species being preferentially quenched by argon, which will be somewhat justified in Section 4.3.4, through a comparison of experimental trends with and without the presence of some Ar. It also neglects the possibility that these states have different prominent quenchers, e.g. if the $C_2^{-*}$ state is predominantly quenched by H atoms and the $C_2^*$ state is not.

4.3.4: Variation of Additional Process Conditions

Figure 4.05 demonstrates the spatial distribution of $I_{em}(C_2^*)$ and $I_{em}(C_2^{-*})$ using a higher resolution of 1.5 mm for (a) 75 Torr, (b) 150 Torr (i.e. base conditions) and (c) 225 Torr. For low pressure, it can be seen that $I_{em}(C_2^*)$ and $I_{em}(C_2^{-*})$ have the same spatial distribution, whilst for higher pressures, $p \geq 150$ Torr, $I_{em}(C_2^*)$ can be seen to peak at $z \sim 11.25$ mm, whilst $I_{em}(C_2^{-*})$ can be seen to peak at $\sim 9.75$ mm, both still maximising in the spatial range between $9 \leq z \leq 12$ mm. Increasing pressure can be seen to contract the emissions with respect to height, but through a comparison of the $I_{em}$ scaling between (a), (b) and (c), it can also be seen that $I_{em}(C_2^*)$ and $I_{em}(C_2^{-*})$ are both increasing with respect to pressure.
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Figure 4.06 demonstrates more clearly that $I_{em}(C_2^\ast)$ increases cubically with increasing $p$, whilst $I_{em}(C_2^{-\ast})$ increases linearly for $p \leq 125$ Torr. The $I_{em}(C_2^{-\ast})$ trend decreases below linearity in the higher $p$ range of $150 \leq p \leq 225$ Torr. The error (the standard deviation) associated with the $I_{em}(C_2^{-\ast})$ PGOPHER simulation fitting increases with respect to pressure. This is due to a significant increase in the overlapping $I_{em}(C_2^\ast)$ signal with respect to pressure, and is also evidenced with increasing input methane fraction (and power). The significant increase in $I_{em}(C_2^{-\ast})$ error for $p \geq 225$ Torr means that it is not possible to interpret whether there is a further linearity above this pressure. Figure 4.06 also demonstrates that the modelling, discussed in Section 4.3.5 using prominent mechanisms discussed in Section 4.3.2, correctly predicts the experimental trend for $\{C_2(d\rightarrow a)\}$ and $\{C_2 (B\rightarrow X)\}$ with respect to $p$ under the continued assumption that $I_{em}(x) \sim \{x\}$ for $x = C_2^\ast$ or $C_2^{-\ast}$. 

Figure 4.05: Spatially-resolved distributions of $I_{em}(C_2^\ast)$ (blue squares with an indicative blue line) and $I_{em}(C_2^{-\ast})$ (black squares with an indicative black line) for (a) $p = 75$ Torr, (b) $p = 150$ Torr and (c) $p = 225$ Torr under otherwise base conditions using a spatial resolution of 1.5 mm.
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A near identical experimental trend can be seen with increasing pressure when $X_0\text{(Ar)} = 15\%$, under otherwise base conditions. If Ar quenching were significant under base conditions or the range of $X_0\text{(Ar)}$ investigated in Section 4.3.3, it is with increasing pressure that one might expect to see evidence manifest through a deviation in trends with increasing pressure. This result vindicates the prior speculation that under the low Ar fractions investigated in Section 4.3.3, Ar plays no significant role in the formation or quenching of either species under base pressure.

Figure 4.06: The black closed squares represent $I_{em}(C_2^*)$, and similarly the blue filled squares represent $I_{em}(C_2^{-*})$ summed between $9 \leq z \leq 12$ mm with increasing pressure under otherwise base conditions. The black curve is a cubic best fit. The square open symbols represent modelling results for the two species for $p = 75$, 150, 225 and 275 Torr, when considering the correct formation mechanism of $C_2^{-*}$, discussed in Section 4.3.5.

Figure 4.07: As above, the black closed squares represent $I_{em}(C_2^*)$, and the blue filled squares represent $I_{em}(C_2^{-*})$ summed between $9 \leq z \leq 12$ mm with increasing pressure in the presence of $X_0\text{(Ar)} = 15\%$ (hydrogen decreased in a compensatory manner) under otherwise base conditions. The experimental trends are similar in likeness to those seen in Figure 4.06. It is worth noting that the measured intensities are not comparable to Figure 4.06 in part due to the use of a wider entrance slit.

Figure 4.08 demonstrates the spatial distribution of $I_{em}(C_2^*)$ and $I_{em}(C_2^{-*})$ for (a) $P = 0.9$ kW and (b) $P = 1.85$ kW under otherwise base conditions. As well as demonstrating plasma expansion, the spatial distributions becomes more distinguished with increasing $P$. Through comparing the vertical $I_{em}$ scale of (a) and (b), it can also be seen that the total intensity of both species is increasing with $P$. 
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Figure 4.09 demonstrates how $I_{em}(C_2^*)$ and $I_{em}(C_2^-)$ vary with increasing $P$ under otherwise base conditions. $I_{em}(C_2^*)$ can be seen to increase cubically with $P$, whilst $I_{em}(C_2^-)$ can be seen to increase linearly across this $P$ range. The 2-D plasma modelling, discussed in Section 4.3.5, correctly predicts the experimental variation in $\{C_2(d\rightarrow a)\}$ and $\{C_2^-(B\rightarrow X)\}$ with increasing $P$.

Figure 4.08: Spatially-resolved distributions of $I_{em}(C_2^*)$ (blue squares with an indicative blue line) and $I_{em}(C_2^-)$ (black squares with an indicative black line) for (a) $P = 0.9$ kW and (b) $P = 1.85$ kW under otherwise base conditions using a spatial resolution of 1.5 mm.
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Again, the addition of $X_0$(Ar) = 15% has little effect on the overall trend of $I_{em}(C_2^*)$ and $I_{em}(C_2^-)$ with increasing $P$, as evidenced in Figure 4.10:

The final parameter investigated is substrate size – the spatial distribution of $I_{em}(C_2^*)$ and $I_{em}(C_2^-)$ under base conditions (i.e. base conditions with $d_{sub} = 32$ mm placed on a 0.01” spacer wire) and $d_{sub} = 17$ mm placed on a 0.004” spacer wire under otherwise base conditions can be seen in Figure 4.11 (a) and (b) respectively. The spacer wire was adjusted such that $T_{sub} \approx 700$ °C for both substrates.

Figure 4.11 shows that decreasing $d_{sub}$ increases $I_{em}(C_2^*)$ and $I_{em}(C_2^-)$ and causes both emission intensities to peak ~1.5 mm closer to the substrate, however $I_{em}(C_2^-)/I_{em}(C_2^*)$ ratio also decreases.
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3.5 Modelling and Discussion of Results

The $p$ and $P$ trends of $I_{\text{em}}(C_2^*)$ can be rationalised through Equation 4.07, which is repeated below for convenience:

$$I_{\text{em}}(C_2^*) \sim 2R_{pl}(\frac{n_e \times k_{4.03}}{A_{4.04} + [H_2] \times k_{4.05}}) \times \frac{[C_2H_2] \times k_{4.01} \times k_{4.02}}{k_{4.01} \times k_{4.02}} \times \frac{[H]^2}{[H_2]^2} \quad (4.07)$$

By increasing $p$, the maximum $T_g$ increases by a few percent from $T_g = 2825$ K for $p = 75$ Torr to $T_g = 2970$ K for $p = 275$ Torr at otherwise base conditions. The parameters $[C_2H_2]$, $n_e$ and $T_e$ are largely unaffected by this temperature change and vary more weakly with changes in $P / p$. Modelling demonstrates that $A_{4.04}/([H_2] \times k_{4.05}) \sim 4$ for base conditions, and as such, emission dominates as a loss mechanism. $R_{pl}$ does decrease with $p$, however this is a smaller effect and compensated by a comparable increase in $k_{4.01} \times k_{4.02} / k_{4.01} \times k_{4.02}$. The major effect of increasing pressure is to increase $[H]/[H_2]$ and $[C_2H_2]$, which both scale $\sim p$. Therefore, $I_{\text{em}}(C_2^*) \sim [C_2H_2] \times ([H]/[H_2])^2 \sim p^3$, as observed experimentally.

With increasing $P$, the maximum $T_g$ increases from 2765 K to 2930 K by increasing $P$ from $P = 0.7$ kW to $P = 1.85$ kW. With increasing $P$, $[C_2H_2]$ is constant, whilst $[H]/[H_2]$ is $P$, $R_{pl}$ is $P^{0.5}$ and $k_{4.01} \times k_{4.02} / k_{4.01} \times k_{4.02}$ increases less than linearly due to the increase in maximum $T_g$; the overall effect is such that $I_{\text{em}}(C_2^*) \sim ([H]/[H_2])^2 \times R_{pl} \times k_{4.01} \times k_{4.02} / k_{4.01} \times k_{4.02} \sim P^3$, also observed experimentally.
In a more speculative manner, increasing $F(Ar)$, and therefore $X_0(Ar)$ and $X(Ar)$, would act to increase $[H]/[H_2]$, $R_q$, $T_g$ and $k_{4.01} \times k_{4.02} / k_{4.01} \times k_{4.02}$, whilst $[C_2H_2]$ would remain ~ constant, as the majority of carbon is already in this form within the hot plasma region. Ar addition could also act to increase $[C_2H_3]$ due to the larger $[H]$ density (e.g. via $C_2H_2 + H + M \rightarrow C_2H_3 + M$). $C_2H_3$ has a lower ionization energy to that of $C_2H_2$ and may therefore lead to further ionization (and an enhanced $n_e$). Overall, increasing $X_0(Ar)$ lead to $I_{em}(C_2^*) \sim \alpha + F(Ar)^{\beta}$ at otherwise base conditions, whereby it has been experimentally observed that $1 \leq \beta \leq 2$ for $X_0(Ar) < 20\%$ for constant $F(CH_4)$, $p$, and $P$ conditions.

Whilst photoemission is the more dominant loss mechanism of $C_2(d)$, displacing $H_2$ (the second most prominent quenching species of the $C_2(d)$ state) with Ar will alter $X(H_2)$ (and therefore $[H_2]$) as a function of position, as described in Chapter 3.

The effect of decreasing substrate diameter is found to increase $I_{em}(C_2^*)$ (and $I_{em}(C_2^-)$) and relocate their peak intensities slightly closer to the substrate. The explanation for the latter observation could be attributed to the increase in $T_g$ closer to the substrate. $T_g$, extracted from the best fit simulations of $I_{em}(C_2^*)$ (and $I_{em}(C_2^-)$) using PGOPHER simulation software package, can be seen in Figure 4.12:

![Figure 4.12: Spatially-resolved $T_g$ for $d_{sub} = 32$ mm on a 0.01″ wire, red, and $d_{sub} = 17$ mm on a 0.004″ wire (black) under otherwise base conditions for $z < 21$ mm; the data this was extracted from the PGOPHER spectral simulation best fits of data shown in Figure 4.11 using a spatial resolution of 1.5 mm.](image)

The anomalous gas temperature for the 32 mm substrate at $z \sim 0.75$ mm arises due to low intensities at this height. Neglecting this outlier, it can be seen (by eye) that by extrapolating the two curves featured in Figure 4.12, $T_g$ converges at $z \sim 0.75$ mm for both substrate sizes. This is reflecting the similar substrate temperature ($T_{sub} \sim 700$ °C) controlled through careful consideration of spacer wire thickness.

The increase and relocation of the maximum $T_g$ towards the substrate, could feasibly lead to a shift in the maximum $[H]/[H_2]$ position, and therefore production of $[C_2H_2]$, and consequently $n_e$, absorbed power density, etc. This would explain the observed relocation of $I_{em}(C_2^-)$ and $I_{em}(C_2^*)$ toward the substrate. The increase in maximum intensity values of these species with respect to substrate diameter could arise from an increase in $[H]$, $[H]/[H_2]$, $n_e$, and / or a change in production / loss rates ( / rate
ratios). The decrease in the relative ratio of $I_{em}(C_2^-*)/I_{em}(C_2^g)$ must also be reflecting a change in one or more of these plasma parameters, and highlighting a difference in their parameter dependencies, consistent with prior speculations with the addition of Ar. The sharper temperature gradient seen with the smaller substrate would result in a further axial confinement of regions B and C (discussed in Chapter 1, Section 1.4) between the plasma core and the substrate, which might act to further enhance radical densities associated to the CVD of diamond (namely H and CH, radicals) near to a diamond growing surface.

Through a careful consideration of Process 4.08 through to Process 4.18, (i.e. the conceived formation and loss mechanisms of the $C_2^−$ and $C_2^{-*}$ states described in Section 4.3.2), it is also possible to interpret the most prominent processes contributing to the formation and loss of $C_2^−$ and $C_2^{-*}$ and rationalise the experimental observations of $I_{em}(C_2^{-*})$ with varying process conditions.

Assuming a high rate coefficient $k_{1.08} > 10^{-29}$ cm$^6$s$^{-1}$, Process 4.08, electron attachment of C$_2$ in the presence of a third body to form C$_2^−$, would only contribute significantly for $p ≥ 150$ Torr. Process 4.08 can also be eliminated as a significant contributing mechanism through experimental observation; for this mechanism to be a major contributor in the formation of $C_2^{-*}$, $I_{em}(C_2^{-*})$ would be expected to follow similar $P$ and $p$ trends to that of $I_{em}(C_2^g)$, which is not observed experimentally. The reverse mechanism, (whose rate coefficient is available in Table 4.01), is also not a major contributor to the loss of $C_2^{-*}$. Processes 4.09, (i.e. electron impact excitation of ground state $C_2^−$), 4.10 (photo attachment of an electron with C$_2$ forming intermediate $C_2^{-*}$, resulting in $C_2^−$ and emission) and 4.11, (electron collision with $C_2^−$ forming C$_2$ and 2 electrons), are also too slow to be considered important formation or loss mechanisms under the investigated conditions.

Electron attachment of acetylene can yield products of $C_2^−$ (+ 2 H) and C$_2$H$^+$ (+ H), the prior has a threshold energy of 7.4 eV with the first resonance featuring at ~ 8.1 eV and is a major contributing process in the formation of $C_2^−$ for $z < 5$ mm. This is reflected in the 2-D plasma modelling of the ground state {C$_2$−}(z) column density shown in Figure 4.13 (b); acetylene is most prominent in the cooler regions of the plasma and as such, any products formed directly from acetylene will also be more prominent at low $z$. The formation of C$_2$H$^+$ by dissociative electron attachment to C$_2$H$_2$ has a threshold energy of 2.7 eV and a resonance energy of 3.6 eV. This is a major source of C$_2$H$^+$ throughout the plasma, however H-shifting of C$_3$H$^+$ (Process 4.14 followed by electron impact excitation, EIE, of C$_2$− as described by Process 4.09) is too slow to be a major contributing process for the formation of C$_2^{-*}$. These mechanisms, are however, a significant contributor to the formation of ground state C$_2^−$.

Experimentally, these formation mechanisms can be ruled out in contributing to the production of C$_2^{-*}$ through consideration of the spatial distribution of $I_{em}(C_2^{-*})$ under base conditions (Figure 4.05 (b)). The number density of acetylene, [C$_2$H$_3$], whose mole fraction can be seen in Figure 1.5 (g), Chapter 1, follows a similar spatial distribution to [H$_2$], which can also be seen in Figure 1.5 (e), Chapter 1. [C$_2$H$_2$]
peaks in the cooler plasma regions, whilst $n_e$ tails off at higher $z$, as can be seen in both Figure 1.5 (a), Chapter 1, and Figure 4.14 (b) of this Chapter. If this were a prominent formation mechanism for the excited state, one would therefore expect $I_{em}(C_2^*)$ to also peak in the cooler regions, such as just above the substrate, rather than the observed peak intensity at $z = 9.75 \pm 0.75$ mm under base conditions.

This argument also allows dissociative electron attachment of acetylene (Process 4.15) to be eliminated as a prominent contributor; instead $C_2^-$ must be formed from a ‘hot’ species more dominant in the hot regions of the plasma. 2-D plasma modelling demonstrate that $C_2$ and $C_2H$ are both more dominant in the hotter plasma regions as can be seen in Figures 4.12 (b) and (c), and Figures 4.13 (c) and (d). $C_2H$ has a number density of $\sim 5 \times 10^{13}$ cm$^{-3}$ in the hot plasma, which is $\sim 40 \times$ that of $C_2$. Processes 4.16 and 4.17 consider dissociative electron attachment of $C_2H$ to form both $C_2^-$ and $C_2^+$. These processes are the major contributing processes in the formation of both species in the hot plasma, whilst the reverse of Process 4.17 is the major quenching process for $C_2^-$.

It is through assuming steady-state and balancing formation (Process 4.17) and loss (the reverse of Process 4.17 and Process 4.18 (radiative emission)) mechanisms, that a similar expression to that describing $I_{em}(C_2^*)$ in Equation 4.07 can be derived for $\{C_2^\}$ (and $I_{em}(C_2^*)$). Such a derivation is available in the Appendix.\(^1\)

$$I_{em}(C_2^-) \sim 2R_{pl} \times k_{A} [C_2H_2] \times n_e \times \frac{k_{A}}{[H]} \times \frac{A_{4,18}}{k_{-4.17}} \times \frac{[H]}{[H_2]}$$

Equation 4.19 demonstrates that $I_{em}(C_2^-)$ is less sensitive than $I_{em}(C_2^*)$ with respect to $[H]/[H_2]$ and is predominantly quenched by $[H]$ (rather than predominantly being lost via photoemission as is the case for $I_{em}(C_2^*)$ under base conditions). Ignoring smaller order changes in the rate coefficients, an increase in $T_g$ would therefore act to the increase $I_{em}(C_2^*)$ and $I_{em}(C_2^-)$, but decrease the relative $I_{em}(C_2^-)/I_{em}(C_2^*)$ based on their parameter-dependencies (described by Equations 4.07 and 4.19 respectively). Ar addition acts to reduce the thermal conductivity of the plasma and therefore enhances $T_g$ (as well as $[H]$, and $[H]/[H_2]$). The increases in $I_{em}(C_2^-)$ and $I_{em}(C_2^*)$ (and decrease in $I_{em}(C_2^-)/I_{em}(C_2^*)$) with Ar addition can therefore be attributed to the associated enhancement of $T_g$.

Similar arguments can also be made for the observed increase in $I_{em}(C_2^-)$ and $I_{em}(C_2^*)$, (and relative decrease in $I_{em}(C_2^-)/I_{em}(C_2^*)$) with decreasing $d_{sub}$.

The $I_{em}(C_2^-)$ dependency on $p$ and $P$ can also be rationalised through Equation 4.19; $[C_2H_2]/[H_2]$ is largely invariant with $P$, whilst the modelling indicates that $[H]/([H]n_{k_4.17}+A_{4.18}) \sim P^{0.33}$ within the plasma core under otherwise base conditions. As before, $R_{pl} \sim P^{0.5}$, and $k_{4,01}/k_{-4,01}$ increases less strongly with $P$, such that overall $I_{em}(C_2^-) \sim P$, as experimentally observed (and modelled for selected conditions) in Figure 4.09. As with $I_{em}(C_2^*)$, $[C_2H_2]$ and $[H]/[H_2]$ increase $\sim p$, whilst $R_{pl}$ decreases.
With increasing $p$, $A_{4.16}/[H] \times k_{-4.17}$ is modelled to be $\sim 2, 0.4$ and $0.18$ for $p = 75$ Torr, 150 Torr and 225 Torr respectively. Equation 4.19 suggests, that $I_{em}(C_2^*-)$ is modelled to be $\sim p^n$, such that $\alpha > 1$ for low $p$, $\alpha \sim 1$ for the lower pressure range investigated, and $\alpha < 1$ for higher $p$; Figure 4.06 demonstrates this trend between $50 \leq p \leq 225$ Torr and correctly models the observed experimental trend; the enhancement seen at high $p \geq 225$ Torr may be attributed to Process 4.08, (third body assisted electron attachment to $C_2$), however this is speculative due to the significant error bars.

Figure 4.13: 2-D plasma kinetic modelling demonstrating spatially-resolved column densities of (a) $C_2^-$ and $C_2^*$, (b) ground state $C_2^-(v=0)$ and $C_2(a, v=0)$, (c) for $p = 75, 150$ and 225 Torr under otherwise base conditions, and (d) $C_2^-$ and $C_2^*$ for $P = 0.7, 0.9$ and $1.85$ kW under otherwise base conditions.
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Figure 4.13 demonstrates the calculated column density spatial distributions of C$_2^{−}$ and C$_2^{*}$, which demonstrate excellent agreement to the experimental $I_{em}(z)$ shown in Figures 4.04 and 4.07 for a range of pressure and power conditions. The agreement not only vindicates the approximation that measured intensities scale with column densities, but also demonstrates that the plasma modelling is correctly describing the experimental observations with changes in operating conditions.

Figure 4.13 also demonstrates that the column density of C$_2$H$^+$ is almost an order of magnitude larger than that of C$_2^{−}$ for base conditions.

![Figure 4.13: 2-D plasma kinetic modelling demonstrating spatially-resolved number densities of (a) [H], (b) $n_e$, (c) [C$_2$H], (d) C$_2$(a), (e)C$_2^{−}$ and (f) C$_2^{*}$ on false colour plots for base conditions.](image)
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Figure 4.14 demonstrates the steady-state number densities for [H], $n_e$, [C$_2$H], [C$_2$(a)], [C$_2$$^-$*] and [C$_2$*] produced by 2-D plasma modelling under base conditions when considering the mechanisms shown in bold in Table 4.01. The broader spatial distribution of [C$_2$H], the proposed parent species of C$_2$$^-$* (cf. [C$_2$(a)], the proposed parent species of C$_2$*) provides a rationale as to why $I_{em}$(C$_2$$^-$*) peaks at a lower $z$ than $I_{em}$(C$_2$*) under most conditions.
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### 4.3.6: Presence of Cations?

Figure 4.15 demonstrates a PGOPHER simulation of the CH*(A→X) transition using rotational constants from Reference 56:

![Figure 4.15: Simulation of CH*(A→X)(0-0) transition at T_g = 1200 K with (1,0) and (0,1) also included. Frank Condon factors were assumed to be 1.](image)

Figure 4.16 demonstrates (a) a best fit CH(A→X) simulation spectrum to experimental data shown in (b). The simulation is generated using rotational constants referenced in Chapter 5, and spanning across a wavelength range in which the CH*(A→X)(0-0) would be expected to emit, (b) demonstrates the experimental data under the height and conditions defined in the methodology and the Figure caption, (c) demonstrates the residual, i.e. the difference between (b) − (a). Figure 4.16 (d) demonstrates an optical emission spectrum collected from a MW-activated H plasma under conditions defined in the Figure caption, whilst (e) shows the spectral simulation of the CH*(A→X) shown in Figure 4.15.

![Figure 4.16: (a) Best fit simulation of the CH(A-X) for experimental data displayed in (b) between the wavelength range of 420-432 nm. (b) Experimental data collected under the conditions of F(H_2) = 300 sccm, F(CH_4) = 19 sccm, P = 1.5 kW, p = 150 Torr, d_{sub} = 17 mm, d_{wire} = 0.004” analysed at z = 2.25 ± 0.75 mm above substrate. (c) residual, i.e. (b) − (a). (d) Experimental data scaled and offset from a dataset collected with data presented in Chapter 3 under conditions of F(H_2) = 300 sccm, P = 1.5 kW, p = 150 Torr, d_{sub} = 17 mm, d_{wire} = 0.01” analysed at z = 2.25 ± 0.75 mm, (e) Simulation of CH*(A→X), also shown in Figure 4.15.](image)
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It is evident from a comparison of Figures 4.16 (c), (d) and (e) that the residual emissions present in (c) can be accounted for by emissions present in a MW-activated H plasma (shown in (d)), and that the simulated CH⁺(A→X)(0-0) structure shown in (e) is not present in (c).

The data presented in Figure 4.16 were collected in the studies carried out in Chapters 3 and 5. The residual shown in Figure 4.16 (c) highlights 4 larger emissions between the wavelength region of 420-432 nm that are not accounted for by the CH(A→X) simulation in Figure 4.16 (a). These emissions are also present at a similar height and under similar conditions, in a methane-free plasma, i.e. emission originating from a MW-activated H plasma. The three emissions arising between 420-422 nm are thought to belong to H₂ emissions, whilst the emission featuring at 422.69 nm could alternatively be an emission originating from atomic W (Einstein-A emission coefficient of $3.7 \times 10^6$ s⁻¹) sourced from the W substrate.

The simulation in Figure 4.16 (e) demonstrates the CH⁺(A→X) transition, which is not evident within the experimental data presented, nor the residual. Additional conditions, not presented, for instance high power, low pressure ($P = 1.85$ kW, $p = 75$ Torr) and low methane fraction were also attempted with no success. It is inferred that the steady-state column densities of {CH⁺(A)} are insufficient to detect optical emissions under the available parameter range.

4.4: Conclusions

This work conclusively demonstrates the first direct evidence for the presence of anions, or more generally charged species, within standard CVD operating conditions in MW-activated C/H(Ar) plasmas. Additional work carried out by final year undergraduate research project student, Talia Solel, demonstrated that C₂⁻* emissions also originate from DC-activated C/H plasmas under operating plasma conditions relevant to the CVD of diamond. The results presented in this chapter investigate how optical emissions originating from the C₂(d→a) Swan Band and the C₂⁻(B→X) Herzberg-Lagerqvist system varied with respect to process conditions. By careful consideration of potential formation and loss mechanisms, dissociative electron attachment of C₂H was confirmed by 2-D plasma modelling to be the prominent formation mechanism for C₂⁻*. This yields a plausible rationale behind the observed experimental behaviour of $I_{em}(C_2-*)$ with changes in operating conditions. C₂⁻* demonstrates an example of alternative excitation mechanisms within MW-activated C/H plasmas under conditions relevant to the chemical vapour deposition of diamond. Comparatively, the prominent formation mechanism of C₂⁻(X) also included dissociative electron attachment of acetylene, forming C₂⁻ as a product directly and indirectly through the production of C₂H⁻ followed by an H-shifting reaction. C₂H⁻ has a calculated number density ~ an order of magnitude higher than that of C₂⁻. Despite diatomic anions consisting of < 0.1% of total negatively charged species, i.e. electrons, the results of this chapter offer an alternative rationale behind positive bias enhanced nucleation results, which have previously been attributed to electron bombardment, as discussed in Chapter 1, Section 1.5. This chapter
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confirms that the addition of some argon has little effect on the overall behaviour of \( I_{em}(C_2^-) \) and \( I_{em}(C_2^*) \) with respect to varying other process conditions (e.g. \( P \) and \( p \)) but infers that an increase in \( T_g \) (generated by introducing Ar) acts to increase both intensities, but decrease the relative intensity ratio, i.e. \( I_{em}(C_2^-)/I_{em}(C_2^*) \). This is reflective of their different sensitivity to \([\text{H}]/[\text{H}_2]\) and their difference in their prominent loss mechanisms under base pressure (photoemission vs. reactive quenching with [H] atoms for the \( C_2^* \) and \( C_2^- \) respectively). The use of a smaller substrate increased the intensity of \( I_{em}(C_2^-) \) and \( I_{em}(C_2^*) \), relocates their peak ~1.5 mm closer to the substrate, and decreases their relative intensities; this effect has been speculated to be attributable to a shift and increase in the \( T_g \) toward the substrate (and therefore acting to alter \([\text{H}]/[\text{H}_2]\) as a function of height). The assumed formation and loss mechanisms of the \( C_2(d) \) state (EIE of the \( C_2(a) \) state, photoemission and reactive quenching with \([\text{H}_2]\)) provides a rationale behind the observed changes in \( I_{em}(C_2^*) \) with process conditions. The assumed formation mechanism is drawn into question in Chapter 5.

This chapter then proceeds to investigate the possibility of emissions from \( \text{CH}^+(\text{A-X}) \) under conditions / the height at which the cation might be expected to be relatively most prominent. No evidence of cation emissions has been found. This chapter serves to highlight that there is plenty of room for further refinement on the knowledge of the processes, which occur within MW-activated C/H and C/H/Ar plasmas, and that 2-D plasma modelling will only provide a consideration on mechanisms that are included.

References


4. Experimental Confirmation of Charged Species within MW-activated C/H and C/H/Ar Plasmas?


4. Experimental Confirmation of Charged Species within MW-activated C/H and C/H/Ar Plasmas?


4. Experimental Confirmation of Charged Species within MW-activated C/H and C/H/Ar Plasmas?


4. Experimental Confirmation of Charged Species within MW-activated C/H and C/H/Ar Plasmas?


50 Ma, J. "Exploration Of The Gas Phase Chemistry In Microwave Activated Plasmas Used For Diamond Chemical VapourDeposition." PhD, University of Bristol, 2008.


4. Experimental Confirmation of Charged Species within MW-activated C/H and C/H/Ar Plasmas?


Chapter 5: Is it Possible to Probe the Thermal Component of the Electron Energy Distribution Function (EEDF) in MW-activated C/H Plasmas?

Chapter 3 investigated the emissions from H₂*, H* and Ar*, which are proven to be sensitive to the hyper-thermal component of the EEDF. Chapter 4 reviews some of the prominent gas phase processes that occur within MW-activated C/H plasmas and provides the first direct evidence for the presence of anions under conditions relevant to the Chemical Vapour Deposition (CVD) of diamond. This chapter attempts to extend such work, whilst probing the thermal component of the EEDF in MW-activated C/H plasmas. Spatially-resolved optical emissions originating from the 3 lowest lying doublet excited states of the CH radical (i.e. the CH(A^2Δ), CH(B^2Σ⁻), and CH(C^2Σ⁺)) have been monitored under a range of MW-activated C/H plasma operating conditions relevant to the chemical vapour deposition (CVD) of diamond.

The emitting states have energies of 2.876, 3.208 and 3.944 eV above the ground state respectively, making emissions originating from these states (if predominantly generated via electron impact excitation, EIE) sensitive to the thermal component of the EEDF. In literature there has been recognition of a chemiluminescent component of the lowest lying CH(A) state through C + H + M → CH(A) + M → CH(X) + γ + M, whilst the C₂(a^3Π_u) state, due to its six-fold degeneracy, is populated significantly more than the C₂ ground state, via H + C₂H(X) → C₂(a) + H₂.

Previous literature has inferred that the investigated excited states of the CH radical are predominantly formed through EIE. Through consideration of CH* intensity ratios, and the quenching of such states, of which there is limited literature available, it should therefore be possible to calculate experimentally derived, spatially-resolved, and process condition dependent electron temperatures which describes the thermal component of the EEDF. This chapter illustrates how such data analysis would be used to make spatially-resolved Te calculations.

It transpires that attempting such analysis relies on introducing two empirical parameters within a Boltzmann distribution to reproduce the modelled Te; one such parameter would typically describe the difference in energy between the excited states of the CH radical, whilst the second parameter is a multiplication factor applied to the calculated intensity ratios. The latter parameter may be reflective of detection efficiencies, differences in quenching mechanisms / rates etc. The reliance of empirical values infers that either the modelling is not describing the EEDF (particularly at low z) in its entirety or that there are unconsidered CH* formation / loss mechanism(s). This is reinforced by the disparity between
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Experimental $I_{\text{em}}(C\rightarrow X)/I_{\text{em}}(A\rightarrow X)(z)$ and modelled $\{\text{CH}(C)\}/[\text{CH}(A)]$ ratios, used as a comparator, as produced through consideration of EIE, radiative decay, and the deduced quenching mechanism $\text{H}_2 + \text{CH}^* \rightarrow \text{CH}_2 + \text{H}$.

Experimentally, it is observed that $I_{\text{em}}(C\rightarrow X)/I_{\text{em}}(A\rightarrow X)(z)$ maximises at $z \sim 2.5$ mm and decreases sharply until $z \sim 10$ mm. The ratio then plateaus / decreases gradually up to $z \sim 20$ mm. Comparatively, the modelling infers comparator $\{\text{CH}(C)\}/[\text{CH}(A)]$ maximises at $z \sim 5$ mm, which plateaus / gradually decreases with increasing $z$. The failure of the model in capturing $I_{\text{em}}(C\rightarrow X)/I_{\text{em}}(A\rightarrow X)(z \sim 2.5$ mm) (and the local low $z$ variation) is implicit that there are intensity contributions (or plasma parameter variations) that the modelling is not capturing at present.

The first explanation is consistent with the failure of the 2-D plasma modelling to reproduce the low $z$ emission contributions originating in MW-activated H plasmas. An increase in ‘warm’ electrons with a higher $T_e(z \sim 2.5$ mm) would act to increase $\{\text{CH}(C)\}/[\text{CH}(A)]$ at low $z$ and improve agreement between model and experiment.

Alternatively, through the inclusion of an additional CH* formation mechanism, (hydrogen abstraction of the CH$_2$(X) state, which predominantly forms CH(X), but also populates the excited states of the CH* radicals, i.e. $\text{H} + \text{CH}_2(X) \rightarrow \text{CH}^* + \text{H}_2$, with a Maxwell-Boltzmann contribution), an agreement is produced between the spatial dependency of $I_{\text{em}}(C\rightarrow X)/I_{\text{em}}(A\rightarrow X)(z)$ emission ratios with modelled $\{\text{CH}(C)\}/[\text{CH}(A)](z)$. Crucially, in this latter interpretation, the rate is demonstrated to be significant and perhaps larger than that of EIE (of the CH(X) radical) in the production of the CH(A) state within the hot plasma region. Comparatively, EIE is still the prominent formation mechanism for the CH(C) state. This would imply that whilst such a ratio may still be sensitive to the thermal component of the EEDF within MW-activated C/H plasmas, as outlined, they may not be used to directly calculate $T_e(z)$ and hence acts as a justification for the introduction of empirical values in the calculation of $T_e(z)$. Such a conclusion would also infer that CH* emission intensities are more representative of CH$_x(0 \leq x \leq 3)$ radicals, i.e. species attributed with the standard model of diamond growth, than previously thought.

Further, a similar mechanism, ($\text{H} + \text{C}_2\text{H}(X) \rightarrow \text{C}_2(d) + \text{H}_2$) would be expected to produce a larger rate than the C$_2(d)$ formation mechanism assumed in Chapter 4, EIE of the C$_2(a)$ radical.

It is concluded that either of the two mechanisms could explain the disparity between model and experiment, and that the majority of experimental parameters would be incapable of distinguishing between these possibilities within the available parameter ranges. It is speculated, however, that very low fractions of methane addition might. These results are in the process of being published.

5.1: Introduction

The physical gas phase processes and plasma chemistry facilitating diamond growth in MW-activated C/H plasmas are generally thought to be well-understood. Such an understanding has been achieved
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through a combination of diagnostic techniques, (such as laser absorption, optical emission spectroscopy, 1,2,3,4 and microwave interferometry studies, 4 used for measuring absolute ground state, relative excited state and absolute electron column densities respectively) and plasma modelling.1,2,3,4

Spatially-resolved optical emission spectroscopy (OES) is a non-intrusive technique, which enables emitting excited atomic and diatomic radicals to be investigated with spatial resolution. Such investigations can infer diagnostic information, such as $T_g$. 5,6 and inform plasma modelling.6,7,8,9,10 OES is desirable as a non-invasive in situ diagnostic technique for monitoring the plasma content (and any time evolution) during CVD diamond growth. For instance, the CH(A2∆→X2Π) and CH(B2Σ→X2Π) emission bands are commonly used as an indicator for CHd (0 ≤ x ≤ 3) radicals, whilst the C2(d1Πg→a3Πu) emission is indicative of the total carbon content, as demonstrated in Chapter 4.11,12,13,14,15 A comparison of $I_{em}(CH)/I_{em}(C_2)$ radical emissions has been used as an in situ proxy for assessing material and surface quality during growth, as qualified post-growth through characterisation techniques, such as Scanning Electron Microscopy and Raman Spectroscopy.11,12,13,14,15

Emitting excited states tend to be populated through electron impact excitation of ground states, or in the case of C2, low lying metastable states.1,16 There have been a few additional excitation mechanisms noted as a more comprehensive understanding of MW-activated C/H systems has been developed. Chapter 4 illustrated that the C2(B2Σu) state is likely populated through dissociative electron attachment of C2H. Excitation energy transfers have been noted for CH and C2 emissions within MW-activated C/H/O plasmas through excitation energy transfer excitation with metastable CO(a3Π), whilst near resonant energy transfer between highly excited states of H*, H2* and Ar* and their ground states have been reported in Chapter 3 for MW-activated H (and H/Ar) plasmas with such ideas likely extending to MW-activated C/H/(Ar) plasmas, as qualified in Chapter 6.7,8,9

The electron energy distribution function (EEDF) is an important plasma characteristic, which determines the number density of electrons within a defined energy range and is described by a Maxwell-Boltzmann distribution around electron temperature, $T_e$. Experimentally, $T_e$ (or the EEDF) is difficult to measure directly. Traditionally in low pressure, low temperature plasmas, $T_e$ could be measured through use of a Langmuir probe, however such a probe would not withstand the high $T_g$ conditions present in this thesis. Supposing it could, such a device would act to perturb the MW standing wave and consequently the plasma parameters.17,18 Thompson scattering is another method facilitating the determination of electron temperatures, however the experimental set-up is non-trivial and impractical in bright luminous plasmas.18

As highlighted in Chapter 3, the EEDF is highly sensitive to plasma parameters, such as absorbed power density, $T_g$, $n_e$, reduced electric field strength, etc and that these spatially-variant plasma parameters, (as well as the EEDF) are interdependently coupled with the prominent gas phase processes occurring within MW-activated H (and H/Ar) plasmas.8,9 Monitoring the intensity of H2 emission bands proved
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to be a sensitive tool for probing the hyper-thermal component of the EEDF. However, the work also illustrated that, under the studied conditions, couplings between highly excited states of H, H₂ (and Ar when present) with their ground state species can complicate the interpretation of OES for estimating $T_e$ through traditional OES probes, in particular the use of H-Balmer ratios and actinometry measurements through the use of trace rare gases.⁸,⁹,¹⁹

Alternatively, computation, and modelling, can be used to estimate the relative intensities and/or column densities of excited states expected for different $T_e$. The use of relative intensities should consider experimental factors, such as the detection efficiency of different emission wavelengths prior to calculation of $T_e$.

This work seeks to expand the available toolset for monitoring thermal electrons within MW-activated C/H plasmas by comparison of optical emission measurements carried out on the CH($A^2\Delta \rightarrow X^2\Pi$), CH($B^2\Sigma \rightarrow X^2\Pi$), and the lesser studied CH($C^2\Sigma^+ \rightarrow X^2\Pi$). These excited states have energies of 2.876, 3.208 and 3.944 eV respectively.²⁰
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5.2: Experimental Details

This experiment monitors the CH(A^2Δ→X^2Π), CH(B^2Σ−→X^2Π) and CH(C^2Σ+→X^2Π) emission bands originating from MW-activated C/H plasmas using the optical set-up described in Chapters 2 and 3. The states, their respective emissions to the ground state, and the emission wavelength of the 0-0 band head are depicted below in Figure 5.01:

![Figure 5.01: 4 lowest lying doublet states of the CH radical, transitions between the three lowest lying excited doublet states of the CH radical and the ground state are indicated by arrows with (0,0) band heads labelled.](image)

The emission intensities of these transitions are henceforth referred to as \(I_{em}(A→X)\), \(I_{em}(B→X)\), \(I_{em}(C→X)\) or, collectively, as \(I_{em}(CH^*)\). The emissions were monitored with a 50 mm focal length, f/14 objective lens attached to an Andor Shamrock 500i Spectrograph. The emissions enter a 10 μm entrance slit and are dispersed using a 700 grooves mm\(^{-1}\) diffraction grating. The set-up provides an experimental FWHM ~ 0.09 nm and a spatial magnification of ~ 0.11 on the cooled Andor 940 CCD used for detection. This choice of grating provides a higher wavelength resolution but meant that the CH(C→X) emission had to be recorded separately from the more closely spaced \(I_{em}(A→X)\) and \(I_{em}(B→X)\) signals. In order to ensure no time-dependent drift in signals between the accumulations of these spectra, the emissions were monitored before and after the data presented in this chapter on a lower resolution (400 groove mm\(^{-1}\)) grating, which yields a spectral FWHM resolution of ~ 0.13 nm. The lens aperture was minimised, such that the emission is from across the entire diameter of the plasma, as is assumed in Chapters 3 and 4.
5. Is it Possible to Probe the Thermal Component of the Electron Energy Distribution Function (EEDF) in MW-activated C/H Plasmas?

Base conditions were selected as $P = 1.5$ kW, $p = 150$ Torr, $F(H_2) = 300$ standard cm$^3$ per minute (sccm), $F(CH_4) = 19$ sccm with the air leak impurity lower than 3 ppm (i.e. the main source of contamination is via the hydrogen feed gas). $F(CH_4)$, $P$ and $p$ were varied over the ranges of $0 \leq F(CH_4) \leq 30$ sccm, $0.7 \leq P \leq 1.85$ kW and $75 \leq p \leq 275$ Torr using a W substrate with a diameter of $d_{sub} = 32$ mm, placed on a thin Mo spacer wire $d_{wire} = 0.01”$ between the substrate and the water-cooled baseplate.

A further investigation was undertaken into the effect of decreasing substrate diameter. Thinner wire spacers were used for smaller $d_{sub}$ to maintain $T_{sub} \sim 700$ °C for each substrate size under otherwise base conditions. The substrate diameters investigated are $d_{sub} = 32$ mm ($d_{wire} = 0.01”$), $d_{sub} = 27$ mm ($d_{wire} = 0.006”$), and $d_{sub} = 17$ mm ($d_{wire} = 0.004”$) under otherwise base conditions.

5.3: Results and Discussion

5.3.1: Optical Emission Images and Spectral Analysis

The CH($A^2\Delta \rightarrow X^2\Pi$)(0,0), CH($B^2\Sigma^- \rightarrow X^2\Pi$)(0,0) and CH($C^2\Sigma^+ \rightarrow X^2\Pi$)(0,0) band heads appear at $\lambda = 431.2$, 387.2 and 314.4 nm respectively. These emissions are contained within the monitored wavelength ranges of (i) 307-382 nm and (ii) 370-447 nm. Figure 5.02 (a) demonstrates a spatially-resolved false colour image monitoring a wavelength range of 307-382 nm, imaging plasma heights between $-3 \leq z \leq 27$ mm, where $z = 0$ mm defines the top of a 3 mm thick W substrate. Figure 5.02 (b) demonstrates an experimental spectrum of the CH($C \rightarrow X$), $\Delta v = 0$, a best fit simulation generated using PGOPHER, a simulation software package, and makes use of rotational constants describing the $C^2\Sigma^+$ and $X^2\Pi$ states taken from Reference 20, and the residual generated by subtracting the simulation from the experimental data.\textsuperscript{21} Proposed molecular orbital state diagrams are available in Appendix A5.1.
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Figure 5.03 is a similar figure to that of Figure 5.02 for $I_{em}(A\rightarrow X)$, $\Delta \nu = 0$ and $I_{em}(B\rightarrow X)$, $\Delta \nu = 0$ with simulations generated using rotational constants for the $A^2\Delta$ and $B^2\Sigma^-$ states. To relate emission intensities to relative excited state column densities, the Einstein-A emission coefficient of each emission should be considered, along with the response function of the set up i.e. the diffraction grating and CCD detector efficiency as $\varepsilon(\lambda)$. No attempt has been made to account for these constants in Section 5.3.2. Instead, it is noted that these factors should not impact the relative variation of intensity ratios but should be considered in an attempt to extract $T_e$ estimates.

Figure 5.03 is similar to that of Figure 5.02 for $I_{em}(A\rightarrow X)$, $\Delta \nu = 0$ and $I_{em}(B\rightarrow X)$, $\Delta \nu = 0$ with simulations generated using rotational constants for the $A^2\Delta$ and $B^2\Sigma^-$ states. To relate emission intensities to relative excited state column densities, the Einstein-A emission coefficient of each emission should be considered, along with the response function of the set up i.e. the diffraction grating and CCD detector efficiency as $\varepsilon(\lambda)$. No attempt has been made to account for these constants in Section 5.3.2. Instead, it is noted that these factors should not impact the relative variation of intensity ratios but should be considered in an attempt to extract $T_e$ estimates.

Section 5.3.2 simply describes the experimental measurements, whilst Section 5.3.3 illustrates how such results might be used for the calculation of spatially-resolved $T_e(z)$. Section 5.3.4 adds insight into the observed experimental trends through a brief comparison with 2-D plasma modelling.
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Figure 5.03: \( I_{\text{em}}(\lambda, z) \) image between the wavelength range of 370-447 nm taken under base conditions, i.e. \( P = 1.5 \text{ kW}, p = 150 \text{ Torr}, F(\text{CH}_4) = 19 \text{ sccm}, F(\text{H}_2) = 300 \text{ sccm} \), where \( z = 0 \) defines the substrate surface. Two \( I(\text{H}^*) \) emissions and the band heads associated with \( I_{\text{em}}(\text{A} \rightarrow \text{X})(0,0) \), \( I_{\text{em}}(\text{B} \rightarrow \text{X})(0,0) \) are labelled. Zoomed wavelength range between (b) 421 - 434 nm and (c) 385 - 402 nm illustrating experimental \( I_{\text{em}}(\lambda) \) between 10.5 ≤ \( z \) ≤ 12 mm above the substrate, (black), best fit (b) CH(A→X) and (c) CH(B→X) simulation (red) and residual (blue) for (b) \( I_{\text{em}}(\text{A} \rightarrow \text{X})(0,0) \) and (c) \( I_{\text{em}}(\text{B} \rightarrow \text{X})(0,0) \) respectively.
5. Is it Possible to Probe the Thermal Component of the Electron Energy Distribution Function (EEDF) in MW-activated C/H Plasmas?

5.3.2: Trends of CH* Emission Intensities with Variation in Process Conditions

$I_{em}(CH^*)$ has been analysed using a high spatial resolution of $\Delta z = 1.5$ mm for spatial distributions and a low spatial resolution of $\Delta z = 3$ mm between the heights of $9 \leq z \leq 12$ mm for variation with process conditions.

Figure 5.04 illustrates normalised $I_{em}(CH^*)$ under base conditions. The centre point of the FWHM for each emission band is indicated by a colour co-ordinated dashed line.

Figure 5.04 illustrates normalised $I_{em}(CH^*)$ under base conditions. The 3 emission bands have broadly similar spatial distributions, peaking between $8.25 \leq z \leq 11.25$ mm above the substrate with negligible values by $z \sim 27$ mm. The centre point of the full width half maximum (FWHM), indicated by the coloured dashed lines, along with the peak intensity, can be seen to decrease in $z$ with increasing upper state energy. This result, and those that follow have been reproduced twice using two different MW reactors and spectrometers by postgraduate MSc student, Bruno Rodriguez, who worked under my supervision for his MSc research project. The final datasets that feature in his Thesis demonstrate a high $z$ emission component from the CH(C→X) emission band, which only appeared in one of the two investigated reactors. This arose due to the implementation of an incorrect methodology, whilst accumulating data; this had no major bearing on his reported for $I_{em}(CH^*)(z < 12$ mm), or any intensity ratios reported for low plasma heights, nor the results he produced from the second reactor, all of which agree with the results reported in this Chapter. The purpose of drawing attention to these preliminary studies, is that it provides clarity and confirmation that the results reported in this Chapter are not reflecting a slight spatial/wavelength-dependent calibration error but are rather a physical and reproducible observation between different (but comparable) experimental set-ups. The collection and analysis of the data presented in this Chapter is of my own.

Figure 5.05 illustrates the spatial variation in $I_{em}(CH^*)$ for $p = (a) 75$, (b) 150 and (c) 275 Torr under otherwise base conditions, whilst Figure 5.05(d) illustrates $I_{em}(B\rightarrow X)/I_{em}(A\rightarrow X)$ and $I_{em}(C\rightarrow X)/I_{em}(A\rightarrow X)$, labelled as $R(B/A)$ and $R(C/A)$ respectively as a function of $z$. As before, the dashed lines indicate the estimated centre point of the FWHM for each of the emission intensities.
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Comparison of Figures 5.05 (a), (b), and (c) demonstrate that with increasing pressure, (i) the emitting plasma volume contraction, which results in: (ii) the FWHM centre of each emission band intensity decreasing in \( z \), and (iii) an overall increase in each emission band intensity. The decrease in FWHM centre points with \( z \) for an increasing upper state energy is almost lost by \( p = 275 \) Torr. Figure 5.05 (d)

---

**Figure 5.05:** \( I_{\text{em}}(\text{CH}^+) \) spatial distributions, analysed with a higher spatial resolution of \( \Delta z = 1.5 \) mm, for \( p = 75 \) Torr, (b) 150 Torr (i.e. base conditions) and (c) 275 Torr under otherwise base conditions, i.e. \( P = 1.5 \) kW, \( F(\text{CH}_4) = 19 \) sccm, \( F(\text{H}_2) = 300 \) sccm. (d) Ratios of \( I_{\text{em}}(\text{B} \rightarrow \text{X})/I_{\text{em}}(\text{A} \rightarrow \text{X}) \) and \( I_{\text{em}}(\text{C} \rightarrow \text{X})/I_{\text{em}}(\text{A} \rightarrow \text{X}) \) labelled as \( R(\text{B}/\text{A}) \) and \( R(\text{C}/\text{A}) \) respectively, as a function \( f(z) \) for \( p = 75, 150 \) and 275 Torr under otherwise base conditions.
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shows intensity ratios as a function of height for $p = 75, 150$ and $275$ Torr. There are two notable effects demonstrated, the first featuring effect is the spatial variation of the intensity ratios for $I_{\text{em}}(B\rightarrow X)/I_{\text{em}}(A\rightarrow X)$ and $I_{\text{em}}(C\rightarrow X)/I_{\text{em}}(A\rightarrow X)$. Under most pressure conditions, both ratios maximise at $z \sim 2.25$ mm and decrease with a further increasing $z$. In the case of $I_{\text{em}}(B\rightarrow X)/I_{\text{em}}(A\rightarrow X)$, at $z \sim 20$ mm, the ratio has decreased to $\sim 35\%$ of its maximum value under base conditions, whilst for $I_{\text{em}}(C\rightarrow X)/I_{\text{em}}(A\rightarrow X)$, this decreases to a negligible ratio.

Figures 5.04 and 5.05 demonstrate that emission intensities above $z \sim 20$ mm are small relative to the intensity maximum at $z \sim 9.75$ mm. Prior work has implied that at high $z$, there is a minor chemiluminescent contribution to the generation of the CH(A) state, and whilst perhaps this data may also be indicating a smaller chemiluminescent contribution to the CH(B) state emission, further speculation is not warranted at this point. Instead, attention is drawn to plasma heights, $z \leq 20$ mm. The second notable effect in Figure 5.05 (d) is the clear decrease in intensity ratios with increasing pressure.

The pressure dependency of these emissions (and the ratio of $I_{\text{em}}(CH(B\rightarrow X)$ and $I_{\text{em}}(CH(C\rightarrow X)$ relative to $I_{\text{em}}(CH(A\rightarrow X)$ are shown in Figure 5.06.

*Figure 5.06: (a) $I_{\text{em}}(CH^*)$ as a $f(p)$, analysed with a lower spatial resolution of $\Delta z = 3$ mm between $9 \leq z \leq 12$ mm above the substrate under otherwise base conditions, i.e. $P = 1.5$ kW, $F(CH_4) = 19$ sccm, $F(H_2) = 300$ sccm. (b) Ratios of $I_{\text{em}}(B\rightarrow X)/I_{\text{em}}(A\rightarrow X)$ and $I_{\text{em}}(C\rightarrow X)/I_{\text{em}}(A\rightarrow X)$ labelled as $R(B/A)$ and $R(C/A)$ respectively, as a $f(p)$.*

Figure 5.06 (a) illustrates $I_{\text{em}}(CH^*)$ as a $f(p)$ with more clarity for intensities analysed with a lower resolution of $\Delta z = 3$ mm between $9 \leq z \leq 12$ mm above the substrate. The exponents from the relationship $I_{\text{em}}(CH^*) \sim p^n$ return values of $n = 2.2 \pm 0.1, 2.0 \pm 0.2$, and $1.71 \pm 0.09$ for $I_{\text{em}}(A\rightarrow X)$, $I_{\text{em}}(B\rightarrow X)$ and
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$I_{em}(C→X)$ respectively. The attributed error bars, retrieved from the PGOPHER fit, are too small to see, indicative that they are perhaps underestimated. Figure 5.06 (b) illustrates the variation of $I_{em}(B→X)/I_{em}(A→X)$ and $I_{em}(C→X)/I_{em}(A→X)$ as a function of $p$. Whilst $I_{em}(B→X)/I_{em}(A→X)$ demonstrates a clear decrease with increasing $p$ for $p \leq 150$ Torr, it appears relatively flat for $p \geq 150$ Torr. Hence, there is no clear exponent calculated for the relationship $R(B/A) \sim p^n$. Comparatively, Figure 5.06 demonstrates $I_{em}(C→X)/I_{em}(A→X) \sim p^n$ for $p \geq 75$ Torr. The red dashed line indicates such a trend and yields an exponent value of $n = -0.57 \pm 0.02$.

The spatial distributions for $P = 0.9$ and 1.85 kW can be seen in Figures 5.07 (a) and (b) respectively, whilst Figure 5.07 (c) demonstrates the spatially-resolved intensity ratios for $P = 0.9$, 1.5 and 1.85 kW. With increasing $P$, there is an expansion in the emitting volume of the plasma, resulting in an increase in FWHM centre height, as well as an increase in $I(CH^*)$. The ratios of $I_{em}(B→X)/I_{em}(A→X)$ and $I_{em}(C→X)/I_{em}(A→X)$ decrease between $P = 0.9$ and 1.5 kW for $z \geq 5$ mm, whilst any difference between these ratios for a further increase in $P$, i.e. $P = 1.5$ and 1.85 kW is subtle.
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These findings are reinforced in Figures 5.08 (a) and (b), which demonstrate (a) $I_{em}(CH^*) \sim P^n$ and (b) $I_{em}(B\rightarrow X)/I_{em}(A\rightarrow X)$ and $I_{em}(C\rightarrow X)/I_{em}(A\rightarrow X) \sim P^n$ analysed at the lower spatial resolution. $I_{em}(A\rightarrow X) \sim P^n$ yields an exponent of $n = 1.88 \pm 0.03$, whilst $I_{em}(B\rightarrow X)$ and $I_{em}(C\rightarrow X)$ have exponent values of $n = 1.69 \pm 0.03$ and $1.37 \pm 0.03$ respectively. $I_{em}(B\rightarrow X)/I_{em}(A\rightarrow X) \sim P^n$ and $I_{em}(C\rightarrow X)/I_{em}(A\rightarrow X) \sim P^n$ retrieve exponents of $n = -0.20 \pm 0.03$ and $-0.51 \pm 0.03$ respectively.

![Figure 5.07: $I_{em}(CH^*)$ spatial distributions, analysed with a higher spatial resolution of $\Delta z = 1.5$ mm, for $P$ = (a) 0.9 kW, (b) 1.85 kW under otherwise base conditions, i.e. $p = 150$ Torr, $F(CH_4) = 19$ sccm, $F(H_2) = 300$ sccm. (d) Ratios of $I_{em}(B\rightarrow X)/I_{em}(A\rightarrow X)$ and $I_{em}(C\rightarrow X)/I_{em}(A\rightarrow X)$ labelled as $R(B/A)$ and $R(C/A)$ respectively, as a function of $z$ for $P = 0.9, 1.5$ (i.e. base conditions) and 1.85 kW under otherwise base conditions.](image-url)
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Figure 5.09 illustrates that \( I_{em}(CH^*) \) bands increase with \( F(CH_4) \). This particular experiment was carried out in a less than pristine chamber with regards to carbon contamination, and hence, for \( F(CH_4) = 0 \) sccm, some \( I(CH^*) \) signal is present. At low carbon fractions, \( I_{em}(CH^*) \) is more sensitive than \( I_{em}(C_2^*) \) to the presence of carbon, which was not observed for \( F(CH_4) = 0 \) sccm. All 3 bands demonstrate good agreement between their respective exponents for \( I_{em}(CH^*) \sim F(CH_4)^n \). \( I_{em}(A\rightarrow X) \) holds an exponent with a value of \( n = 0.171 \pm 0.007 \), whilst \( I_{em}(B\rightarrow X) \) and \( I_{em}(C\rightarrow X) \) hold exponents of \( 0.186 \pm 0.006 \) and \( 0.188 \pm 0.005 \) respectively, i.e. the three exponents for \( I_{em}(CH^*) \sim F(CH_4)^n \) are within 2 standard deviations of one another. It is therefore unsurprising that both intensity ratios reported in Figure 5.09 (b) appear relatively flat with increasing methane fraction. The anomalous decrease in \( I_{em}(C\rightarrow X)/I_{em}(A\rightarrow X) \) for \( F(CH_4) = 0 \) sccm under otherwise base conditions is not seen in \( I_{em}(B\rightarrow X)/I_{em}(A\rightarrow X) \). This observation is noted and reserved for speculation in discussion.
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Figure 5.09: (a) $I_{\text{em}}(\text{CH}^*)$ as a $f(F(\text{CH}_4))$, analysed with a lower spatial resolution of $\Delta z = 3$ mm between 9 $\leq z \leq 12$ mm above the substrate under otherwise base conditions, i.e. $p = 150$ Torr, $P = 1.5$ kW, $F(\text{H}_2) = 300$ sccm. (b) Ratios of $I_{\text{em}}(\text{CH}(B\rightarrow X))/I_{\text{em}}(\text{CH}(A\rightarrow X))$ and $I_{\text{em}}(C\rightarrow X)/I_{\text{em}}(A\rightarrow X)$ labelled as $R(B/A)$ and $R(C/A)$ respectively, as a $f(F(\text{CH}_4))$.

Figure 5.10 reports the variation of $I_{\text{em}}(\text{CH}^*)$ with decreasing substrate diameter, $d_{\text{sub}}$, varying spacer wire thickness to ensure $T_{\text{sub}} \sim 700$ °C. The substrate diameters reported in Figure 5.10 are (a) 32 mm, (b) 27 mm and (c) 17 mm with wire thicknesses of 0.01”, 0.006” and 0.004” respectively under otherwise base conditions. As before, to alter the substrate, the chamber requires opening and closing, and so a comparison of absolute intensities between substrate diameters may not be reasonable. Assuming, however, that the results may be taken at face value, the main effect of decreasing substrate diameter (and wire thickness) are (i) an increase in $I(\text{CH}^*)$ and (ii) a minor shift in the centre point of the FWHM of $I(\text{CH}^*)$ toward the substrate. Figure 5.10 (d) illustrates that the $I_{\text{em}}(B\rightarrow X)/I_{\text{em}}(A\rightarrow X)$ and $I_{\text{em}}(C\rightarrow X)/I_{\text{em}}(A\rightarrow X)$ decrease subtly with decreasing substrate diameter. This difference is most apparent at lower $z$, i.e. $z \leq 8.25$ mm with values converging for different substrate diameters (and wire thicknesses) at a higher $z$ of ~ 18.75 mm.
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Attention is now drawn to exploring whether it is possible to probe the thermal component of the EEDF, its spatial and condition variation, i.e. $T_e(z, \text{conditions})$ through use of the $I_{em}(C\rightarrow X)/I_{em}(A\rightarrow X)$ ratio, so chosen to maximise $\Delta E$ between the two emitting states.

Figure 5.10: $I_{em}(\text{CH}^*)$ spatial distributions, analysed with a higher spatial resolution of $\Delta z = 1.5$ mm, for $d_{\text{sub}} = (a) 32$ mm (i.e. base conditions), (b) 27 mm and (c) 17 mm using 0.01”, 0.006” and 0.004” spacer wire thicknesses under otherwise base conditions, i.e. $P = 1.5$ kW, $p = 150$ Torr, $F(\text{CH}_4) = 19$ sccm, $F(\text{H}_2) = 300$ sccm. (d) Ratios of $I_{em}(\text{B}\rightarrow X)/I_{em}(\text{A}\rightarrow X)$ and $I_{em}(\text{C}\rightarrow X)/I_{em}(\text{A}\rightarrow X)$ labelled as $R(\text{B}/\text{A})$ and $R(\text{C}/\text{A})$ respectively, as a function of $z$ for $d_{\text{sub}} = (a) 32$, (b) 27 and (c) 17 mm under otherwise base conditions.
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5.3.3: CH* ratios as a thermal electron temperature probe?

The number density of an excited state formed by electron impact excitation (EIE) is proportional to the ground state number density, i.e. [CH(X)], the electron density, $n_e$, the rate coefficient for electron impact excitation (EIE) of the CH(X) state populating the CH(A) state, $k_{EIE}(A\rightarrow X)$. By assuming that EIE is the main form of excitation, and that the plasma is under steady-state, Equation 5.01 can be used to describe the number density of [CH(A)] by equating prominent formation and loss rates:

$$[CH(A)] = \frac{n_e[A][CH(X)]k_{EIE}(A\rightarrow X)}{A + k_{QA}[Q]} \quad (5.01)$$

Here, $A_A$ describes the Einstein-A emission coefficient for the CH(A→X)(0,0) transition, ($A_A = 1.87 \times 10^6$ s$^{-1}$), whilst $k_{QA}$ describes the rate coefficient for the quenching of the CH(A) state.\(^{23}\) This can be achieved, for example, through inelastic scattering. The prominent quencher, $Q$, will likely be $Q = H_2$, H or C,H$_2$, i.e. the most prominent species present. Similar equations can be derived for [CH(B)] and [CH(C)]. The CH(A→X) emission intensity, abbreviated to $I_A$, would be described by Equation 5.02 at any given height above the substrate, $z$:

$$I_A = \varepsilon_{detA} \frac{c}{A} \frac{n_e[A][CH(X)]k_{EIE}(A\rightarrow X)}{k_{QA}[Q]+A_A} \quad (5.02)$$

Where $\varepsilon_{detA}$ describes the detection efficiency at detection wavelength, $\lambda_A$. Of the monitored bands, the CH(C) and CH(A) states have the largest difference in energy ($E(C) - E(A) = 1.07$ eV, cf. $E(B) - E(A) = 0.35$ eV and $E(C) - E(B) = 0.72$ eV) and therefore a comparison of these bands would provide the most sensitive probe for a change in $T_e$. The intensity ratio of $I_C/I_A$, i.e. $R(C/A)$, can be approximated as Equation 5.03 through assuming a Boltzmann relationship for electron impact excitation, where $\Delta E$ defines the difference in energies between the two states, i.e. $\Delta E = 1.07$ eV:

$$R \left(\frac{I_C}{I_A}\right) = R(A)R \left(\frac{I_B}{I_A}\right)R(\varepsilon) \frac{(k_{QA}[Q] + A_A)}{(k_{Q}[Q] + A_C)} e^{-\Delta E/T_e} \quad (5.03)$$

Additional steps between Equation 5.02 and 5.03 are available in Appendix A5.2. Similar equations can also be derived for $R(B/A)$, where the Einstein-A emission coefficients are $A_B = 2.63 \times 10^6$ s$^{-1}$ and $A_C = 1.1 \times 10^7$ s$^{-1}$. $R(\lambda)$ is the ratio of the emitting wavelength band heads, $R(A)$ is the ratio of the Einstein-A emission coefficients, and $R(\varepsilon(\lambda))$ is the ratio of the equipment response functions at the band head, estimated using indicative values from the supporting specification documents of the grating and CCD sensitivity as a function of $\lambda$ are available in Appendices A5.3 and A5.4 respectively. These produce values of 1/1.18 and 1/3.88 for comparing $\lambda \sim 380$ and 315 nm (i.e. the approximate wavelength of the band heads $I_{em}(CH(B\rightarrow X)(0-0)$ and $I_{em}(CH(C\rightarrow X)(0-0)$ respectively) relative to $\lambda \sim 430$ nm, the approximate wavelength of $I_{em}(CH(A\rightarrow X)(0-0)$. The $k_q(T_e)$ values are poorly characterised for all 3 states with limited data available for the quenching of CH(A) with H$_2$, H, and C$_2$H$_4$ (assumed to be indicative of C$_2$H$_2$).\(^{24,25,26,27,28,29}\) Heinrich \textit{et al.} \(^{24}\) and Chen \textit{et al.} \(^{27}\) provide temperature-dependent rate
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coefficients (in an Arrhenius equation) for the quenching of the CH(A) state with quenchers H\textsubscript{2} (300 K \leq T\textsubscript{g} \leq 950 K) and C\textsubscript{3}H\textsubscript{4} (297 K \leq T\textsubscript{g} \leq 653 K) respectively, whilst Tamura et al.\textsuperscript{29} provide similar quenching rate coefficients for H and H\textsubscript{2} calculated between (240 K \leq T\textsubscript{g} \leq 1300 K). The temperature-dependent coefficients provided by Heinrich et al.\textsuperscript{24} and Chen et al.\textsuperscript{27} are in good agreement with CH(A) quenching rate constants reported at T\textsubscript{g} = 300 K by Cooper et al.\textsuperscript{28} for Q = C\textsubscript{2}H\textsubscript{4} and H\textsubscript{2} and Nokes et al.\textsuperscript{25} for Q = H\textsubscript{2} and C\textsubscript{2}H\textsubscript{2}. Under the assumption that the Arrhenius rate equations for CH(A) state quenching provided by Heinrich et al.\textsuperscript{24} and Chen et al.\textsuperscript{27} extrapolate to T\textsubscript{g} = 3000 K, these equations yield comparable k\textsubscript{QA} rate coefficients for C\textsubscript{3}H\textsubscript{4} and H\textsubscript{2}; 4.52 \times 10\textsuperscript{-10} and 5.75 \times 10\textsuperscript{-10} cm\textsuperscript{3}\text{molecule}\textsuperscript{-1}s\textsuperscript{-1} respectively. Whilst Tamura et al.\textsuperscript{29} provide overestimations of calculated rate coefficients for T\textsubscript{g} = 300 K, their calculated values at T\textsubscript{g} = 3000 K reinforces that the calculated rate coefficient for Q = H\textsubscript{2} (T\textsubscript{g} = 3000 K) is of the correct magnitude, and demonstrate that Q = H and H\textsubscript{2} would be expected to have similar rate coefficients for quenching CH(A). A summary of values for measured / calculated rate coefficients are provided in Table 5.01 for T\textsubscript{g} \sim 300 K and 3000 K:

<table>
<thead>
<tr>
<th>Quenching species, Q</th>
<th>T\textsubscript{g} /K</th>
<th>Experimental Rate coefficient / 10\textsuperscript{-10} cm\textsuperscript{3}\text{molecule}\textsuperscript{-1}s\textsuperscript{-1}</th>
<th>Calculated Rate coefficient / 10\textsuperscript{-10} cm\textsuperscript{3}\text{molecule}\textsuperscript{-1}s\textsuperscript{-1}</th>
</tr>
</thead>
<tbody>
<tr>
<td>H \textsubscript{2}</td>
<td>300 \textsubscript{0}</td>
<td>-</td>
<td>0.339 \textsuperscript{ref. 29}</td>
</tr>
<tr>
<td>H \textsubscript{2}</td>
<td>3000 \textsubscript{0}</td>
<td>-</td>
<td>2.653 \textsuperscript{ref. 29}</td>
</tr>
<tr>
<td>H\textsubscript{2}</td>
<td>300 \textsubscript{0}</td>
<td>0.123 \pm 0.006 \textsuperscript{ref. 28}, 0.090 \pm 0.08 \textsuperscript{ref. 25}</td>
<td>0.104 \textsuperscript{ref. 24}, 0.247 \textsuperscript{29}</td>
</tr>
<tr>
<td>C\textsubscript{2}H\textsubscript{4}</td>
<td>300 \textsubscript{0}</td>
<td>1.81 \pm 0.20 \textsuperscript{ref. 28 (t=4)}, 1.9 \pm 0.1 \textsuperscript{ref. 25 (t=2 and 4)}</td>
<td>2.200 \textsuperscript{ref. 27, (t=4)}</td>
</tr>
<tr>
<td>C\textsubscript{2}H\textsubscript{2}</td>
<td>3000 \textsubscript{0}</td>
<td>-</td>
<td>4.522 \textsuperscript{ref. 27 (t=4)}</td>
</tr>
</tbody>
</table>

Table 5.1 Experimental / calculated rate coefficients for the quenching of the CH(A) state, Q = H, H\textsubscript{2}, and C\textsubscript{2}H\textsubscript{4} at T\textsubscript{g} \sim 300 K and T\textsubscript{g} = 3000 K.

The agreement between the reported rate coefficients for Q = C\textsubscript{2}H\textsubscript{4} and C\textsubscript{2}H\textsubscript{2} at T\textsubscript{g} \sim 300 K is an encouraging validation of the assumption that C\textsubscript{2}H\textsubscript{4} is indicative of C\textsubscript{2}H\textsubscript{2}.\textsuperscript{25,27} To calculate the rate for [CH(A)] state quenching with Q, the product of the calculated rate coefficient, [CH(A)], and the number density of quencher, [Q], is required. Under conditions previously modelled by Mankelevich et al.\textsuperscript{30} (F(CH\textsubscript{4}) = 25 sccm, F(H\textsubscript{2}) = 500 sccm, F(Ar) = 40 sccm, P = 1.5 kW, p = 150 Torr), [C\textsubscript{2}H\textsubscript{2}] yields axial (r = 0 mm) number density of ~ 1.05 \times 10\textsuperscript{16} cm\textsuperscript{-3} and 2.81 \times 10\textsuperscript{15} cm\textsuperscript{-3} at z = 0.5 and 10.5 mm respectively. [H\textsubscript{2}] yields number densities of two orders of magnitude larger at both heights (1.03 \times 10\textsuperscript{18} cm\textsuperscript{-3} and 3.89 \times 10\textsuperscript{17} cm\textsuperscript{-3} respectively), whereas [H] yields number densities of 8.19 \times 10\textsuperscript{15} cm\textsuperscript{-3} and 3.93 \times 10\textsuperscript{16} cm\textsuperscript{-3} respectively. The comparable rate coefficients and significantly larger [H\textsubscript{2}] (relative to [C\textsubscript{2}H\textsubscript{2}] and [H]) implies that the prominent CH(A) state quencher, Q, is [H\textsubscript{2}] under the conditions investigated in this chapter.
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Less is known about the quenching temperature dependence of the CH(B) and CH(C) states, however at $T_e \sim 297$ K, Cooper et al. report that as with the CH(A) state, the CH(B) and CH(C) states are more effectively quenched by C$_2$H$_4$ than H$_2$ with similar rate coefficient values. It seems probable that these species follow similar temperature-dependent rate coefficients with increasing $T_e$, and therefore it would be reasonable to assume that the conclusion drawn for the CH(A) state (i.e. $Q = H_2$) extrapolates to these higher energy CH states by $T_e \sim 3000$ K. It is also worth noting that the CH(B) state is reported to be collisionally coupled to the CH(A) state by some quenchers, a further justification for focusing on $R(C/A)$.

In the hot plasma region, it is estimated that $k_Q[H_2] \sim 2.2 \times 10^8 \text{ cm}^{-3} \text{s}^{-1}$ for the removal of all CH* states, using $[Q = H_2] \sim 3.89 \times 10^{17} \text{ cm}^{-3}$. This provides a quenching rate, which is significantly larger than the Einstein-A emission coefficients of the 3 CH* states. If $R(k_Q)$ were to hold a $z$ independence, (i.e. the ratio of quenching coefficients for these 3 CH* states have the same $T_e$ dependency), Equation 5.03 could be further simplified to Equation 5.04, where $m$ is a constant.

$$R \left( \frac{C}{A} \right) = m \ e^{-\Delta E/kT_e} \quad (5.04)$$

This gives the electron temperature a functional form of $T_e(z) = \Delta E/\ln(mI_A/I_C)(z)$. An alternative derivation can be found in the Appendix A5.5, producing the functional form $T_e(z) = \beta/\ln(mI_A/I_C)(z)$, whereby physically one would expect $\beta = \Delta E$. Assuming $T_e = 1.22$ eV at $z = 9.75$ mm, $m$ retrieves a value of $\sim 4.81$, but significantly over predicts $T_e$ at low $z$. Choosing an alternative $T_e/z$ combination does not act to relieve this problem; generating an agreement at low $z$ generates an underprediction of $T_e$ at higher $z$. This problem can be addressed through relaxing the physical constraints on $T_e(z) = \Delta E/\ln(mI_A/I_C)(z)$ to $T_e(z) = \beta/\ln(mI_A/I_C)(z)$, whereby $\beta$ and $m$ are both unknown variables, such that $\beta \neq \Delta E$ (i.e. the difference in energy between the two states is being treated as an unknown variable and is being allowed to vary from its physical value). Varying these parameters can significantly impact the shape of $T_e(z)$. Here, logarithmic rules apply, such that $T_e(z) = 1/\ln(mI_A/I_C)(z)$).

Figure 5.11 demonstrates calculated $T_e(z)$ under base conditions using 3 different combinations of $\beta$ and $m$ under the assumptions specified above. These are compared to axial ($r = 0.5$ mm) $T_e(z)$ produced from 2-D modelling of MW-activated C/H plasmas under base conditions. It demonstrates that using the expected values of $\beta$ (i.e. $\beta = \Delta E$) and $m$ (assuming $R(k_Q) = 1$) underpredicts $T_e$ at all plasma heights. The actual shape of the graph appears reasonable with modelled $T_e(z)$ variation with a negative offset. However, the derivation for Equation 5.04, does not allow for a simple offset, making it difficult to physically justify. Keeping $\beta$ at the expected value and setting the value of $m$, such that $T_e = 1.22$ eV at $z = 9.75 \pm 0.75$ mm, causes a significant overestimation in $T_e(z < 8.25$ mm). Excellent agreement can be produced between calculated and modelled $T_e(z)$ through the use of empirical $\beta$ and $m$ values, however such values lack a physical justification at present. There are similar issues when attempting
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to make use of \(R(B/A)\) and \(R(C/B)\) to calculate \(T_e(z)\). These have not been reported as they do not provide any significant new information.

![Figure 5.11: \(T_e(z)\) calculated using \(R(C/A)\) and Equation 5.04 with \(\beta = 1.07, m = 0.900, \beta = 1.07, m = 4.81,\) and \(\beta = 6.85, m = 0.0435\). Note that for presentation purposes, the graph has been cut off at \(T_e = 3\) eV, which excludes the data point \(kT_e = 11.81 \pm 2.91\) eV and \(8.71 \pm 2.43\) eV at the height of \(z = 2.25\) and \(3.75\) mm respectively for \(\beta = 1.07, m = 4.81\) dataset (red circles).]

Whilst there are no definitive conclusions that can be drawn from Figure 5.11, there are a few speculative points which can be made. The disagreement between the more physically viable plots (i.e. \(\beta = \Delta E = 1.07\) eV) and the modelled \(T_e\) values infers that there is an inaccuracy within one or more of the underpinning assumptions behind the relaxed variant of Equation 5.04.

The most conspicuous assumptions include: (i) \(R(kQ) = \text{constant}\) across all plasma heights, i.e. over the gas temperature range \(1000 \leq T_g \leq 3000\) K, (ii) the assumed excitation and/or the loss mechanisms for these emitting states are the same and correct, (iii) \(T_e = 1.22\) eV for \(z = 9.75 \pm 0.75\) mm under base conditions. Alternatively, although less likely, it is possible that (iv) the modelled \(T_e\) values are significantly underpredicted at low plasma heights. This might provide an alternative explanation for the disparity between observed emissions and modelled column densities at low plasma heights in Chapter 3. In any of these cases, the agreement between modelled \(T_e\) and those calculated using empirical \(\beta\) and \(m\) values could be a red herring.

Using the empirical values deduced for \(\beta\) and \(m\) under base conditions and previous \(T_e(z)\) for different pressures, Figure 5.12 demonstrates a comparison between modelled and calculated \(T_e(z)\) for \(p = 75, 150\) and \(275\) Torr.
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The agreement between modelled and calculated $T_e(z,p)$ infers that the CH bands can still be used to probe the relative variation of the thermal component of the EEDF as a function of height and conditions, however this method is reliant on a well-defined $T_e(z)$ for a single condition. Figure 5.13 demonstrates $T_e(z,P)$, whilst Figure 5.14 demonstrates $T_e(z,d_{sub}(d_{wire}))$.

Figure 5.12: $T_e(z)$ calculated using $R(C/A)$ and Equation 5.04 with empirical values, i.e. $\beta = 6.85, m = 0.0435$ for $p = 75$ (red squares), 150 (black circles) and 275 (blue triangles) Torr, under otherwise base conditions. The lines illustrate modelled axial ($r = 0$ mm) $T_e$ values from 2-D physical chemical modelling for these pressure conditions.

With decreasing $P$, maximal $T_e$ does vary significantly, but becomes increasingly flat, in agreement with modelling reported for MW-activated H plasmas in Chapter 3. With decreasing substrate diameter, $T_e$ is also calculated to decrease for $z < 17$ mm. Above which, $T_e$ values are calculated to converge.
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5.3.4: Discussion with 2-D Physical Chemical Modelling

Excited states above the CH(C^2Σ+) e.g. CH(D^2Σ+) are short lived and pre-dissociative. Such states have only observed through absorption e.g. CH(X^2Π→D^2Σ^+). Such an emission would also be outside of the detectable experimental wavelength range. The CH(D^2Σ^+→B^2Σ^+) would emit close to 300 nm was not observed in preliminary studies carried out by Bruno Rodriguez. Prior literature would suggest that these excited states of the CH radical are predominantly formed through electron impact excitation within MW-activated C/H plasmas with small chemiluminescent contributions to the CH(A^2Δ→X^2Π) emission additionally noted in MW-activated C/H(Ar) plasmas, as described by Processes 5.05 and 5.06 respectively:

\[ e + CH(X) \rightarrow CH(A^2\Delta) + e \rightarrow CH(X) + \gamma + e \] (5.05)

\[ C + H + M \rightarrow CH(A^2\Delta) + M \rightarrow CH(X) + \gamma + M \] (5.06)

Whilst Process 5.06 has previously been identified as a proposed chemiluminescent contribution, the pressure dependency of \( I(CH^*) \) (\( I(CH^*) \sim p^3 \)) can eliminate this mechanism from being a prominent contributor; assuming that the prominent quencher is H_2, such a mechanism might be expected to yield \( I(CH^*) \sim p^3 \), as the intensity from such a contribution would scale with \([H]/[H_2] \sim p, [M = H_2] \sim p \) and \([C] \sim p \) (not observed). Instead, the pressure dependency infers that any chemoluminescence contribution is most likely a two-body process. The quenching mechanisms and respective rate coefficients of the 3 lowest CH doublet excited states with prominent plasma species (i.e. H, H_2, C_2H_2) under the investigated conditions (\( T_e \approx 2900 \) K) are poorly characterised, with the most relevant studies found focussing on the CH(A^2Δ) state, as discussed.

The most prominent quencher of CH* states, \( Q \), has been deduced to be H_2 and is described by an example quenching reaction in Process 5.07.
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\[
\text{CH}^* + \text{H}_2 \rightarrow \text{CH}_2 + \text{H} \quad (5.07)
\]

The 2-D physical chemical modelling, previously described \(^8,10,30\) compares the calculated \(R(C/A)\) under base conditions with consideration of EIE (Process 5.06), reactive quenching with \(\text{H}_2\) (Process 5.07), and photoemission, described by Process 5.08:

\[
\text{CH}^* \rightarrow \text{CH}(X) + \gamma \quad (5.08)
\]

The modelled column density ratio for \(\text{CH}(C^2\Sigma^+)/\text{CH}(A^2\Delta)\), i.e. \(\{\text{CH}(C^2\Sigma^+)/\text{CH}(A^2\Delta)\}\) is referred to as \(R\{C/A\}\), whereby the expectation is that \(R\{(C/A)\} \equiv R(C/A)\) once detection efficiencies etc have been considered. Figure 5.15 shows modelled \(R\{(C/A)\}\) under base conditions, as calculated with consideration of the prominent formation / loss processes discussed, i.e. Processes 5.05, 5.07 and 5.08.

Figure 5.15 demonstrates that the modelled \(R\{(C/A)\}\) is expected to peak at \(z \sim 5.5 \text{ mm}\) above the substrate with a relatively shallow decrease across the hot plasma region, which contrasts to what is seen experimentally, where \(R(C/A)\) peaks at \(z \sim 2.25 \text{ mm}\) and decreases sharply with increasing height, as seen in Figures 5.04, 5.06 and 5.09. \(R(C/A)\) is reproduced under base conditions in Figure 5.15 for a comparison with modelled \(R\{(C/A)\}\) under comparable conditions.

Figure 5.15: \(I_{em}(C \rightarrow X)\), \(I_{em}(A \rightarrow X)\), \(R(C/A)\), modelled \{CH(A)\}, \{CH(C)\} and their ratio, i.e. \(\{\text{CH}(C)/\text{CH}(A)\}\) labelled as \(R\{(C/A)\}\) under base conditions with consideration of Electron Impact Excitation, reactive quenching with \(\text{H}_2\), and photoemission.

The inclusion of Processes 5.05, 5.07 and 5.08 alone fails to adequately describe the experimentally observed \(R(C/A)\). Similarly, the removal of Process 5.07 also fails to describe the spatial variation of experimental \(R(C/A)\) but does act to half the value of \(R\{(C/A)\}\); this can be seen in Appendix A5.6. It
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seems unlikely, however, that the model is failing to capture the temperature dependence of Process 5.07 and there is no physical justification for its removal.

In Chapter 3, the reduced electric field, $E/N$, (and consequently $T_e$ and a hyper-thermal electron temperature, $T_{\text{tail}}$) were demonstrated to maximise at $z \sim 2.5$ mm above the substrate in a MW-activated H plasma, for $d_{\text{sub}} = 32$ mm. Consequently, emission intensities, sensitive to $T_{\text{tail}}$, originating from multiple excited states of H$_2$ (and Ar when present) were demonstrated to maximise in this region. The relative (and in most cases, absolute) low $z$ emission intensities were demonstrated to be enhanced by decreasing pressure, increasing MW forward power, increasing mole fraction of Ar and most dramatically by decreasing substrate diameter (with the largest available spacer wire thickness) from the standard 32 mm ($d_{\text{wire}} = 0.01''$) to 17 mm ($d_{\text{wire}} = 0.01''$ and 0.004'').

These parameters acted to enhance the reduced electric field and, in some cases, (e.g. decreasing substrate diameter) relocate such emissions, which could be observed by eye to originate from the periphery of the substrate, i.e. at $z \sim 0$ mm. The two concerns of such data were an unexplained low $z$ emission intensity contribution resulting from an additional ‘hot’ electron source close to the substrate and the possibility that emissions originating from the substrate periphery is prone to eclipsing the substrate. The latter concern can be addressed immediately; with $R(C/A)$ maximising at $z = 2.5$ mm, emission contributions immediately above / below this height are unlikely to be eclipsing the substrate.

The prior concern may be addressed by contrasting $I(\text{H}_\alpha)(z)$ to $I(\text{H}_\beta)(z)$ collected with and without methane present respectively for $d_{\text{sub}} = 17$ mm ($d_{\text{wire}} = 0.004''$) under otherwise base conditions (i.e. a comparison of conditions under which the ‘hot’ electrons were evident in MW-activated H plasmas). Such a comparison can be seen in Figure 5.16 under otherwise base conditions.

![Figure 5.16: Spatial distribution of H Balmer series for $d_{\text{sub}} = 17$ mm, $d_{\text{wire}} = 0.004''$, $F(\text{H}_2) = 300$ sccm, $P = 1.5$ kW, $p = 150$ Torr, $F(\text{CH}_4) = 0$ (blue) and 19 sccm (black).](image)

In the methane-free case, $I(\text{H}_\beta)(z)$ demonstrates the familiar bimodal distribution under base $p$ and $P$ conditions in a MW-activated H plasma, with $I(\text{H}_\alpha)$ maximising at $z \sim 1$ mm and 6 mm above the
substrate. Comparatively, when methane is present, \( I(H_d)(z) \) does not demonstrate this bimodal behaviour for \( d_{sub} = 17 \text{ mm} \) (\( d_{wire} = 0.004'' \)), i.e. there is no peak intensity for \( I(H_d) \) at \( z = 1 \text{ mm} \), but still maximises at \( z \sim 6 \text{ mm} \). At this point, it is worth recalling that the model was failing to accurately capture this low \( z \) contribution. The introduction of methane acts to introduce high number densities of acetylene and change the prominent ion from \( H_3^+ \) (and \( H_2O^+ \)) to \( C_2H_5^+ \) and \( C_2H_3^+ \). The change in prominent cation results in an increased \( n_e \) due to the lower ionization energy of \( C_2H_x \) (\( 0 \leq x \leq 6 \)) species, an example of how methane addition results in electron cooling for a constant reduced electric field. It is not unreasonable, therefore, to propose that the disappearance of the low \( z \) bimodal behaviour of the H Balmer series spatial distribution with significant methane fractions could be reflecting a decrease in the number of hyper-thermal electrons with their energies reducing to below \( E = 10.2 \text{ eV} \). The bimodal peak can be forced to appear under base conditions (methane present) for \( d_{sub} = 17 \text{ mm} \) when \( d_{wire} = 0.01'' \), however the contribution is minimal relative to the intensity contribution at \( z = 6 \text{ mm} \) and relative to the methane-free case. Additional mechanisms for cooling the ‘hot electrons’ include collisional cooling and reactive quenching with \( C_2H_2 \). These electrons may, however, still hold ‘warm’ energies exceeding the thermal \( T_e \). As these electrons were not captured in the original MW-activated H plasma modelling, the expectation is that upon the addition of methane any changes to these electrons would not be captured by the present modelling. Such an increase in high energy thermal electrons would consequently be expected to result in electron temperatures exceeding the modelled \( T_e \) values, and a failure in capturing the expected increase of \( R(C/A) \) at low \( z \). Whilst this effect may have been demonstrated using \( d_{sub} = 17 \text{ mm} \), where the effect is most prominent, the argument would extend to most explored conditions if this interpretation were correct.

It is also plausible that due to the prominence of \( C_2H_2 \) (and \( C_2H_3 \)), (generated in the hot plasma regions), the electron density (and therefore absorbed power density) are relocated away from the substrate toward the hot plasma regions.

Such interpretations would be consistent with the anomalous decrease observed in \( R(C/A) \) for transitioning between \( F(CH_4) = 0 \) (carried out in a dirty chamber with an unknown, but sufficiently low C content that \( I(C_2(d\rightarrow a)) \) cannot be observed) and 2 sccm shown in Figure 5.09. Such a change in C content would result in a significant \( n_e \) increase. For a \( \sim \) constant reduced electric field, the increase in \( n_e \) would act to decrease \( T_e \). A similar drop would not necessarily be expected for \( R(B/A) \) if they are collisionally coupled under such \( p \) and \( P \) conditions, as already speculated. 29 It is worth noting, however, that \( I_{end}(B\rightarrow X) \) and \( I_{end}(C\rightarrow X) \) are sufficiently small for \( F(CH_4) = 0 \) (dirty chamber), and although PGOPHER provides a good spectral fit, it would not necessarily require a significant change or time variation in either measured intensity to double / half the ratio.

Under the interpretation of additional ‘warm’ electrons neglected by the modelling, it would be unsurprising that \( R(C/A) \) maximises at the same height as \( E/N \) and \( T_e \), with sufficient sensitivity to the
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The thermal component of the EEDF to enable the band ratio to calculate relative (and once calibrated, absolute) changes in the spatially-varying $T_e$ across a range of pressure and power conditions.

An alternative explanation behind the discrepancy of modelled $R(C/A)$ and experimental $R(C/A)$, could be additional formation / loss mechanism(s), affecting either (or both) states. Such a mechanism would require $R(C/A)$ to still have the demonstrated sensitivity to the reduced electric field and might account for the requirement of empirical factors in the calculation of $T_e$. This second possibility is explored in Section 5.3.5 with adjustments to the 2-D physical chemical plasma modelling.

**5.3.5: Alternative Interpretation; Modifications to the 2-D Physical Chemical Modelling**

As established, Reaction 5.07, reactive quenching of CH* with H$_2$, has limited data available for the excited states of CH*. There is even less information on the possibility of Process 5.07 being a reversible reaction (i.e. an alternative CH* excitation mechanism, chemiluminescence via H-shifting of the CH$_2$ radical).

Such a reaction would be a two-body process (as established is likely required to explain the pressure dependency of $I(CH^*)$) and would be expected to predominantly populate the ground state of the CH(X) radical. Such a reaction could, however, be envisaged to include a thermal Maxwell-Boltzmann contribution, contributing to the population of excited CH* states.

$$\text{CH}_2(a^1A_1) + \text{H} \rightarrow \text{CH}^*(\nu) + \text{H}_2 \quad (5.09)$$

Figure 5.17 demonstrates the energetics of Process 5.09 in producing CH* states, illustrating that it is plausible that a high energy tail of the reactants, described by a Maxwell-Boltzmann distribution centred on $T_g = 3000$ K, could facilitate such a chemiluminescent contribution. The plotted value, $f_0(E)$, describes the number of reactants on a Maxwell-Boltzmann distribution (for $T_g = 3000$ K, i.e. 0.259 eV) with a particular energy as a function of reactant energy. With an appropriate normalisation, the full integral of $f_0(E)dE$ provides the number of reactants present at a singular position, whilst a partial integral could provide the number of reactants that could provide a chemiluminescent contribution.

It is evident from Figure 5.17 that such an excitation mechanism is endothermic and would preferentially excite the lower lying CH(A) state (cf. the CH(C) state) with a $f_0(E)$ value two orders of magnitude larger than that calculated for the CH(C) state at $T_g = 3000$ K. This excitation mechanism would be most prominent where [CH$_2$] and [H] maximise (i.e. in the hotter regions of the plasma) and would act to decrease $R(C/A)$ in this region. The requirement would be that such a mechanism has comparable (or larger) excitation rates to those of electron impact excitation for one or more of the CH* states in the hot plasma regions.
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Through the inclusion of Process 5.09, there is no noticeable improvement in spatial agreement of $I_{\text{em}}(\text{CH}^*)$ and $\{\text{CH}^*\}$, however the spatial variation of $R\{(C/A)\}(z)$ reproduces measured $R(C/A)(z)$ more closely, as demonstrated in Figure 5.18.

The modelling infers that the rate for populating the CH(A) state via H-shifting of the CH$_2$(a$^1$A$_1$) radical compares to that of EIE at $z = 10.5$ mm, whilst the CH(C) state is predominantly populated by EIE relative to any such chemiluminescent contribution at $z = 2.5$ and 10.5 mm. Table 5.02 provides example formation / loss rates for conditions found at $z = 2.5$ and 10.5 mm above the substrate. The reported EIE rates are comparable to those calculated for the modelling featuring in Figure 5.15, where chemiluminescent contributions were omitted.

Figure 5.17: The sum of the heat of formation are shown for reactants CH$_2$ (for two different states) and H, ground state intermediate CH$_3$, and products CH(X$^2$Π) + H$_2$ in the reaction CH$_2$ + H → CH(X$^2$Π) + H$_2$. It can be seen that the formation of CH(X$^2$Π) via this route is exothermic by ~ 0.53 eV. The red curve demonstrates a Maxwellian-Boltzmann distribution centred on $T_g = 3000$ K (i.e. 0.259 eV) using a logarithmic scale. The intersecting dashed lines colour co-ordinate with excited states of CH and indicate the expected $f_\text{E}(E)$ for the excited states of CH, once degeneracies have been accounted (acting to half values for CH(B) and CH(C) relative to CH(A) and CH(X)), assuming that they could be populated by with a Boltzmann-like distribution (relative to the ground state of CH(X$^2$Π)) via CH$_2$ + H → CH$^*$ + H$_2$. 

Through the inclusion of Process 5.09, there is no noticeable improvement in spatial agreement of $I_{\text{em}}(\text{CH}^*)$ and $\{\text{CH}^*\}$, however the spatial variation of $R\{(C/A)\}(z)$ reproduces measured $R(C/A)(z)$ more closely, as demonstrated in Figure 5.18.
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Figure 5.18: $I_{\text{em}}(C\rightarrow X)$, $I_{\text{em}}(A\rightarrow X)$, $R(C/A)$, modelled $\{\text{CH}(A)\}$, $\{\text{CH}(C)\}$ and their ratio, i.e. $\{\text{CH}(C)\}/\{\text{CH}(A)\}$ labelled as $R(\{(C/A)\})$ under base conditions with consideration of Electron Impact Excitation, reactive quenching with H$_2$, photoemission, and an additional chemiluminescence contribution via Reaction 9.

Comparable agreement can also be achieved by including chemiluminescent contributions from Processes 5.10 and 5.11:

\[
\text{CH}_2(\text{X}^3\text{B}_2) + \text{H} \rightarrow \text{CH}^*(*) + \text{H}_2 \tag{5.10}
\]

\[
\text{C} + \text{H}_2 \rightarrow \text{CH}^*(*) + \text{H} \tag{5.11}
\]

All three mechanisms (modelled individually) provide comparable agreement with the reported experimental trends for $I_{\text{em}}$($\text{CH}^*$) and $R(\text{C/A})$ as a function of pressure and power; whilst these modelling results are noted, they are not reported in this Thesis. With the experimental (and modelling) resolutions available, it is not feasible to distinguish between these mechanisms. The discussion put forward using Process 5.09 regarding larger contributions in hotter plasma regions (acting to reduce $R(\{(C/A)\})$ therefore applies to the additional plausible chemiluminescence contributions discussed above.

It is, however, worth noting the agreement between $R(C/A)$ and $R(\{(C/A)\})$ in Figure 5.15 (where chemiluminescent reactions were omitted) for $z \leq 4.5$ mm. The inference is that once experimental factors and reactive quenching have been considered, electron temperatures can be estimated for these plasma heights (and associated gas temperatures), but that for higher plasma heights, where $T_g > 2000$ K, there is a significant chemiluminescent contribution, which acts to favour the population of the CH(A) state and therefore reduces the measured $R(C/A)$ ratio (and the inferred $T_e$, as noted in the discussion surrounding Figure 5.11 in Section 5.3.3).
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<table>
<thead>
<tr>
<th>Mechanism</th>
<th>Production / loss rate of CH(A) state /10^{13} cm^{-3}s^{-1}</th>
<th>Production / loss rate of CH(C) state /10^{13} cm^{-3}s^{-1}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>z /mm</td>
<td>2.5 mm</td>
</tr>
<tr>
<td>CH + e → CH* + e</td>
<td>3.02</td>
<td>133</td>
</tr>
<tr>
<td>CH_{2}(a^1A_{1}) + H → CH* + H_{2}</td>
<td>3.56</td>
<td>471</td>
</tr>
<tr>
<td>CH* + H_{2}→CH_{2}(a^1A_{1}) + H</td>
<td>33.2</td>
<td>590</td>
</tr>
<tr>
<td>CH* → CH(X^2Π) + γ</td>
<td>0.607</td>
<td>14.4</td>
</tr>
</tbody>
</table>

Table 5.2: Rate constants for conditions (T_g /K, T_e /eV, E/N×a /Td, [H] /10^{16} cm^{-3}, [H_2] /10^{17} cm^{-3} [CH_{2}(a^1A_{1})] /10^{11} cm^{-3}, [CH(A)] /10^{6}/cm^{-3}, [CH(C)] /10^{5} cm^{-3}) present at z = 2.5 mm (2380, 1.36, 36.3, 3.65, 4.27, 5.66, 3.28, 6.09) and 10.5 mm (3150, 1.19, 29.6, 7.21, 14.9, 3.84, 77.8, 46.4) respectively.

Table 5.2 demonstrates that the rate of CH(C) excitation (relative to CH(A)) via CH_{2}(a^1A_{1}) + H → CH* + H_{2} is ~ 5%, slightly higher than the 2 orders of magnitude expected from Figure 5.17. This may be reflective of the higher T_g (~ 3150 K) used to produce the values presented in Table 5.2.

The dependency on both T_g (for the population of CH(A)) and T_e for the production of CH(A) and CH(C) provides an alternative rationale behind why the R(C/A) is sensitive to E/N, and therefore T_e, whilst the ratio itself cannot be treated as a simple Boltzmann population, i.e. a calculation of T_e from such ratios requires the use of empirical values (rather than the physical value) for describing the difference in energy between the CH(A) and CH(C) states). Further, this conclusion would extend across the full parameter range investigated, as indicated by the similarity of R(C/A)(z) within the parameter range, to that seen under base conditions. The success in calculating T_e(z) using R(C/A)(z) using empirical values for changing process conditions should therefore be approached with a healthy caution.

There is yet a further implication of Processes 5.09 and 5.10 if confirmed as prominent excitation mechanisms, which could act to undermine the assumed C_2(d) excitation mechanism in Chapter 4. It is already acknowledged that the metastable C_{2}(a^3Π) state, which holds significantly larger number densities than the C_{2}(X^1Σ) ground state due to its low energy and six-fold degeneracy, is populated via Process 5.12. It would be unreasonable for H-shifting chemiluminescent reactions to contribute to the population of low-lying CH* states of the CH radical and the C_{2}(a^3Π) state, without considering whether it could contribute to the production of the low-lying C_{2}(d^3Π) state.

\[ \text{C}_2\text{H} + \text{H} \rightarrow \text{C}_2^{(*)} + \text{H}_2 \] (5.12)
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Further modelling reveals that the inclusion of such a chemiluminescent excitation mechanism for the low-lying C\(_2\)(d) state would also have a comparable excitation rate to that of EIE for \(z = 10.5\) mm.

Chapter 4, Figure 4.11 demonstrated C\(_2\)(d→a) (and its anion counterpart C\(_2\)^− (B→X)) emissions for \(d_{sub} = 17\) and 32 mm, \(d_{wire} = 0.004''\) and 0.01'' respectively (under otherwise base conditions). This Figure, and the \(T_{rot} (~T_g)\) values associated with the best fit ro-vibronic analysis provided by PGOPHER, were shown in Figure 4.12. These have been reproduced below for convenience.

![Figure 4.11 (repeated): Spatially-resolved distributions of \(I_{em}(C_2^*)\) (blue squares with an indicative blue line) and \(I_{em}(C_2^−*)\) (black squares with an indicative black line) for (a) \(d_{sub} = 32\) mm on a 0.01'' wire, and (b) \(d_{sub} = 17\) mm on a 0.004'' wire under otherwise base conditions using a spatial resolution of 1.5 mm.](image)

![Figure 4.12 (repeated): Spatially-resolved \(T_g\) for \(d_{sub} = 32\) mm on a 0.01'' wire, red, and \(d_{sub} = 17\) mm on a 0.004'' wire (black) under otherwise base conditions for \(z < 21\) mm; the data this was extracted from the PGOPHER spectral simulation best fits of data shown in Figure 4.11 using a spatial resolution of 1.5 mm.](image)
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Figure 4.11 demonstrates two notable features: the first, is the lower peak intensity of $I(C_2^−)$ when compared to $I(C_2^+)$. Whilst this is attributed to differences in proposed parent species (C$_2$H and C$_2$(a)) in Chapter 4, if the C$_2$(d) state truly does hold a significant chemiluminescent contribution, the difference between these spatial profiles would be more reflective in differences in $n_e$ (noting $I(C_2^−)$ was found to be formed via dissociative electron attachment of C$_2$H), [H], (noting C$_2^+*$ is predominantly quenched by H atoms, whilst C$_2$(d) is predominantly lost via photoemission under base conditions), and [H]/[H2], which the C$_2$(d) state would still be more sensitive to. The second notable feature is an increase in both intensities, but a relative decrease in $I(C_2^−)/I(C_2^+*)$. These latter points are returned to.

It is clear from Figure 4.12 that $T_e$ increases and maximises closer to the substrate using a smaller $d_{sub}$, but $T_g$ can be seen to converge at $z \sim 0$ and 20 mm. The low $z$ convergence of $T_g$ was a deliberate consequence of $d_{wire}$ thickness choice, whilst the convergence of $T_e$ at high $z$ is likely a reflection that the quartz window temperature is cooled by constantly flowing air at room temperature, therefore loosely acting as a $T_{quartz} \sim$ constant boundary condition. The increase in $T_g$ between these heights is indicative of an increase in absorbed power density and is consistent with previous 2-D plasma modelling of MW-activated H plasmas. Such an increase in absorbed power density and gas temperature may result in further thermal dissociation of H$_2$ and ionization of C$_2$H$_2$, increasing both [H]/[H$_2$] and $n_e$ (decreasing $T_e$). Dependent on interpretation, either (or both) of these plasma parameter changes might act to produce the observed decrease in $R(C/A)$ (and therefore calculated decreases in $R(C/A)(z, d_{sub})$ and $I_e(z, d_{sub})$) with decreasing $d_{sub}$, as can be seen in Figures 5.09 and 5.13 respectively.

With an increase in [H]/[H$_2$], one may also expect the relative chemiluminescent contribution of the CH(A) state to increase in the hotter plasma region, which would result in a decrease in $R(C/A)$ at higher $z$ (and perhaps therefore enhance the maximisation of $R(C/A)$ at low plasma heights cf. the hotter plasma region). The relocation in maximal $T_g$ would act to alter the height of maximal [H], ([H]/[H$_2$] and $n_e$) production toward the substrate, and hence the H Balmer intensity profile was demonstrated in Figure 5.16 to maximise closer to the substrate at $z \sim 6$ mm, (cf. $I(H^*)$ maximising at $z \sim 7$-7.5 mm for $d_{sub} = 32$ mm, $d_{wire} = 0.01"$ observed in Chapters 3 and 6). There is also a relocation in peak $I_{em}(C_2^*)$ towards the substrate, which could be indicative of varying $n_e(z)$ and/or changes in [H]/[H$_2$](z). As both of these parameters vary in such a way so as to have comparable impacts on the measured intensities (and intensity ratios) for a decreasing substrate diameter, it is not possible to conclude as to whether EIE (with an unconsidered ‘warm’ / thermalised $n_e$ present at low $z$) or the H-shifting chemiluminescent excitation mechanism dominate under the investigated conditions.

Additional variation of parameter spaces within the accessible range, are not necessarily thought to resolve this inconclusive controversy. The addition of argon, for instance, will act to increase [H]/[H$_2$], which could also act to increase $n_e$ (and therefore to decrease $T_e$). Despite the decrease in absorbed
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power density, shown for MW-activated H/(Ar) plasmas (which resulted in $T_e$ remaining ~ constant), there are more H atoms present, which speculatively could increase H addition reactions to C$_2$H$_2$, generating a larger [C$_2$H$_3$] steady-state concentrations. C$_2$H$_3$ has a substantially lower ionization energy and an enhancement in its generation could hence increase $n_e$ and decrease $T_e$. Therefore, if Ar addition were to increase $T_g$ or decrease $T_e$, it would act to decrease $R$(C/A) and would therefore not help in distinguishing between chemiluminescent contributions and EIE contributions, and hence argon has not been investigated in this study.

Perhaps the most significant result for distinguishing these mechanisms is the subtle anomalous decrease observed in $R$(C/A) for $F$(CH$_4$) = 0 and 2 sccm under otherwise base conditions. The significantly increased carbon fraction would be expected to result in a large $T_e$ decrease and an insignificant increase in [H]/[H$_2$], consistent with observation. Whilst not observed in $R$(B/A), this might be accounted for if the CH(B) and CH(A) states were collisionally coupled at such pressure conditions (another alternative excitation mechanism). It could, however, also be reflecting a time-evolving $I_{em}$(CH*) as C content is being etched into the plasma for $F$(CH$_4$) = 0 sccm; there has been no further evidence as of yet, that this was not the case. Further, there might be an expected continual decrease in $T_e$ (and therefore $R$(C/A)) with further methane addition (not observed).

5.4: Conclusions

Three low-lying doublet excited states of the CH radical have been monitored by their optical emissions through spatially-resolved imaging. These emissions, and their spatially-resolved relative ratios, have been investigated as a function of methane flow, total gas pressure, input microwave power, and substrate diameter. Using empirical values (within a Boltzmann distribution) and a known $T_e(z)$ for base conditions, electron temperatures can be estimated as a function of process conditions, e.g. $p$ and $P$. The implication is that the ratio of these emission bands is somewhat sensitive to the thermal component of the electron energy distribution function.

The reliance on empirical values in calculating $T_e(z)$ and the failure of 2-D plasma chemical modelling to capture the spatial variation of CH* radical intensity ratios infers that there is a missing component within the model and/or $T_e$ calculations. The prominent quencher of the CH* states is deduced to be H$_2$ under the explored conditions. With 2-D modelling, the removal of CH* quenching with H$_2$ acts to half the calculated column density ratio between the CH(C) and CH(A) states. Whilst it would be unphysical to infer that such a mechanism could simply be active at some heights and not others, it does highlight that a change in prominent quenching mechanism as a $f(z, [Q], T_g)$ for one or more of these states could theoretically account for the spatial variation in the observed experimental intensity ratios. However, additional quenching mechanisms of CH* with other potential candidates, e.g. with H atoms, have also been considered (in Section 5.3.3 and within the plasma modelling) and is deemed unlikely to yield a sufficiently high quenching rates to compete with $Q = H_2$ between $T_g \sim 300$ K and 3000 K.
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Instead, two alternative explanations are proposed; the first is the presence of ‘warm’ electrons at low plasma heights, which the modelling has previously failed to capture in MW-activated H plasmas. The second proposal is one or more of three alternative chemiluminescent excitation mechanisms contributing in the hot plasma region. This chapter focuses on preliminary modelling studies of one such mechanism (H-shifting reaction acting on CH$_2$(a'$^1$A$_1$), in addition to electron impact excitation of the CH(X) radical), which acts to prominently generate CH(X), but also the various excited states of the CH radical with a Maxwell-Boltzmann contribution, but also notes there could be additional / alternative chemiluminescent contributions from the CH$_2$(X$^3$B$_1$) radical and from C atoms. At present, it is not possible to distinguish or infer relative contributions of these possible contributions.

The first explanation seems feasible, the addition of methane is known to reduce $T_e$ and $T_{\text{tail}}$. The disappearance of a bimodal f(H*) contribution at low $z$ ($d_{\text{sub}} = 17$ mm, $d_{\text{wire}} = 0.004''$, $F$(H$_2$) = 300 sccm, $P$ = 1.5 kW, $p$ = 150 Torr) upon the addition of methane may be demonstrative of a cooling of ‘hot’ electrons present in MW-activated H plasmas to ‘warm’ electrons with energies $\leq$ 10.2 eV in MW-activated C/H plasmas. These electrons (and similar electron densities evidenced by H$_2^*$ maximisation at $z = 2.5$ mm in MW-activated H plasmas in Chapter 3) were not captured in the modelling of MW-activated C/H plasmas. The impact of including these electrons in the 2-D modelling might be to improve agreement between the ratios of modelled column densities and measured intensities of the CH$^*$ states. A superficial enhancement of $T_e$ at low $z$ in additional modelling, however, does not appear to alter the ratio distribution in a meaningful manner.

In keeping with the thesis title, the latter interpretation provides an alternative excitation mechanism for the CH(A) (and possibly the CH(B)) state. The proposed endothermic chemiluminescent reactions would act to significantly favour the excitation of the CH(A) state in the hot plasma region, whereby reactant [H] (or [C]) atoms are more prominent. Hence, there is a decrease in the relative ratio of modelled {CH(C)}/{CH(A)} state ratios in the hot plasma region. Comparatively, in this scenario, the CH(C) state is still predominantly excited via EIE (cf. a chemiluminescent contribution). As such, a ratio between the two states would still be expected to remain somewhat sensitive to the thermal component of the EEDF. With the inclusion of chemiluminescent mechanisms, there is an agreement between the spatial variation of the modelled column density and measured intensity ratios of the CH$^*$ states, as well as a rationale behind the requirement of empirical values in the calculation of $T_e(z)$. In some chemiluminescent contribution cases, the conclusion would also extend to the C$_2$(d) state, with a chemiluminescent H-shifting contribution yielding comparable rates to EIE in the hot plasma region.

One means to test this would be to carry out a comparative study between the C$_2$(d$\rightarrow$a) triplet band and the C$_2$(C$\rightarrow$A) singlet band, the latter of which is transitioning from a significantly higher energy state and is subtly present within Figure 5.03 (a), featuring at $\lambda = 385$ nm.
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Also in keeping with the thesis title, there may also be minor hints that CH(B) and CH(A) states could be collisionally coupled, (i.e. M + CH(B) → CH(A) + M (+ 0.332 eV)), as might be indicated by the subtle deviations of \( I_{\text{em}}(B\rightarrow X)/I_{\text{em}}(A\rightarrow X) \) (cf. \( I_{\text{em}}(C\rightarrow X)/I_{\text{em}}(A\rightarrow X) \)), i.e., the pressure dependency of these ratios plateaus for \( p \geq 150 \) Torr under otherwise base conditions.

The inconclusive nature of this chapter highlights an incomplete understanding on the increasingly more complex processes that could be occurring within MW-activated C/H plasmas. Further, it highlights the awkward difficulty in decoupling the plasma parameter effects from one another with the experimental variables / ranges available. In this instance, it has proven difficult to distinguish between the impact of increasing \([\text{H}] / [\text{H}_2]\) and a reduction in \( T_e \); increasing \( P \) and \( p \) both act to increase \([\text{H}] / [\text{H}_2]\) and decrease \( n_e(E \sim 3.944 \text{ eV})/n_e(E \sim 2.876 \text{ eV}) \), whilst decreasing \( d_{\text{sub}} \) acts to increase \([\text{H}] / [\text{H}_2]\) and decrease \( n_e(E \sim 3.944 \text{ eV})/n_e(E \sim 2.876 \text{ eV}) \).

Further studies with very low methane fractions might prove the most informative distinguishment if carried out with sufficient signal-to-noise ratio. Such a study would require careful consideration of methane mass flow controller to enable control over small \( F(\text{CH}_4) \leq 1 \) sccm or the use of dilute methane/hydrogen mixtures. Either method would likely prove somewhat problematic with the anticipated reduction in intensity signals (and consequential signal-to-noise reduction).

Whilst still sensitive to \( T_e \), the implication of this study is that one should approach with caution in attempting to make use of these emission bands to monitor variation of \( T_e \). For diamond growers measuring these optical emissions as an \textit{in situ} diagnostic analysis of their plasma content, there are no negative repercussions from this work. If anything, it indicates that CH* (and C\(_2^*\)) emissions could well be more representative of CH\(_x\) \( (0 \leq x \leq 3) \) growth species (and total carbon content) than has been previously appreciated, but that the CH(C) state is more indicative of \( n_e \) and \([\text{CH}(X)]\) than other lower lying CH* states.
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Chapter 6: Diagnostic Studies carried out on MW-activated Si/H and Si/C/H Plasmas

This Chapter reports optical emission and absorption studies on a range of MW-activated Si/H, Si/H/Ar and Si/C/H plasma systems. The first set of experiments investigate numerous emissions from the Si atom, the SiH radical, the H atom and the H₂ molecule. The second set of experiments investigates optical absorptions of three different spin-orbit states from the Si triplet ground state. These experiments are combined with a literature review to yield an insight into some of the prominent gas phase processes that occur within MW-activated Si/H plasmas.

These experiments are repeated in the presence of methane (monitoring additional emissions from the C₂ and CH radicals) to begin developing a basic understanding of processes that could be occurring within MW-activated Si/C/H plasmas.

These studies are briefly contrasted to a comparative study carried out using a Si wafer as the Si source in MW-activated H, H/Ar, and C/H plasmas.

6.1: Introduction

Optical emission spectroscopy (OES) is an experimental technique that enables ready identification of excited species present within a plasma. The investigation of how relative emission intensities, and thereby relative excited state column densities, vary with changes in process conditions, yields insight into their sensitivity to operating conditions, as well as the excitation (by electron impact, chemiluminescence, collisional coupling of states, resonant/near-resonant excitation transfers and/or additional mechanisms) and the quenching of these states, as exemplified in Chapters 3, 4 and 5 for MW-activated H, H/Ar, C/H and C/H/Ar plasmas. OES data has previously been combined with ground state column density measurements (obtained by cavity ring down spectroscopy (CRDS)) and 2-D plasma chemical modelling to provide a good understanding of the important processes occurring within MW-activated C/H plasmas facilitating the CVD of diamond,¹ and such gas mixtures upon the addition of dopant-containing gases, e.g. diborane,² nitrogen ³ and oxygen.⁴ Introducing dopant gases can be useful for technological applications. For instance, upon the addition of boron, diamond films demonstrate semi-conducting, metallic and even superconducting properties, whilst the addition of nitrogen can enhance growth rate, as well as generate a range of defects, of which the NV centre can be manipulated as a sensitive magnetometer.⁵,⁶,⁷

There is a desire within the semiconductor and diamond communities to understand microwave (MW) activated Si/H and Si/C/H-containing plasmas. Amorphous, micro-crystalline and poly-crystalline
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Silicon has perceived advantages relative to monocrystalline silicon as a semi-conducting photovoltaic material in the solar cell industry. The former materials exhibit a higher optical absorption coefficient across the visible spectrum due to the relaxation of absorption selection rules, resulting in a direct band gap. This enables thinner silicon films to be used to absorb the same amount of light as compared to single crystal silicon films. Radio-frequency (rf) plasma enhanced chemical vapour deposition (PECVD) is a method used to grow such materials, typically from SiH$_4$/H$_2$ gas mixtures, at relatively low temperatures, $T_e \leq 500$ K (cf. MW-activated Si/H plasmas). The low (typically 0.1-0.3 nm s$^{-1}$) deposition rate is disadvantageous, however. It is understood that increasing rf frequency tends to increase deposition rate, power transfer, and therefore, plasma uniformity and amorphous silicon quality. Compared to MW plasmas, rf plasmas also tend to have a higher $T_e$ (~ 5 eV). It is therefore unsurprising that literature on MW-activated Si/H plasma studies, and Si/H kinetics related to the $T_e$ of interest ($T_e \sim 2000-3000$ K), is scarce. There is, however, a study on amorphous silicon growth using direct MW-activated SiH$_4$/Xe plasmas at low pressures ($\geq 1.3$ Torr), amorphous silicon-carbide growth using indirect MW-activated Si/C/H plasmas, and a few studies on Si/H kinetics at more relevant gas temperatures. Despite the established advantage of higher frequencies, a study establishing MW-activated Si/H processes would either reaffirm this consensus or provide interesting and/or unexpected insight, particularly for diamond growers concerned with silicon contamination during hydrogen termination (and growth) of diamond. An understanding of MW-activated Si/H growth is also interesting from an academic perspective and a necessary prerequisite for understanding MW-activated Si/C/H plasmas.

Defects within diamond can compromise desirable properties, such as thermal conductivity. An understanding of MW-activated Si/H and Si/C/H plasmas can help minimise unwanted incorporation of Si-related defects in diamond as a result of etching silicon substrates and/or quartz windows during hydrogen termination and the chemical vapour deposition growth of diamond. Alternatively, a good understanding of MW-activated Si/C/H plasmas can also be used for the controllable introduction of silicon vacancy (SiV) defects in CVD diamond. The SiV$^-$ centre can produce a sharp zero phonon line ($\lambda = 737$ nm) consisting of ~ 70% of its fluorescence at room temperatures, with a weak vibronic side band and a long spin relaxation lifetime, $T_1 = 2.4$ ms at 5 K, essential for producing indistinguishable photons in quantum encryption. There is also a promise for optical access to the Si$^{29}$ nuclear spin, which is expected to have longer coherence lifetimes than electron spins. Additional advantages of understanding MW-activated Si/C/H plasmas might be to improve crystalline quality and/or the growth rate of silicon carbide under higher Si/C fractions. Deliberate attempts of doping diamond with Si during MW-activated CVD growth include incorporation via the use of silicon (and SiO$_2$) substrates and through introducing silane into the gas phase. Si can be incorporated post-growth through ion beam implantation.
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This chapter reports optical emissions originating from MW-activated Si/H and Si/C/H gas mixtures under a range of process conditions relevant to hydrogen termination and the chemical vapour deposition of diamond. These studies are combined with column density measurements of the spin-orbit levels of the Si atom ground state using Cavity Ring Down Spectroscopy (with 2-D plasma modelling in progress) to begin developing an understanding of the important physical and chemical gas phase processes occurring within MW-activated Si/H and Si/C/H plasmas, to provide a plausible rationale behind the observed emission variations with changing process conditions, and to understand the dominant Si-containing species / ions within the plasma and in the near substrate region under conditions of greatest relevance to diamond growth.

6.2: Experimental Details

This chapter describes multiple studies carried out on MW-activated Si/H and Si/C/H plasmas. These studies include investigations on the optical emissions originating from such plasmas, as well as laser absorption on the Si atom triplet ground states (\(^{3}\text{P} \rightarrow \^{3}\text{P}\)). More specifically, the first section reports optical emissions originating from the Si atom, via different lines associated with the \(3\text{s}^23\text{p}^4\text{s} \rightarrow 3\text{s}^23\text{p}^2\) transition; this includes two singlet transitions; \(^1\text{P}^o \rightarrow ^1\text{D}_2\) and \(^1\text{P}^o \rightarrow ^1\text{S}_0\) observed at \(\lambda = 288.15\) nm and 390.55 nm with Einstein-A emission coefficients of \(2.17 \times 10^8\) s\(^{-1}\) and \(1.33 \times 10^7\) s\(^{-1}\) respectively, and six triplet transitions; \(^3\text{P}^o \rightarrow ^3\text{P}\) centred around \(\lambda \approx 252\) nm, but recorded in second order at \(2\lambda = 501.37, 502.88, 503.24, 503.89, 504.83\) and 505.70 nm.\(^{25,26}\) These transitions have Einstein-A emission coefficients in the range of \(5.47 \times 10^7\) s\(^{-1}\) to \(2.22 \times 10^8\) s\(^{-1}\). The relevant Si atom energy states, transitions, and Einstein-A emission coefficients are identified in Figure 6.01 and Table 6.1 using data taken from References 25 and 26.
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![Figure 6.01: Diagram identifying the energy levels of the Si atom that have been investigated within this chapter. The triplet (left) and singlet (right) energy levels are connected by downward facing arrows, which represent the transitions and emissions that have been investigated via Optical Emission Spectroscopy. The coloured double headed arrows represent transitions that have been investigated through both emission and absorption via OES and Cavity Ring Down Spectroscopy respectively. These are the Si(3s^23p^4s, \(^1\text{P}^0\), J = 0→3s^23p^2, \(^3\text{P}\), J = 1), Si(3s^23p^4s, \(^3\text{P}^0\), J = 1→3s^23p^2, \(^3\text{P}\), J = 2), and Si(3s^23p^4s, \(^3\text{P}^0\), J = 1→3s^23p^2, \(^3\text{P}\), J = 0) transitions identified as a green, blue and red arrows respectively.](image-url)
Table 6.1: Table identifying and summarising all investigated transitions of the Si and H atoms, SiH, CH, C₂: and H₂ molecules monitored via Optical Emission Spectroscopy within this Chapter. The coloured Si transitions have been investigated through both emission and absorption via Cavity Ring Down Spectroscopy and colour coordinate with Figure 6.01. References for SiH transition are available within the text, references for H and H₂ transition are available in Chapter 3, references for the C₂ transition are available in Chapter 4, whilst references for the CH transitions are available in Chapter 5.

The SiH radical was also monitored via the $A^2\Delta \rightarrow X^2\Pi$ transition (analysed using PGOPHER)\textsuperscript{27}, H₂ via the d$^3\Pi_u \rightarrow a^3\Sigma_g^+$ transition and H atoms via the $n=5 \rightarrow n=2$ and $n=4 \rightarrow n=2$, i.e. the H Balmer $\gamma$ and $\beta$ transitions respectively. The experimental method for the detection of these emissions are near identical to those described in Chapter 5, except for the use of a molybdenum substrate ($d_{aw} = 32$ mm) and the accumulation time, equivalent to 50 s. Base conditions are defined as $P = 1.5$ kW, the total gas pressure, $p = 150$ Torr, and the respective gas flow rates were $F(\text{H}_2) = 300$ sccm and $F(\text{SiH}_4/\text{H}_2) = 15$ sccm (using a 1 part per thousand SiH₄ in H₂ mixture). The effects of changing process conditions were explored by varying one parameter at a time, holding all others at their base value. The parameter space explored includes: $0 \leq F(\text{SiH}_4/\text{H}_2) \leq 40$ sccm, $50 \leq p \leq 275$ Torr and $0.7 \leq P \leq 1.85$ kW. The impurity contributed

<table>
<thead>
<tr>
<th>Species</th>
<th>Investigated transitions</th>
<th>Upper State energy level /eV</th>
<th>Lower State energy level /eV</th>
<th>Emitting (/absorbing) wavelength /nm</th>
<th>Einstein-A emission coefficients / $10^7$ s$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si*</td>
<td>$3s^23p^4s \rightarrow 3s^33p^2$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Si*</td>
<td>$^3P_2 \rightarrow ^3P_1$</td>
<td>4.95</td>
<td>0.01</td>
<td>250.69</td>
<td>5.47</td>
</tr>
<tr>
<td>Si*</td>
<td>$^3P_0 \rightarrow ^3P_1$</td>
<td>4.93</td>
<td>0</td>
<td>251.43</td>
<td>7.39</td>
</tr>
<tr>
<td>Si*</td>
<td>$^3P_0 \rightarrow ^3P_2$</td>
<td>4.92</td>
<td>0.03</td>
<td>251.61</td>
<td>16.8</td>
</tr>
<tr>
<td>Si*</td>
<td>$^3P_1 \rightarrow ^3P_1$</td>
<td>4.93</td>
<td>0.01</td>
<td>251.92</td>
<td>5.49</td>
</tr>
<tr>
<td>Si*</td>
<td>$^3P_1 \rightarrow ^3P_1$</td>
<td>4.91</td>
<td>0.01</td>
<td>252.41</td>
<td>22.2</td>
</tr>
<tr>
<td>Si*</td>
<td>$^3P_1 \rightarrow ^3P_2$</td>
<td>4.92</td>
<td>0.03</td>
<td>252.85</td>
<td>9.04</td>
</tr>
<tr>
<td>Si*</td>
<td>$^3P_0 \rightarrow ^3D_2$</td>
<td>5.08</td>
<td>0.78</td>
<td>288.16</td>
<td>21.7</td>
</tr>
<tr>
<td>CH*</td>
<td>$B^3\Sigma \rightarrow X^2\Pi$</td>
<td>3.208</td>
<td>0</td>
<td>0.263</td>
<td></td>
</tr>
<tr>
<td>Si*</td>
<td>$^3P_1 \rightarrow ^1S_0$</td>
<td>5.08</td>
<td>1.91</td>
<td>390.55</td>
<td>1.33</td>
</tr>
<tr>
<td>H*</td>
<td>$^2S$ (and $^2D$) $\rightarrow ^2P$</td>
<td>13.05</td>
<td>10.20</td>
<td>434.05</td>
<td>−0.94</td>
</tr>
<tr>
<td>SiH*</td>
<td>$A^2\Delta \rightarrow X^2\Pi$</td>
<td>3.00</td>
<td>0</td>
<td>−409–425</td>
<td>0.288</td>
</tr>
<tr>
<td>CH*</td>
<td>$A^2\Delta \rightarrow X^2\Pi$</td>
<td>2.876</td>
<td>0</td>
<td>0.187</td>
<td></td>
</tr>
<tr>
<td>H*</td>
<td>$^2S$ (and $^2D$) $\rightarrow ^2P$</td>
<td>12.75</td>
<td>10.20</td>
<td>486.13</td>
<td>−2.06</td>
</tr>
<tr>
<td>C₂*</td>
<td>d$^3\Pi_u \rightarrow a^3\Pi_u$</td>
<td>2.48</td>
<td>0.088</td>
<td>−460–565</td>
<td>0.763</td>
</tr>
<tr>
<td>H₂*</td>
<td>d$^3\Pi_u \rightarrow a^3\Sigma_g^+$</td>
<td>13.97</td>
<td>11.79</td>
<td>−600–615</td>
<td>2.57</td>
</tr>
</tbody>
</table>
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from the air leak associated with the OES experiments has a negligible value of ~ 0.25 ppm, and thus, for these experiments, the larger air impurity origins from the H₂ gas, which itself consists of X₀(H₂O) ≤ 3 ppm, X₀(O₂) ≤ 2 ppm and X₀(N₂) ≤ 5 ppm.⁲⁸

These optical emission studies have been repeated in the presence of methane. The study includes the optical emissions noted above and, in addition, A→X and B→X transitions of the CH radical, d→a transition of the C₂ radical, all of which have been explored in previous chapters. Base conditions are redefined as P = 1.5 kW, p = 150 Torr, with respective gas flow rates of F(H₂) = 270 sccm, F(SiH₄/H₂) = 30 sccm, F(CH₄) = 19 sccm. The transition emissions originating from the Si atom triplet states are detected in second order, and this overlaps with the more prominent C₂(d→a), Δν = 0 transitions. Whilst the residual between the experimental data and the best PGOPHER fit can produce a reasonable assessment of the variations of these triplet emissions, this method was found to produce a high level of analysis error. Instead, the triplet and singlet emissions were repeated in a separate experiment using a narrow band pass filter to suppress light outside of the UV range of interest. All of the aforementioned emissions were investigated as a function of p, P, F(SiH₄) and in addition, F(CH₄). The parameter ranges explored match those investigated in MW-activated Si/H plasmas under newly defined base conditions, with the addition of 0 ≤ F(CH₄) ≤ 30 sccm. One parameter is varied at a time, keeping the remaining parameters constant at base conditions, except upon increasing gas flow rates; F(H₂) is reduced in a compensatory manner, such that the total gas flow remains constant, as outlined in Chapter 3, Section 3.2 and Chapter 4, Section 4.2 in the context of Ar addition to MW-activated H and C/H plasmas respectively. The majority OES data collected for MW-activated Si/C/H plasmas have been accumulated for an equivalent of 100 s, but rescaled so that the reported intensities are as if the data had been collected for 50 ns (i.e. more comparable to the MW-activated Si/H plasma studies).

These studies are contrasted to a brief study on MW-activated H, H/Ar, and C/H plasmas (operating at base pressure and power) with the full diameter of the molybdenum substrate was covered by a thin (0.7 mm thick) silicon disc. The experimental details of this are described with the reported results in Section 6.3.8.

The second major component of this chapter consists of atomic Si column density measurements using Cavity Ring Down Spectroscopy (CRDS). The Nd:YAG laser operated at 30 Hz with a third harmonic output power ranging between 1.3-1.6 W at a wavelength of 354.4 nm, as described in Section 2.2.2. This output pumps a tuneable dye laser operating with Coumarin 503 diluted in methanol (with oscillator and amplifier concentrations of, respectively, ~0.4 gL⁻¹ and ~0.08 gL⁻¹, with the set up optimised to scan over two wavelength ranges; ~ 504.79 to 504.85 nm and 505.67 to 505.73 nm. The dye laser output power is ~ 60 mW, and gradually decays over time. The desired frequency ranges were achieved utilising a frequency doubling crystal to generate UV light with wavenumbers centred around 39606.1 cm⁻¹ (i.e. the triplet emission featuring at 252.41 nm in OES experiments, identified as the green double headed arrow within Figure 6.01) for the Si(3s²3p⁴s, 3P, J = 0←3s²3p², 3P, J = 1)
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absorption. The experiments were repeated using the Si(3s²3p⁴s, ⁴P⁰, J = 1←3s²3p², ³P, J = 2) transition centred at 39537.1 cm⁻¹ (i.e. the triplet emission featuring at 252.85 nm, identified as the blue double headed arrow in Figure 6.01). These transitions have Einstein-B absorption coefficients of 6.43 × 10¹⁹ m³J⁻¹s⁻² and 1.46 × 10²⁰ m³J⁻¹s⁻² respectively (calculated using the relationship between Einstein-A emission and Einstein-B absorption values given by Equations 2.22 and 2.23 in Chapter 2, Section 2.2.2). The lack of a spatial filter in the optical set-up allowed more than one laser mode to enter the cavity. Whilst this may act to increase the error associated with the measured ring down time, generally the mean squared error was reduced as much as possible, and therefore had little bearing on the values reported. Prior to detection on a photomultiplier tube, light exiting the cavity passes through the UV wavelength transmitting filter described above to remove any scattered fundamental laser light.

To prevent silicon (and carbon upon the introduction of methane, see below) deposition on the cavity mirrors (with a specification reflectivity of R ~ 0.995 for 250 nm light, but a practical reflectivity of R ~ 0.986), hydrogen gas is flowed into the ends of the cavity arms, as well as into the main reactor chamber. These flows are distinguished as \( F_{\text{arms}}(\text{H}_2) \) and \( F_{\text{reactor}}(\text{H}_2) \), which provides an effective hydrogen flow rate of \( F_{\text{eff}}(\text{H}_2) = F_{\text{arms}}(\text{H}_2) + F_{\text{reactor}}(\text{H}_2) \), an assumption which has been tested between the range of 50 ≤ \( F_{\text{arms}}(\text{H}_2) \) ≤ 250 sccm as evidenced in Appendix A6.2 (and A6.3 carried out on \{Si(J = 0)\} using the transition described below). For this experiment, base conditions are defined as \( P = 1.5 \) kW, \( p = 150 \) Torr, with gas flow rates \( F_{\text{reactor}}(\text{H}_2) = F_{\text{arms}}(\text{H}_2) = 300 \) sccm, (i.e. \( F_{\text{eff}}(\text{H}_2) = 600 \) sccm) and \( F(\text{SiH}_4/\text{H}_2) = 0.5 \) sccm (using a 1 part per thousand SiH₄ in H₂ mixture). The parameter ranges explored were 150 ≤ \( F_{\text{eff}}(\text{H}_2) \) ≤ 1800 sccm; 50 ≤ \( p \) ≤ 275 Torr; 0.7 ≤ \( P \) ≤ 1.85 kW. As with previous studies, one parameter was adjusted at a time, whilst the remainder are kept at base conditions. Due to the nature of the CRDS experiments, the estimated leak (10 ppm under base conditions plus hydrogen feed gas impurities), is considerably larger than \( X_0(\text{SiH}_4) \) (0.83 ppm under base conditions). To illustrate the impact of leak rate, additional experiments were carried out under base pressure and power using a third absorption Si(3s²3p⁴s, ⁴P⁰, J = 1←3s²3p², ³P, J = 0) transition centred at 39760.3 cm⁻¹, which has an Einstein-B absorption coefficient of 2.32 × 10²⁰ m³J⁻¹s⁻² and is identified as a red arrow in Figure 6.01. The exact methodology and findings are reserved for the discussion in Section 6.3.5.v.

The CRDS absorption studies were repeated using Si(3s²3p⁴s, ⁴P⁰, J = 0←3s²3p², ³P, J = 1) for MW-activated Si/C/H plasmas. Due to continuous etching and deposition of silicon on the chamber walls, substrate and base plate, a light layer of carbonaceous material was deposited to facilitate reproducibility. Due to thermal mismatch (and consequential delamination) it was not possible to coat the Mo substrate for these experiments. A further issue, previously noted by Jie Ma in his thesis, is a build up of absorbing material along the laser path in MW-activated C/H plasmas. Only by switching off the plasma and allowing the chamber sufficient time to evacuate (~ 12 hours) could the problem be resolved. Consequently, each experiment was undertaken in the shortest time possible to minimise the progressive deterioration of data quality. Base conditions are redefined to \( P = 1.5 \) kW, \( p = 150 \) Torr,
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with gas flow rates $F_{\text{reactor}}(\text{H}_2) = 300$ sccm, $F_{\text{arms}}(\text{H}_2) = 300$ sccm (i.e. $F_{\text{eff}}(\text{H}_2) = 600$ sccm), $F(\text{SiH}_4/\text{H}_2) = 0.5$ sccm, $F(\text{CH}_4) = 10$ sccm, and again, a similar parameter space range is explored to those previously discussed with one parameter varied at a time under otherwise base conditions, except when altering gas flow rate, in which there is a compensatory decrease of $F_{\text{reactor}}(\text{H}_2)$ as described.

Two very brief additional studies were carried out. One, at $F(\text{SiH}_4/\text{H}_2) = 0$ sccm, $F_{\text{eff}}(\text{H}_2) = 600$ sccm, $P = 1.85$ kW, $p = 75$ Torr, probing $\{\text{Si}\}$ absorption at $z = 24$ mm, the second at $F(\text{SiH}_4/\text{H}_2) = 0$ sccm, $F_{\text{eff}}(\text{H}_2) = 600$ sccm, $P = 1.5$ kW, $p = 150$ Torr with the presence of the 0.7 mm Si substrate, probing at $z \sim 1$ mm (above the substrate) to assess whether there is a measurable Si column density, $\{\text{Si}\}$, originating respectively from the quartz window or a silicon substrate under these operating conditions.

Some preliminary efforts have been made in the 2-D physical chemical modelling of MW-activated Si/H plasmas, which have been loosely drawn upon where appropriate. These results are awaiting a more thorough modelling to provide a more in-depth understanding to the experimental observations reported and a better understanding of the prominent gas phase processes.

6.3: Results and Discussion

Section 6.3.1 reviews the gas phase processes that might be expected to occur within weakly ionized MW-activated Si/H plasmas. Section 6.3.2 reviews plausible excitation (and quenching) mechanisms for the production of various excited states of Si and SiH. Section 6.3.3 provides example spectral analysis and further detail of the OES experiment. Section 6.3.4 presents the results from OES studies on a MW-activated Si/H plasma with a qualitative interpretation based on an understanding developed from the literature. Section 6.3.5 presents results from CRDS studies on a MW-activated Si/H plasma with a qualitative and semi-quantitative interpretation. Section 6.3.6 moves on to describe possible processes occurring within MW-activated Si/C/H plasmas. Section 6.3.7 presents OES and CRDS measurements carried out on MW-activated Si/C/H plasmas with a qualitative, albeit speculative, interpretation of these results. Section 6.3.8 contrasts MW-activated Si/H and Si/C/H plasmas to a MW-activated H plasma with a 0.7 mm Si wafer present.

6.3.1: Likely Chemical Processes Occurring Within MW-activated Si/H plasmas

Without full 2-D plasma modelling, it is difficult to understand the exact details of the physical and chemical processes occurring within MW-activated Si/H plasmas. Nonetheless, it is possible to speculate on processes that are occurring within MW-activated Si/H plasmas by combining literature and a basic understanding of MW-activated H and C/H plasmas with the OES and CRDS results reported in Sections 6.3.2 and 6.3.3. Everything discussed and presented in this section is a working interpretation with the aim of developing a rationale behind the experimental observations with an understanding of the prominent processes that are occurring within MW-activated dilute Si/H plasmas.
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Table 6.2 demonstrates the enthalpy of formation and ionization potentials for SiH₄ (0 ≤ x ≤ 4), H, H₂, gaseous H₂O, OH, SiO, and SiOH.

Table 6.2: Enthalpy of formation (calculated at T = 298 K) and ionization potentials for SiH₄ (0 ≤ x ≤ 4), H, H₂, gaseous H₂O, OH, SiO, and SiOH.

<table>
<thead>
<tr>
<th>Species</th>
<th>Ionization Potential Energy /eV</th>
<th>Enthalpy of Formation /eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiH₄</td>
<td>11.00</td>
<td>0.355</td>
</tr>
<tr>
<td>SiH₃</td>
<td>8.01</td>
<td>2.071</td>
</tr>
<tr>
<td>SiH₂</td>
<td>9.02</td>
<td>2.872</td>
</tr>
<tr>
<td>SiH</td>
<td>7.91</td>
<td>3.904</td>
</tr>
<tr>
<td>Si</td>
<td>8.151</td>
<td>4.664</td>
</tr>
<tr>
<td>H₂</td>
<td>15.427</td>
<td>0</td>
</tr>
<tr>
<td>H</td>
<td>13.598</td>
<td>2.259</td>
</tr>
<tr>
<td>H₂O(g)</td>
<td>12.62</td>
<td>−2.506</td>
</tr>
<tr>
<td>OH(g)</td>
<td>13.18</td>
<td>0.387</td>
</tr>
<tr>
<td>SiO(g)</td>
<td>11.6</td>
<td>−0.928</td>
</tr>
<tr>
<td>SiOH(g)</td>
<td>6.59</td>
<td>0.004</td>
</tr>
</tbody>
</table>

SiH₄ can undergo thermal decomposition and as a Group 4 element (one row below carbon), it seems reasonable that SiH₄ (x ≤ 4) species undergo H-shifting reactions comparable to those of CH₄ species, as described by Processes 6.01 to 6.05, where M is a collision partner:

\[
\begin{align*}
\text{SiH}_4 + M & \rightarrow \text{SiH}_3 + H + M \quad (6.01) \\
\text{SiH}_4 + H & \rightarrow \text{SiH}_3 + H_2 \quad (6.02) \\
\text{SiH}_3 + H & \rightarrow \text{SiH}_2 + H_2 \quad (6.03) \\
\text{SiH}_2 + H & \rightarrow \text{SiH} + H_2 \quad (6.04) \\
\text{SiH} + H & \rightarrow \text{Si} + H_2 \quad (6.05)
\end{align*}
\]

These reactions are oversimplified (as were the comparable carbon-containing reactions depicted in Figure 1.4, Chapter 1), for instance, Process 6.05 can populate (a) the ground state Si triplets, or (b) the lowest lying metastable Si singlet state. As with CH₄, there are additional spin-orbit state considerations for SiH₂. These reactions are accompanied by additional reactions, e.g. H and H₂ addition/thermal decomposition reactions. As with thermal dissociation of silane to form SiH₃ + H, (given by Process 6.01), the reverse reactions of Processes 6.01 to 6.05 (i.e. recombination reactions) require a collision partner, M. Alternatively, such processes could result in a chemical reaction (without the need of a collision partner) as highlighted by Process 6.06 (b). Examples of such addition reactions are provided by Processes 6.06 to 6.12.
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\[
\text{SiH}_3 + H + M \rightarrow \text{SiH}_4 + M \quad (6.06 \text{ a})
\]

\[
\text{SiH}_3 + H_2 \rightarrow \text{SiH}_4 + H \quad (6.06 \text{ b})
\]

\[
\text{SiH}_2 + H (+ M) \leftrightarrow \text{SiH}_3 (+ M) \quad (6.07)
\]

\[
\text{SiH} + H (+ M) \leftrightarrow \text{SiH}_2 (+ M) \quad (6.08)
\]

\[
\text{Si} + H (+ M) \leftrightarrow \text{SiH}(+ M) \quad (6.09)
\]

\[
\text{SiH}_2 + H_2 (+ M) \leftrightarrow \text{SiH}_4 (+ M) \quad (6.10)
\]

\[
\text{SiH} + H_2 (+ M) \leftrightarrow \text{SiH}_3 (+ M) \quad (6.11)
\]

\[
\text{Si} + H_2 (+ M) \leftrightarrow \text{SiH}_2 (+ M) \quad (6.12)
\]

Reference 15 provides values required to solve the Arrhenius equation for calculating temperature-dependent rate coefficients for these reactions. These values are regularly reported for \( p = 10 \) Torr and 760 Torr. Rughunath et al. demonstrate that for some processes, (e.g. Processes 6.07, 6.10, (−)6.11 and (−)6.12) rates calculated as \( f(1/T_g) \) for \( p = 100 \) Torr are approximately an average (on a logarithmic scale) of those calculated for \( p = 10 \) Torr and 760 Torr, and that for other processes, the rate coefficients are independent of pressure in the pressure range of interest. Table 6.3 provides some example rate coefficient estimates for \( T_g = 750 \) and 3000 K and \( p \sim 150 \) Torr.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate coefficient ( (T_g = 750 \text{ K}) ) /cm(^3)molecule(^{-1})s(^{-1}) unless otherwise stated</th>
<th>Rate coefficient ( (T_g = 3000 \text{ K}) ) /cm(^3)molecule(^{-1})s(^{-1}) unless otherwise stated</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.01</td>
<td>3.6 \times 10^{-12}</td>
<td>4.3 \times 10^3</td>
</tr>
<tr>
<td>(−)6.10</td>
<td>1.0 \times 10^{10}</td>
<td>4.9 \times 10^6</td>
</tr>
<tr>
<td>(+)6.10</td>
<td>3.0 \times 10^{-13} (high pressure limit)</td>
<td>6.7 \times 10^{-12} (high pressure limit)</td>
</tr>
<tr>
<td>6.06 (a)</td>
<td>6.2 \times 10^{-17} cm(^3)molecule(^{-2})s(^{-1})</td>
<td>5.0 \times 10^{-20} cm(^3)molecule(^{-2})s(^{-1})</td>
</tr>
<tr>
<td>6.03</td>
<td>2.3 \times 10^{-10}</td>
<td>2.0 \times 10^{-10}</td>
</tr>
<tr>
<td>6.07</td>
<td>2.4 \times 10^{-16}</td>
<td>1.3 \times 10^{-18}</td>
</tr>
<tr>
<td>6.04</td>
<td>5.8 \times 10^{-10}</td>
<td>3.9 \times 10^{-10}</td>
</tr>
<tr>
<td>6.08</td>
<td>1.4 \times 10^{-16}</td>
<td>6.1 \times 10^{-18}</td>
</tr>
<tr>
<td>6.05 (a)</td>
<td>1.4 \times 10^{-10}</td>
<td>8.9 \times 10^{-11}</td>
</tr>
<tr>
<td>6.05 (b)</td>
<td>4.2 \times 10^{-11}</td>
<td>4.0 \times 10^{-11}</td>
</tr>
<tr>
<td>6.09</td>
<td>Not available from Reference 15</td>
<td>Not available from Reference 15</td>
</tr>
</tbody>
</table>

Table 6.3: Rate coefficients for a number of reactions connecting SiH\(_x\) (0 \leq x \leq 4) via addition / loss of H, and H\(_2\) calculated at \( T_g = 750 \) and 3000 K, \( p = 150 \) Torr. Note Reactions 6.05 (a) and (b) result in

Whilst incomplete, Table 6.3 demonstrates that the rate coefficients of Processes 6.01 and (−)6.10 (i.e. dissociation of silane forming \( \text{SiH}_3 (+ H) \) and \( \text{SiH}_2 (+H_2) \) as products) are many orders of magnitude larger than recombination reactions (Processes 6.06 and (+)6.10) for \( T_g = 750 \) and 3000 K. From Table

178
6. Diagnostic Studies carried out on MW-activated Si/H and Si/C/H plasmas

6.3, it can be seen that the relative rate coefficient for silane dissociation favours SiH$_2$ (+ H$_2$) over SiH$_3$ (+ H) by an order of magnitude for a gas temperature of 3000 K (i.e. in the hot plasma region, calculated by dividing $k_{-6.10}/k_{6.01}$ i.e. $\sim 4.9 \times 10^9/4.3 \times 10^7$, and neglecting the requirement of an additional body) and by $\sim$22 orders of magnitude in the cool plasma regions ($\sim 1.0 \times 10^{10}/3.6 \times 10^{-12}$). Further, it can be seen from Table 6.3 that the relative rate coefficient for Process 6.06 (i.e. SiH$_3$ + H $\rightarrow$ SiH$_4$) is much smaller than SiH$_3$ undergoing an H-shifting reaction (Process 6.03) to form SiH$_2$ (+ H$_2$). The comparison of these simple dynamics would suggest that SiH$_2$ should be significantly larger than SiH$_3$ and SiH$_4$. Similar arguments can be applied to SiH$_y$ ($0 \leq y \leq 2$) radicals using the calculated rate coefficients given in Table 6.3 and the discussion provided in Reference 15 (which uses $T_g = 500$ K, $p = 10$ and 750 Torr). The expectation is that most of the silicon in the hot plasma region should be in the form of Si atoms.

Without a high [H] density in the cool regions, it is possible that silane may dominate in the cool regions for $T_g \leq 1100$ K. With the relatively high [H], previously calculated in 2-D modelling, the expectation would be that the rate coefficients would favour the production of Si atoms throughout the reactor, including the cool regions. This is reinforced by the positive enthalpies of reaction for the products SiH$_{z-1}$ + H$_2$ ($0 \leq z \leq 4$) formed via H-shifting reactions (reactants SiH$_z$ + H), which have been calculated using values provided in Table 6.2. Preliminary efforts in 2-D plasma modelling reinforce the suggestion that Si atoms dominate as Si-containing species throughout the plasma and its periphery.

6.3.2: Potential Excitation Mechanisms within MW-activated Si/H plasmas

In order to interpret the OES data, it is important to understand the possible formation and loss mechanisms of the observed singlet Si*, triplet Si* states, and SiH*. Processes 6.13 (a)-(f) and 6.14 describe electron impact excitation of ground and lowest lying metastable Si singlet states and SiH respectively.

\[
\begin{align*}
\text{Si}{}^3P + e &\rightarrow \text{Si}{}^3P_0 + e \\
\text{Si}{}^3P + e &\rightarrow \text{Si}{}^1P^0 + e \\
\text{Si}{}^3P + e &\rightarrow \text{Si}{}^1D + e \\
\text{Si}{}^3P + e &\rightarrow \text{Si}{}^1S + e \\
\text{Si}{}^1D + e &\rightarrow \text{Si}{}^1P^0 + e \\
\text{Si}{}^1S + e &\rightarrow \text{Si}{}^1P^0 + e \\
\text{SiH} + e &\rightarrow \text{SiH}^* + e
\end{align*}
\]

The non-conserving spin nature of Processes 6.13 (b), (c) and (d) will act to reduce these production rates, relative to the rate of other spin-conserving EIE (electron impact excitation) processes, and other competing singlet excitation mechanisms. Therefore, prominent alternative excitation mechanisms,
which produce singlet metastable / excited states must also exist. These mechanisms likely apply to the formation of Si* triplet states and SiH* as well.\textsuperscript{38,39} Based on the aforementioned discussion, which concluded that the majority of silicon content ought to be in the form of Si atoms, EIE of SiH (involving two minority species, SiH and electrons) seems unlikely to yield a sufficiently large rate to be a prominent formation mechanism of SiH*.

It is reported that vacuum UV photons and electrons can dissociate silane via Processes 6.15 and 6.16 (a) and (b) producing Si* and SiH* state populations.

\[
\begin{align*}
\text{SiH}_4 + \gamma(\text{UV}) &\rightarrow \text{Si}^* + 2\text{H}_2 & (6.15 \text{a}) \\
\text{SiH}_4 + \gamma(\text{UV}) &\rightarrow \text{SiH}^* + 3\text{H} & (6.15 \text{b}) \\
\text{SiH}_4 + e &\rightarrow \text{Si}^* + 2\text{H}_2 + e & (6.16 \text{a}) \\
\text{SiH}_4 + e &\rightarrow \text{SiH}^* + 3\text{H} + e & (6.16 \text{b})
\end{align*}
\]

Given that the plasma is optically thick in the vacuum UV (i.e. vacuum UV has a short mean free path before being reabsorbed), and that SiH\textsubscript{4} and electrons are minority species within the hot plasma region, Processes 6.15 (a) and (b) are not expected to yield large excitation rates. Processes 6.15 (a) and (b) are reported to have an efficiency on the order of \~1% per vacuum UV photon.\textsuperscript{38} In literature, this process has been noted as a mechanism in the production of the SiH(A) state, and both Si(3\text{P}) and Si(1\text{P}) states.\textsuperscript{39}

Processes 6.17 and 6.18 (a) and (b) describe electron-ion recombination reactions:

\[
\begin{align*}
\text{Si}^+ + e &\rightarrow \text{Si}^* \rightarrow \gamma + \text{Si} & (6.17) \\
\text{SiH}^+ + e &\rightarrow \text{SiH}^* \rightarrow \gamma + \text{SiH} & (6.18 \text{a}) \\
\text{SiH}^+ + e &\rightarrow \text{Si}^* + \text{H} \rightarrow \gamma + \text{Si} + \text{H} & (6.18 \text{b})
\end{align*}
\]

Process 6.17, Si*-e recombination, has a typical rate coefficient of \~2 \times 10^{-12} \text{ cm}^{-3}\text{molecule}^{-1}\text{s}^{-1}, of which a small fraction will branch into the various excited singlet and triplet states of Si.\textsuperscript{40,41}

As has now been proposed to occur within MW-activated C/H plasmas in Chapter 5, one could also envisage various plausible chemiluminescent reactions within MW-activated Si/H plasmas. A few proposed mechanisms are described by Processes 6.19 to 6.21:

\[
\begin{align*}
\text{SiH}_2 + \text{H} &\rightarrow \text{SiH}^* + \text{H}_2 \rightarrow \gamma + \text{SiH} + \text{H}_2 & (6.19) \\
\text{Si}(^3\text{D}) + \text{H} &\rightarrow \text{SiH}^* \rightarrow \gamma + \text{SiH} & (6.20 \text{a}) \\
\text{Si}(^3\text{D}) + \text{H}_2 &\rightarrow \text{SiH}^* + \text{H} \rightarrow \gamma + \text{SiH} + \text{H} & (6.20 \text{b}) \\
\text{SiH} + \text{H} &\rightarrow \text{Si}^* + \text{H}_2 \rightarrow \gamma + \text{Si} + \text{H}_2 & (6.21)
\end{align*}
\]
Under steady-state, \([\text{SiH}_2]\) is not expected to have a large number density in the hot plasma region, but the rate coefficient of Process 6.04 (H-shifting of SiH\(_2\) to form SiH and \([\text{H}]\)) are expected to be modest (on the order of \(10^{-10} \text{ cm}^3\text{ molecule}^{-1}\text{s}^{-1}\) and \(10^{16} \text{ cm}^{-3}\) for \(T_g = 3000 \text{ K}\), see Table 6.3 and Figure 3.07(a) respectively). The SiH(A) state is comparable in energy to that of the CH(A) state investigated in Chapter 5. Such a mechanism resulted in a Maxwell-Boltzmann contribution factor on the order of \(10^{-3}\) for the CH(A) state relative to the production of the CH(X) ground state once degeneracies were considered. With similar logic and the rate coefficients reported in Section 6.3.4.a, the effective rate coefficient for Process 6.19 could be \(\sim 4 \times 10^{-13} \text{ cm}^3\text{ molecule}^{-1}\text{s}^{-1}\) for \(T_g = 3000 \text{ K}\), i.e. it is unlikely to be significant.

Figure 1 from Reference 42 infers that Process 6.20 (a) is an exothermic process with an enthalpy of reaction \(\sim -0.91 \text{ eV}\). This contrasts to Process 6.21, which involves a minority species and has an enthalpy of reaction of \(\sim +3.58 \text{ eV}\) for the monitored singlet state of Si and would therefore be unlikely to contribute significantly. Whilst Process 6.20 (b) is also endothermic (\(\sim +3.61 \text{ eV}\)), it includes a majority species, \(\text{H}_2\). Given the monitored triplet states differ in energy from the investigated Si singlet state by \(\sim 0.13 \text{ eV}\), the same argument applies to the singlet states. Process 6.21 could, however, populate the lowest lying metastable Si(^1\text{D}) state. Such a reaction yields an enthalpy of reaction value of \(\sim -0.72 \text{ eV}\), i.e. exothermic.

The similarity in energy between the emitting Si singlet and triplet levels could also facilitate a spin-orbit coupling upon an inelastic collision with a H atom (or in the presence of the MW magnetic field), as described by Process 6.22.\(^{42}\)

\[
\text{Si}^1P^0 + \text{H} \leftrightarrow \text{Si}^3P^0 + \text{H}
\]  

The most prominent conceivable quenching mechanisms include collisional quenching of emitting Si* and SiH* species with either H and/or \(\text{H}_2\), as exampled by Process 6.23 for the emitting Si triplet state:

\[
\text{Si}^3P^0 + \text{H} \rightarrow \text{Si}^3P + \text{H} \ \text{(or SiH}(X)\Pi) + \text{M})
\]  

Monitored H* and \(\text{H}_2\)* states will most likely undergo the same formation and loss mechanisms as those in a MW-activated \(\text{H}\) plasma, described in Chapter 3, i.e. these excited states are pumped via Electron Impact Excitation and undergo near-resonant energy transfers, and are most likely quenched via non-radiative collisions with H and \(\text{H}_2\). As before, they are still anticipated to be highly sensitive to the plasma parameters, such as the reduced electric field strength and the hyper-thermal component of the EEDF. Further discussion on these states is not warranted at this point, except noting that they could additionally facilitate ionization / collisional quenching upon collision with Si species.

In light of the above, it is a poor assumption to assert that the excited states of Si and SiH radicals are generated predominantly by EIE. Particularly considering that under base conditions, \(I(\text{SiH}*)\) and \(I(\text{Si}*)\) extend to beyond \(z = 27 \text{ mm}\) (noting the high energy of these states, and \(I(\text{H}_2*)\) and \(I(\text{H}*\) are tailing off...
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by \( z \sim 20 \text{ mm} \), which makes a case for chemiluminescent contributions. It does, however, make a reasonable starting point for developing a better understanding and a rationale behind their variations with changes in process conditions. The intensity of these radical emissions can be described crudely by Equations 6.24 (a) and (b) respectively, noting no attempt is being made at present to distinguish between formation of emitting singlet and triplet emissions.

\[
I_{em}(\text{Si}^*) = \varepsilon_{det} \frac{c}{\lambda} A \frac{n_e(T_e, E)[\text{Si}]k_{EIE}}{k_q[Q] + A} \tag{6.24a}
\]

\[
I_{em}(\text{SiH}^+) = \varepsilon_{det} \frac{c}{\lambda} A \frac{n_e(T_e, E)[\text{SiH}]k_{EIE}}{k_q[Q] + A} \tag{6.24b}
\]

Equation 6.25 provides an alternative way to describe \( I(\text{SiH}^+) \) using Processes 6.13 (a), 6.20 (a) (using Si triplet excited state as opposed to Si singlet state), and versions of Process 6.23 to describe formation / loss mechanisms of Si* and SiH*.

\[
I_{em}(\text{SiH}^+) = \varepsilon_{det} \frac{c}{\lambda} A \left( \frac{n_e(T_e, E)[\text{Si}]k_{6.13(a)}}{(k_{6.23}(\text{Si}^+)[Q = \text{H or H}_2] + A)} \right) \left( \frac{[\text{H}]k_{6.20(a)}}{(k_{6.23}(\text{SiH}^+)[Q = \text{H or H}_2] + A)} \right) \tag{6.25}
\]

The additional symbols used in Equations 6.24 and 6.25 have previously been defined in Chapter 5 for Equations 5.01 and 5.02. These Equations may still be indicative were these states formed by electron recombination. Attention is now drawn to the presentation and interpretation of the OES data MW-activated Si/H plasmas.

6.3.3: Optical Emission Images and Spectral Analysis

As aforementioned, the SiH(A\(^2\Delta \rightarrow X^2\Pi\))(0,0) band head appears at \( \lambda = 414.27 \text{ nm} \), whilst the atomic Si singlet emissions appear at 288.2 nm and 390.5 nm. The Si triplet emissions are detected in second order at \( 2\lambda = 501.37, 502.88, 503.24, 503.89, 504.83 \) and 505.70 nm.\(^{26} \) It is the sum of all 6 triplet emissions (in second order) that has been reported as the intensity for these Si triplet emissions. These emissions are contained within the monitored wavelength ranges of (i) 307-382 nm, (ii) 372-447 nm and (iii) 462.95-536.7 nm, and were collected alongside H\(_2\)(d→a) and H\(_n = 5 \rightarrow n = 3\) emissions, as previously reported in Chapter 3. Figure 6.02 (a) demonstrates a spatially-resolved false colour image collected under base conditions (with no methane present) between the wavelength ranges of 372.5-447.2 nm and between the height range of \( -3 \leq z \leq 27 \text{ mm} \), whereby \( z = 0 \text{ mm} \) defines the top of a 3 mm thick Mo substrate. SiH(A→X), Si(390.5 nm) and H\(_e\) emissions have been highlighted. Figure 6.02 (b) demonstrates an experimental spectrum of the SiH(A→X), \( \Delta \nu = 0 \) bands, a best fit simulation generated using PGOPHER, a simulation software package, and makes use of rotational constants describing the A\(^2\Delta\) and X\(^2\Pi\) states taken from Reference 43. A proposed molecular orbital diagram of SiH excited and ground state can be found in Appendix A6.1.
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As before, the residual has been generated by subtracting the simulation from the experimental data and a comparison dataset collected from a MW-activated H plasma, both of which are also shown. It is evident that most residual peaks can be accounted for by emissions originating from a MW-activated H plasma. There is just one peak, observed at $\lambda = 411.6$ nm, that is unaccounted for. This is attributed to the Si($3s^23p^55s\ (^1P^o)\rightarrow3s^23p^2\ (^1D)$) transition emitting at $\lambda = 205.8$ nm, which has been inadvertently detected in second order. Spatially-resolved images demonstrating the other Si singlet and triplet emissions can be seen in Figure 6.03 (a) and (b) respectively, whilst similar images for the monitored hydrogen (carbon-containing species upon the addition of methane in Section 6.3.6) emissions have already been illustrated in Chapter(s) 3(to 5).
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Figure 6.02: (a) $I_{em}(\lambda, z)$ image between the wavelength range of 372-447 nm taken under base conditions, i.e. $P = 1.5$ kW, $p = 150$ Torr, $F(\text{SiH}_4/\text{H}_2) = 15$ sccm, $F(\text{H}_2) = 300$ sccm, where $z = 0$ defines the substrate surface. The band head associated with $I_{em}\text{SiH}(A \rightarrow X)(0,0)$ is labelled, as are the emissions originating from Si* at 390 nm, and two of the H Balmer series. (b) Zoomed wavelength range between 410 and 425 nm illustrating experimental $I_{em}(\lambda)$ between $10.5 \leq z \leq 12$ mm above the substrate, (black), the SiH(A→X) best fit simulation (red), residual (blue), and emissions originating from a MW-activated H plasma operating under otherwise base conditions (pink).
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Figure 6.0 demonstrates the spatial distribution of various Si- and H-containing emission intensities monitored in a MW-activated Si/H plasma operating under base conditions. It is evident that each species has a very different spatial distribution and peaks at different heights; as before, H<sub>2</sub>(d→a) and H<sub>γ</sub> emissions peak at z ~ 2.5 mm and z ~ 7.5 mm respectively and do not extend beyond z = 20 mm. The Si atomic emissions peak at z ~ 10 mm above the substrate, while SiH(A→X) appears to peak at z ~ 12.75 mm. The SiH<sub>x</sub> (x = 0, 1) emission intensities extend beyond z = 27 mm, implicit of excitation occurring at high z. The difference between the Si and SiH emission spatial distributions is returned to in Section 6.3.4.

Figure 6.03: I<sub>em</sub>(λ, z) image between the wavelength ranges of (a) 252-327 nm and (b) 463-534 nm taken under base conditions, i.e. P = 1.5 kW, p = 150 Torr, F(SiH<sub>4</sub>/H<sub>2</sub>) = 15 sccm, F(H<sub>2</sub>) = 300 sccm, where z = 0 defines the substrate surface. Emissions originating from Si* are visible as (a) a singlet emitting at 288 nm and (b) triplet emissions in the range 250-253 nm observed in second order (i.e. in the range 500-506 nm).
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6.3.4: Optical Emissions originating from MW-activated Si/H Plasmas

The collection and analysis of the optical emission data (and the results reported) for MW-activated Si/H plasmas were my own. The presented results reproduce an earlier study carried out by Alim Lalji, a final year project student working under my supervision toward his Chemistry MSci degree. Alim’s results had a higher air impurity of ~10 ppm attributed with the chamber (cf. the ~0.25 ppm air leak impurity associated with the OES data presented in this chapter). These quoted air impurities neglect feed gas impurities. Base conditions are defined as: \( P = 1.5 \) kW, \( p = 150 \) Torr, \( F(\text{SiH}_4/\text{H}_2) = 15 \) sccm, \( F(\text{H}_2) = 300 \) sccm.

6.3.4.1: Varying Silane Flow

6.3.4.1.i: Neutral Species

Figure 6.05 illustrates how \( I(\text{H}_2^*) \) and \( I(\text{H}^*) \) vary as a function of silane input mole fraction maintaining otherwise OES-defined base conditions. Between \( F(\text{SiH}_4/\text{H}_2) = 0 \) and 3 sccm, there is a slight decrease in both emissions, \( I(\text{H}_2^*) \) maximises at \( z \sim 2 \) mm above the substrate (noting that there is an \( \pm 0.5 \) mm uncertainty, as is also the case with the results reported in Chapter 3). Upon further silane addition (\( F(\text{SiH}_4/\text{H}_2) = 5 \) sccm), the emissions appear to contract spatially with the maximum of \( I(\text{H}_2^*) \) shifting from \( z \sim 2 \) mm to \( z \sim 2.5 \) mm, (i.e. the equivalent of \( z \sim 2.5 \) mm shifting to \( z \sim 3 \) mm based on the intensity distributions described in Chapter 3) with both \( I(\text{H}^*) \) and \( I(\text{H}_2^*) \) decreasing. Further increasing silane flow, i.e. above \( F(\text{SiH}_4/\text{H}_2) = 5 \) sccm, appears to have no significant impact on either emission’s spatial distribution or relative intensity.

Note arrows have been added to the following Figures to highlight how peak intensities (black) vary. On occasion intensities featuring at low \( z \) and high \( z \) have substantially different behaviours to the peak intensity. When such differences are present, changes in intensities at these heights are indicated with
6. Diagnostic Studies carried out on MW-activated Si/H and Si/C/H plasmas

blue and orange arrows respectively. To avoid repetitiveness, this information is not repeated in the Figure captions.

![Figure 6.0](image_url)

**Figure 6.05:** (a) $I(\text{H}_2^*)$ and (b) $I(\text{H}^*)$ as a function of $F(\text{SiH}_4/\text{H}_2)$ under otherwise base conditions.

Figure 6.06 demonstrates how the triplet and singlet Si emission intensities vary as a function of $F(\text{SiH}_4/\text{H}_2)$ under otherwise base conditions. The two singlet emissions exhibit identical spatial profiles to one another and identical changes in their relative emission intensities with increased silane flow rate. A careful comparison at higher silane flow rates suggest that the singlet emission peaks slightly higher in $z$ than that of the summed triplet emissions, but the shift is sufficiently small that it could fall within experimental uncertainty. The triplet emissions also appear to have a subtly broader spatial profile than the singlet emission profiles and demonstrate an increase in intensity with increasing silane. Figure 6.06 illustrates a significant difference in the relative increase of singlet and triplet Si spin state emissions with increasing silane fraction. This is highlighted more clearly in Figure 6.07.
6. Diagnostic Studies carried out on MW-activated Si/H and Si/C/H plasmas

Figure 6.06: (a) summed triplet emissions (b) Si singlet emission (288 nm), and (c) Si singlet emission (390 nm) as a function of silane flow rate.

Figure 6.07 demonstrates how \(I(\text{H}_2^*)\), various \(I(\text{H}^*)\), \(I(\text{Si}^*)\), and \(I(\text{SiH}^*)\) vary as a function of silane flow rate. \(I(\text{H}_2^*)\) is analysed by summing intensities between \(0 \leq z \leq 3\) mm, whilst \(\text{H}^*, \text{Si}^*\) and \(\text{SiH}^*\) have been analysed by summing intensities between \(9 \leq z \leq 12\) mm. For display purposes, all conditions have been normalised so that the intensity is unity at base conditions. The differences between \(I(\text{SiH}^*)\), the singlet and the triplet \(I(\text{Si}^*)\) emissions are more apparent, as are the similarities between the two \(I(\text{Si}^*)\) singlet emissions. The non-linearity of these emissions at low \(F(\text{SiH}_4)/H_2\) likely corresponds with changes in the prominent ions, as discussed in the following subsection. The non-linearity above \(F(\text{SiH}_4) \geq 30\) sccm might be attributable to effective (non-linear) mass-dependent thermodiffusion of Si from the hot plasma region, as was seen with Ar in Chapter 3. Further, the Si triplet emissions are prone to self-absorption in the cooler regions. Such an effect would become increasingly apparent with
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increasing input silane mole fraction and result in the observed divergence between \( I(\text{Si}^*) \) singlet and triplet emissions.

The two investigated \( I(\text{H}^*) \) emissions also demonstrate identical behaviour and their peak intensity variations are similar to peak \( I(\text{H}_2^*) \) emissions, as explained in Section 6.3.4.ii. Henceforth, the two singlet Si (and \( I(\text{H}^*) \)) emissions may be used interchangeably and are assumed as representative of Si singlet emissions (and \( \text{H}^* \) emissions).

![Figure 6.07: Intensities of summed triplet emissions, Si singlet emissions ((288 nm), and (390 nm)), \( \text{H}_2^* \), \( \text{H}^* \) and \( \text{SiH}^* \) as a \( F(\text{SiH}_4/\text{H}_2) \) normalised to base conditions. The majority of species are analysed between \( z = 9 \) and 12 mm, whilst \( I(\text{H}_2^*) \) has been analysed between \( z = 0 \) and 3 mm.](image)

6.3.4.1.ii: Cations within MW-activated Si/H plasmas

It is evident from Table 6.1 that \( \text{SiH}_x \) (\( 0 \leq x \leq 4 \)) species have significantly lower ionization energies than \( \text{H} \) and \( \text{H}_2 \) (and \( \text{H}_2\text{O} \) when present). The addition of silane demonstrates a rapid reduction in \( I(\text{H}^*) \) and \( I(\text{H}_2^*) \) between \( F(\text{SiH}_4/\text{H}_2) = 1.5 \) and 5 sccm (i.e. between 5.0 ppm \( \leq X_0(\text{SiH}_4) \leq 16.4 \) ppm) as shown in Figures 6.05 and 6.07, with changes in spatial profile also visible in Figure 6.05. The indication is that within this silane range, there is either (i) a significant increase in \( n_e \) (via ionization of \( \text{SiH}_x \) species whose attributed ionization energies are significantly lower than \( \text{H} \) and \( \text{H}_2 \)) acting to decrease \( T_{\text{tail}} \) and \( T_e \) for a constant reduced electric field or more likely (ii) a significant decrease in the partitioning of absorbed power density toward hyperthermal electron energies, as the Si content is not yet sufficient to alter \( T_{\text{tail}} \) directly. The change in spatial profile likely reflects changes in \( n_e, T_e \), but could also be reflecting an additional collisional quenching with silicon containing species. By \( F(\text{SiH}_4/\text{H}_2) = 5 \) sccm, \( \text{SiH}_x^* \) is most likely larger than \( \text{H}_x^* \) (and the negligible \( \text{H}_2\text{O}^* \) attributed to the 0.25 ppm air leak). A further increase above \( F(\text{SiH}_4/\text{H}_2) > 5 \) sccm will act to generate additional electrons, but changes in \( n_e \) are more gradual (cf. the changes in \( n_e \) with a change in prominent ions). Consequently, above \( F(\text{SiH}_4/\text{H}_2) = 5 \) sccm, \( I(\text{H}^*) \) and \( I(\text{H}_2^*) \) do not vary significantly at their analysed heights. These emissions do, however, demonstrate an axial plasma contraction with increasing silane fraction. It is reasonable to deduce, therefore, that under base conditions \( F(\text{SiH}_4/\text{H}_2) = 15 \) sccm, \( X_0(\text{SiH}_4) = 47.6 \)
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ppm), SiH$_x^+$ ($0 \leq x \leq 4$) species are the prominent cations and will remain so under the majority of OES conditions explored. Si ions can be formed both by electron impact ionization of Si atoms, and by reactions between Si and H$_3^+$.

6.3.4.2: Varying Pressure

With increasing pressure, under otherwise base conditions, $I$(H$_2^*$) and $I$(H$^*$) demonstrate very similar behaviour to that observed in MW-activated H plasmas. This behaviour can be seen in Figure 6.08:

![Figure 6.08: Spatial variation of (a) $I$(H$_2^*$) and (b) $I$(H$^*$) as a f(p) under otherwise base conditions.](image)

With increasing pressure, $I$(H$^*$) and $I$(H$_2^*$) demonstrate overall trends comparable to those previously seen in Chapter 3. $I$(H$_2^*$) demonstrates an initial increase with pressure up to $p \sim 75$ Torr, reflecting the linear increase in [H$_2$]. Above this pressure, $I$(H$_2^*$) scales with $\sim 1/p$ due to an increase in quencher, [H$_2$], and a decrease in $T_{\text{tail}}$($|E|/N \sim |E|/p$), as previously seen for MW-activated H plasmas. $I$(H$^*$) is also impacted by the pressure dependence of $T_{\text{tail}}$ and increase in [H$_2$], but as before, benefits from an increase in $T_g$ (resulting in a substantial increase in [H] with increasing $p$, noting [H]/[H$_2$] $\sim p$). Therefore, $I$(H$^*$) increases $\sim$ linearly with increasing $p$ up to $p \sim 125$ Torr. A further increase in pressure results in $I$(H$^*$) decreasing less rapidly than $I$(H$_2^*$), as previously observed; this can be seen more clearly in Figure 6.10. Figure 6.08 also demonstrates that both emissions are impacted by the axial plasma contraction associated with increasing $p$. 190
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Figure 6.09 demonstrates the spatially-resolved profiles of (a) $I(Si^*)$ triplets, (b) $I(Si^*)$ singlets and (c) $I(SiH^*)$ with increasing pressure under otherwise base conditions:

![Figure 6.09: (a) summed triplet emissions (b) Si singlet emission (288 nm), and (c) SiH(A→X) emission as a function of pressure and observation position under base conditions.](image)

At face value, the OES data provide an ~ 10:1 ratio between $I(SiH^*)$ and $I(Si^*)$ singlet at 288 nm, and 5:1 between $I(SiH^*)$ and $I(Si^*)$ triplets under OES base conditions; the latter comparison is less meaningful than the first, as $I(Si^*)$ triplets were collected in second order (with an unknown second order reflection / detection efficiency) and all triplet intensities were summed together.

With $T_e \sim 1.2$ eV, a Maxwell Boltzmann distribution, $f_{MB}$, yields relative values of 27:7:6 for $E = 3$ eV (emitting SiH(A) state energy), 4.9 eV (emitting Si triplet state energy) and 5.1 eV (emitting Si singlet...
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state energy). Such a ratio would be taken as indicative of the relative number of electrons available to excite each state, assuming these states were excited by EIE (which has already been deemed unlikely at least for SiH). Once degeneracies have been considered, this ratio simplifies to 12:7:2. The transitions have Einstein-A emission coefficient values of \( \approx 2.88 \times 10^6 \text{ s}^{-1} \), \( \approx 2 \times 10^8 \text{ s}^{-1} \) and \( 2.18 \times 10^8 \text{ s}^{-1} \) respectively.\(^{46,45}\) However, even with these values, it is still not possible to speculate on relative \([\text{SiH}]:[\text{Si}]\) via relative emissions without further information on other prominent formation mechanisms, prominent quenchers (likely H or \( \text{H}_2 \)), quenching coefficients and electron impact cross-sections.

Figure 6.10 demonstrates how the investigated intensities vary with increasing pressure when summed between \( 9 \leq z \leq 12 \text{ mm} \) (except \( I(\text{H}_2^*) \) analysed between \( 0 \leq z \leq 3 \text{ mm} \)) under otherwise base conditions. Generally, increasing the pressure results in an initial increase in the investigated H-based emission intensities followed by a decrease for \( p > 100 \text{ Torr} \). The emissions originating from Si-containing species rise more sharply between \( p = 50 \) and 60 Torr, maximise at \( p = 60 \text{ Torr} \) and drop rapidly with a further increase in pressure.

\[ I(\text{Si}^*) \text{ and } I(\text{SiH}^*) \text{ both increase more steeply (cf. } I(\text{H}_2^*) \text{ and } I(\text{H}^*) \text{) between } p = 50 \text{ and } 60 \text{ Torr. Upon repeat experiments, it is seen that the relative increase between these pressures is somewhat irreproducible, which can perhaps be attributed to their sensitivity to the MW tuning and the cleanliness of the chamber walls. At } p = 60 \text{ Torr, these emissions are reproducibly at their most intense and all three Si-containing emissions have distinct spatial distributions. These emissions maximise at } z \approx 9 \text{ mm, } 10 \text{ mm and } 12.5 \text{ mm for the } \text{Si}^* \text{ triplet, singlet and } \text{SiH}^* \text{ emissions respectively. The Si triplet emissions are substantially broader than that of the } \text{Si}^* \text{ singlet and } \text{SiH}^* \text{ spatial distributions at low pressures. Perhaps the differences in these spatial distributions are inferring the reliance of } [\text{H}] \text{ (most likely maximising in the hottest plasma regions) in the generation of } \text{Si}^* \text{ singlet and } \text{SiH}^*, \text{ see Processes 6.20 (a) and 6.22.} \]
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The difference in Si* spin state emission distributions may be reflecting a difference in formation mechanisms, quenchers, quenching rates of Si* triplet (relative to Si* singlet state and SiH*), or most likely, a difference in \([\text{Si}^3\text{P}]\) ground state and \([\text{Si}^1\text{D}_2]\) (e.g. if the excited Si singlet states were preferentially generated by EIE of the metastable singlet state or maintained a Boltzmann distribution population and the excitation maintains some memory of the spin-state that was excited) at low pressures. If this is the case, it would also be indicating that at lower pressure, where \([\text{H}]\) number density is lower, there is a lack of coupling between the two Si spin excited states via Process 6.22. Alternatively, it could also be reflecting changes in the homogeneity of triplet self-absorption.

\(I(\text{SiH}^*)\) comparatively maximises in a region where \([\text{H}]\) is maximising and \(T_g\) is starting to decrease (both of which are deemed favourable in the production of SiH (and SiH* if generated by a chemiluminescent reaction between Si and H atoms), whilst the decrease in SiH* intensity with further increase in plasma height might be associated with an unfavourable decrease in \(T_g\) for chemiluminescent contributions) and crucially if the emitting state (or a parent species, e.g. \(\text{Si}^1\text{D}\) or \(\text{Si}^3\text{P}\)), is generated by electron impact excitation, or electron-ion recombination, \(n_e\) and \(T_e\) are also decreasing axially with further increases in \(z\).

With a further increase in pressure, these intensities reproducibly drop more sharply than \(I(\text{H}_2^*)\) and \(I(\text{H}^*)\), with the two different \(I(\text{Si}^*)\) spin state trends converging for \(p \geq 125\) Torr, in spite of the two orders of magnitude difference in Einstein-A emission coefficients. This perhaps implies that above 125 Torr, the two emitting Si spin states are sufficiently coupled, or that they have the same formation / loss mechanisms, of which the quenching rates likely exceed their emission rates. At \(p = 150\) Torr, Si* triplet and singlet, and SiH* emissions peak at \(z \sim 10\) mm, 11 mm and 12.75 mm respectively. The observed decrease in these intensities (with increasing pressure) is indicative of increasing quenching rates, whilst the similarity in these emission trends with pressure for \(p \geq 125\) Torr implies that they maintain a constant production / quenching rate ratio to one another as a \(f(\text{pressure})\) and are indicative that these states are likely quenched by a common species, \(Q\), with comparable temperature-dependent quenching rates, whereby most likely, \([Q] = \text{H or H}_2\), the two most prominent plasma species. All investigated emissions highlight plasma contraction with increasing pressure.

At \(p \geq 150\) Torr, \(I(\text{Si}^*)\) does not extend above \(z = 27\) mm, indicating that electron densities do not extend further than this plasma height. Comparatively, \(I(\text{SiH}^*)\) extends well above \(z = 27\) mm for all investigated pressure conditions, reinforcing the notion of a significant chemiluminescent contribution from Si atoms reacting with H or \(\text{H}_2\) reactions (as exampled by Processes 6.20 (a) and (b)).
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6.3.4.3: Varying Power

Increasing power under otherwise base conditions yields an improved agreement between the $P$-dependence of observed $I(H_2^*)(z \sim 7 \text{ mm})$ behaviour and modelled $\{H_2\}$ for MW-activated H plasmas, as demonstrated in Chapter 3. This behaviour can be seen in Figure 6.11.

![Figure 6.11: Spatially resolved $I(H_2^*)$ and (b) $I(H^*)$ as a $f(P)$ under otherwise base conditions](image)

With increasing power, $I(H^*)$ and $I(H_2^*)$ replicate the trends observed in MW-activated H plasmas. $I(H^*)$ maximises at $z \sim 7.5 \text{ mm}$, whilst $I(H_2^*)$ maximises at $z = 6.5 \text{ mm}$ for $P = 0.7 \text{ kW}$. As before, $I(H^*)$ increases linearly with increasing $P$, whilst $I(H_2^*)$ quenches centrally and develops a low $z$ component with increasing $P$ (upto $P = 1.3 \text{ kW}$). This low plasma contribution increases more significantly with further with increasing power, whilst central emissions remain somewhat more constant. Again, these emissions evidence axial plasma expansion with increasing power. At low $z$, the $I(H_2^*)$ is less sharp for higher powers, cf. a MW-activated H plasma, which might be indicative of changes in electron and ion density, $T_{\text{m}}$, and / or collisional quenching with Si atoms.
With increasing power, $I_{(\text{Si}^*)}$ singlets, triplets and $I_{(\text{SiH}^*)}$ all demonstrate similar behaviour, there are only minor variations in each of their emission intensities and spatial distributions between $0.7 \leq P \leq 0.9$ kW. Above this, the behaviour is more comparable between the emitting Si species, and as can be seen with H atom emissions in Figure 6.11 (b), there is a clear axial expansion in plasma emission.

Peak $I_{(\text{Si}^*)}$ triplet intensities relocate from $z \sim 6$ mm to $z \sim 10$ mm and steadily decreases in value between $0.9 \leq P \leq 1.5$ kW. Above $P = 1.5$ kW, there is a small increase in $I_{(\text{Si}^*)}$ triplet emission, as seen in Figure 6.12 (a). Comparable behaviour can be seen in Figures 6.12 (b) and (c) for $I_{(\text{Si}^*)}$ singlet and $I_{(\text{SiH}^*)}$ with peak intensities maximising at slightly different $z$. 

**Figure 6.12:** Spatially resolved intensities of (a) summed triplet emissions (b) Si singlet emission (288 nm), and (c) SiH* emission as a $f(P)$ under otherwise base conditions.
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Figure 6.13 demonstrates how these intensities vary as a function of power (P) at a constant height. It is clear from Figure 6.11 (a) and 6.12 that investigating the power dependence of these emission intensities at any specific height does not provide a full picture of their variations, nor does it represent variation of intensities above z > 15 mm, which instead demonstrates an intensity increase with power as a result of plasma expansion.

Nonetheless, Figure 6.13 demonstrates the similarity in the behaviour of all Si-containing species analysed between 9 ≤ z ≤ 12 mm. These intensities increase between P = 0.7 kW and P = 0.9 kW, above which, they decrease up to P ~ 1.5 kW, and level off with further increase in P. I(H*) and I(H2*), analysed between 9 ≤ z ≤ 12 mm and 0 ≤ z ≤ 3 mm respectively, as before, both increase linearly with increasing P.

With increasing P, [E] (and therefore [E]/N), Te, n_e, jE, [H]/[H2], plasma diameter and a rate coefficient with a functional form T_eβ e^(-E/T_e) (where E represents the energy difference between reactants and activation barrier and β is a unitless exponent, which generally holds a positive value) are all parameters which increase. Upon reaching T_e ~ 3000 K, T_eβ e^(-E/T_e) will not increase with a further increase in P, but would instead result in further plasma expansion, an increase in [H] and perhaps n_e.

I(Si*) and I(SiH*) demonstrate comparable power trends under the investigated conditions, Si triplet and singlet emissions also demonstrate more comparable spatial distributions (cf. I(Si*)(z) observed at p = 60 Torr, which were vastly different). With increasing power, I(Si*) and I(SiH*) generally decrease and dramatically change in their spatial distributions (including their maximal intensity) and hence, analysed at a constant height, these emissions deceivingly appear to increase between P = 0.7 and P = 0.9 kW in Figure 6.13. For P = 0.7 kW, the triplet emissions maximise at z = 7 mm, whilst the singlet and SiH emissions maximise at z = 7.5 and 9.75 mm and extend to 22.5 ≤ z ≤ 25 mm. As before, the differences in these emission intensity spatial distributions and maxima are possibly reflecting differences in the spatial distribution of ground state species (or reactive ions), n_e(z) and T_e(z) (or
differences in prominent formation mechanisms). Upon increasing $P$, these emissions expand axially beyond $z = 27$ mm, but decrease in relative intensity up to $P = 1.5$ kW. The spatial distributions at $P = 1.5$ kW match those described for $p = 150$ Torr. Increasing $P$ above this power acts to increase emission intensity maxima subtly.

The decrease in $I$(Si*) and $I$(SiH*) between $0.9 \leq P \leq 1.5$ kW infers that the reactive quenching rate is common between the two species and increasing significantly faster than excitation rates (which may scale with $n_e$). The inference is that the number density of the prominent quencher, $[Q]$, and the quenching rate coefficient are both increasing. The latter will not vary particularly significantly in the hot plasma regions, as $T_g$ varies by only a few hundred Kelvin. The assertion therefore is that $[Q] = [H]$ (rather than [H$_2$], which would decrease slightly in the hot plasma regions with increasing $T_g$). At $P = 1.5$ kW, $T_g$ is likely approaching 3000 K, yet these emission intensities do not vary significantly with increasing power further. The likely explanation is that $T_g$ and $k_Q \sim$ constant. Therefore, another excitation mechanism is likely also contributing (perhaps EIE (in the case of SiH* or electron-ion recombination), and that, combined, the overall rate of production is approximately equal to the rate of loss for these excited states (as a function of further increases in $P$). Without 2-D plasma modelling, further reading and/or further work / analysis, it is not possible to interpret these results further.

One means to experimentally verify the inferred excitation mechanisms would be to compare the investigated $I$(Si*) singlet state distributions as a $f(z$, conditions) to the spatial distribution of $I$(Si($3s^23p5s(^1P)\rightarrow3s^23p^2(^1D)$)) emission. The emission was detected in second order ($2\lambda = 411.6$ nm) and mentioned in the discussion surrounding Figure 6.01. Notably, this state has an energy level of 6.80 eV. Were these states predominantly excited by a common mechanism, e.g. EIE, the emissions might be expected to hold different spatial distributions, (as indirectly demonstrated with the different emitting CH* states investigated in Chapter 5), whereas if the prominent excitation mechanism were, for example, e-ion recombination, the spatial distributions ought to be more comparable under the assumption that the branching ratio has a weak $T_e / T_g$ dependency. This analysis would have been included if time were permitting.

6.3.5: Atomic Si Column Density Measurements from MW-activated Si/H Plasmas

This Section establishes the analytical procedure used for converting absorption measurements into column densities and provides a developing rationale behind the measured $\{Si(J)\}$ spatial variation under base conditions. $\{Si(J = 1 \text{ and } 2)\}$ are then explored as a function of process conditions. These values can be related via a Boltzmann distribution (assuming local thermal equilibrium) to estimate a gas temperature associated with the Si triplet ground state, $T_{Si}$, and a total $\{Si\}$. A theoretical calculation of total Si-containing column densities, $\{Si_{tot}\}$, is made through consideration of the ideal gas law, using $T_g(r)$ provided from 2-D plasma modelling presented in Chapter 3. It becomes clear through such calculations that most of the silicon content has not been accounted for by such measurements.
6. Diagnostic Studies carried out on MW-activated Si/H and Si/C/H plasmas

Additional possibilities (e.g. Si₂H₆, air leaks, and the possible role of the low-lying metastable singlet state of Si) have been summarised with more detail available in the Appendices (A6.4, A6.5 and A6.6 respectively). One feasible explanation for the missing Si content is deduced to be the air impurity (through the use of impure hydrogen gas and a leaking cavity). The air leak is therefore investigated as an additional parameter space, total gas flow. With these additional considerations, it is possible to speculatively rationalise the measured {Si} variation with changes in process conditions.

6.3.5.i: Atomic Si Column Density Calculations under CRDS Base Conditions

Si column density measurements were carried out on transitions from selected spin-orbit components of the Si triplet ground state, at absorption wavenumbers centred on \( \tilde{\nu} = 1/\lambda = 39606.0 \) cm\(^{-1}\) via the Si(3s\(^2\)3p4s, \(^3\)P\(_o\), \(J = 0\)←3s\(^2\)3p\(^2\), \(^3\)P, \(J = 1\)) absorption and reproduced using the Si(3s\(^2\)3p4s, \(^3\)P\(_o\), \(J = 1\)←3s\(^2\)3p\(^2\), \(^3\)P, \(J = 2\)) transition centred at \( \tilde{\nu} = 39537.1 \) cm\(^{-1}\). The investigated ground state \(J = 1\) and \(J = 2\) have energies of 77.12 and 223.16 cm\(^{-1}\) (0.00956 eV and 0.02767 eV) relative to the \(J = 0\) level. The probed transitions have respective Einstein-B absorption coefficients of \(7.05 \times 10^{20} \) m\(^3\)J\(^{-1}\)s\(^{-2}\) and \(5.20 \times 10^{20} \) m\(^3\)J\(^{-1}\)s\(^{-2}\) calculated using Equations 2.22 and 2.23 with the Einstein-A emission coefficients reported in Table 6.1\(^{26,46}\).

Figure 2.14, reproduced below, and Figure 6.14 demonstrate an example of calibrated absorption peaks for \( \tilde{\nu} = 39606.05 \) cm\(^{-1}\) and \( \tilde{\nu} = 39537.13 \) cm\(^{-1}\) respectively. The calibration data are collected using an etalon, which demonstrates constructive and destructive interference patterns as a \(f(\tilde{\nu})\). The calibration data is collected over a large wavenumber range with starting / ending (and intermediate) wavenumbers recorded. The fringe maxima are separated by \( \tilde{\nu} = 2.10 \) cm\(^{-1}\) and act as a means to calibrate the absorption data in frequency space. Such patterns are collected alongside the absorption data (measured as the inverse of ring down time, s\(^{-1}\)) and the mean squared error (the residual between the natural logarithm of the raw time decaying signal and its linear best fit, of which the gradient is recorded as the measured \(1/\tau\), as seen in example Figures 2.20 and 6.14). The peak is baselined, indicated by the dashed horizontal lines and fitted to a Gaussian. Once aligned, a typical baseline decay time is \(\sim 220\) to 240 ns for an empty cavity. The integrals of the fitted Gaussian areas (once baselined, as indicated in the Figure by a dashed baseline) are used in Equation 2.26 to calculate \{Si, \(^3\)P (\(J = 1\)){\} and \{Si, \(^3\)P (\(J = 2\)){\} respectively.
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Equations 6.26 and 6.27 are a reproduction of Equation 2.26 with the appropriate values (e.g. mirror separation (100 cm), upper and lower state degeneracies, $g_i$ and $g_j$ respectively, relating the column density to the Einstein-A emission coefficient, $A$, etc) included for calculating \{Si, $^3P$ ($J = 1$)\} and \{Si, $^3P$ ($J = 2$)\} respectively.

\[
\{\text{Si} \ 3P \ (J = 1)\} = \frac{8\pi \times 100 \text{ cm} \ (39606.05 \text{ cm}^{-1})^2}{2.22 \times 10^8 \text{ s}^{-1}} \times \frac{3}{1} \int \Delta k \ (s^{-1}) d\tilde{\nu} \ (\text{cm}^{-1}) \tag{6.26}
\]

\[
\{\text{Si} \ 3P \ (J = 2)\} = \frac{8\pi \times 100 \text{ cm} \ (39537.13 \text{ cm}^{-1})^2}{9.04 \times 10^7 \text{ s}^{-1}} \times \frac{5}{3} \int \Delta k \ (s^{-1}) d\tilde{\nu} \ (\text{cm}^{-1}) \tag{6.27}
\]

Base conditions are redefined as: $P = 1.5$ kW, $p = 150$ Torr, with gas flow rates $F_{\text{react}}(\text{H}_2) = F_{\text{react}}(\text{H}_2) = 300$ sccm, (i.e. $F_{\text{eff}}(\text{H}_2) = 600$ sccm) and $F(\text{SiH}_4/\text{H}_2) = 0.5$ sccm, equating to $X_0(\text{SiH}_4) = 0.83$ ppm. Errors are propagated by multiplying the calculated column density to the propagated average mean error. The mean-squared error is recorded simultaneously to the etalon calibration fringes and $1/\tau$. 

Figure 2.14 (repeated): Example absorption data (red) of $\text{Si}(3s^23p^4s, \ ^3P^o, J = 0\rightarrow 3s^23p^2, \ ^3P, J = 1)$, $\tilde{\nu} = 39606.048 \text{ cm}^{-1}$, with a best fit Gaussian curve (black), the associated calibration data (blue), which have both been calibrated against the wavenumber calibration dataset (green).

Figure 6.14: Example absorption data (red) of $\text{Si}(3s^23p^4s, \ ^3P^o, J = 1\rightarrow 3s^23p^2, \ ^3P, J = 2)$ transition centred at $\tilde{\nu} = 39537.128 \text{ cm}^{-1}$, with a best fit Gaussian curve (black), the associated calibration data (blue), which have both been calibrated against the wavenumber calibration dataset (green).
6. Diagnostic Studies carried out on MW-activated Si/H and Si/C/H plasmas

The integral can be calculated manually using Origin, a data analysis and graphing software, or can be semi-automated using MATLAB, a numerical computing software package. Figure 6.15 demonstrates excellent agreement between the two methods for calculating the spatially-resolved \{Si, \(^3\)P \((J = 1)\}\) column densities under the redefined base conditions, and hence, due to its efficiency, MATLAB is used for all further absorption analysis.

![Figure 6.15: Measured \{Si\(^3\)P, \(J = 1\)\} analysed as a function of height above substrate manually using Origin (black squares) and through a semi-automated script using MATLAB (red circles) under redefined base conditions \(P = 1.5\ kW, p = 150\ Torr\), with gas flow rates \(F_{\text{reactor}}(\text{H}_2) = F_{\text{arms}}(\text{H}_2) = 300\ \text{sccm}, \) (i.e. \(F_{\text{eff}}(\text{H}_2) = 600\ \text{sccm}\) and \(F(\text{SiH}_4/\text{H}_2) = 0.5\ \text{sccm}\)). = \(F_{\text{arms}}(\text{H}_2) = 300\ \text{sccm}, \) (i.e. \(F_{\text{eff}}(\text{H}_2) = 600\ \text{sccm}\) and \(F(\text{SiH}_4/\text{H}_2) = 0.5\ \text{sccm}\)).]

Figure 6.15 demonstrates that \{Si\((J = 1)\)\} increases as a function of height above substrate, maximising at the highest measurable \(z\). The vertical lines are propagated error bars propagated as described above and represent an estimated standard deviation. Generally, the errors are too small to see on the graph with the chosen scale. It is suspected that these have been undercalculated.

\{Si\} contrasts significantly to spatial distributions of previously measured \{H\((n = 2)\), \{CH\}, \{C_2(a)\}, (and \{BH\} upon the addition of diborane), which generally peak in regions of higher \(T_\text{e}\) and/or \(n_\text{e}\) (required to sustain the steady-state populations of these species). This reinforces the assertion that \[H\] is sufficient to drive \(\text{SiH}_4 \rightarrow \text{Si}\), even in the cool regions of the plasma / chamber.

A simple test, not reported, consisted of a MW-activated H plasma operating at \(P = 1.85\ kW, p = 75\ Torr\) (i.e. an expansive MW-activated H plasma) and verified that without the presence of silane, there were no Si peak absorptions at high \(z\). This indicates that under all investigated conditions, the measured \{Si\} is sourced by the silane with no measurable contribution etched from the quartz window. The top of the substrate, \(z = 0\ mm\), is defined as the point at which minimal laser light can be detected (as the majority is being blocked) when a 3 mm thick substrate is present. There is therefore a ± 0.5 mm offset error associated with the height at which column densities are deemed to be measured.
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Figure 6.16 demonstrates that \{\text{Si}(J = 2)\} is more populated but holds a comparable spatial variation to \{\text{Si}(J = 1)\}. The ratio between these two states appears to remain at a near constant value with increase in plasma height, \(z\). This is returned to in Section 6.3.5.iii.

![Graph](image)

**Figure 6.16**: Measured \{\text{Si}(^3P, J = 1)\} (black squares) and \{\text{Si}(^3P, J = 2)\} (red circles) analysed as a function of height above substrate under redefined base conditions (\(P = 1.5\ kW, p = 150\ Torr\), with gas flow rates \(F_{\text{reactor}}(H_2) = F_{\text{arms}}(H_2) = 300\ sccm\), (i.e. \(F_{\text{eff}}(H_2) = 600\ sccm\) and \(F(\text{SiH}_4/H_2) = 0.5\ sccm\)).

### 6.3.5.ii: Atomic Si Column Density Measurements as a Function of Conditions

\{\text{Si}(J = 1)\} and \{\text{Si}(J = 2)\} are now measured and reported in Figure 6.17 as a function of (a) \(X_0(\text{SiH}_4)\), (b) \(P\) and (c) \(p\) under otherwise base conditions. This data was collected collaboratively between myself and John Allden, and therefore features in his final year MSci research dissertation.\(^{47}\) The analysis was my own.

Although the ring down time and laser intensity should be independent of height, there was slight variation attributed to a slightly less than perfect alignment / coupling of the laser (via an optical periscope) from the laser table onto the adjustable height stage that supports the final optics, which direct the laser beam into the cavity. Consequently, the column densities are measured at three heights of \(z = 5, 11\) and 18.3 mm above the substrate. These heights were chosen to provide well-spaced measurements with higher laser intensities (to achieve better signal-to-noise).

The mass flow controller (mfc) used for the dilute silane (1 part per thousand in hydrogen) was adjusted to allow investigation of lower flow rates (i.e. a lower silane partial pressures). The maximum flow it facilitates in these experiments is 10 sccm. An mfc can typically control flows reliably down to \(~ 5\%\) of its maximum value (i.e. down to 0.5 sccm). Using flows much higher than \(F(\text{SiH}_4/H_2) = 1-2\ sccm\) lead to an obvious saturation of the ring down time or an absorption resonance, and hence, to vary silane fraction, \(F_{\text{eff}}(H_2)\) was varied (with an appropriate adjustment of pumping rate to ensure constant \(p\)) with \(F(\text{SiH}_4/H_2)\) kept constant at \(F(\text{SiH}_4/H_2) = 0.5\ sccm\).
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Figure 6.17 demonstrates that the measured \( \{ \text{Si}(^3P, J = 1) \} \) and \( \{ \text{Si}(^3P, J = 2) \} \) appear relatively flat with significant changes in silane fraction, decreases roughly linearly with forward MW power, and increases near linearly with total gas pressure at all investigated plasma heights. An explanation for these trends is returned to in Section 6.3.5.vi.

A careful examination shows that there is a near constant ratio between the measured \( \{ \text{Si}(J) \} \) values at the three investigated heights, irrespective of the investigated condition. The indication is that the \( \{ \text{Si}(J = 1) \} \) and \( \{ \text{Si}(J = 2) \} \) spatial distributions and their variations with changes in operating conditions are similar, and that the variations with respect to height for any changes in operating conditions match the more finely resolved \( \{ \text{Si} \} \) spatial distributions reported in Figures 6.15 and 6.16.
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6.3.5.iii: Temperature Estimates using measured \{\text{Si}(J)\}

A further inspection reveals that the \{\text{Si}(J = 2)\} column density is greater than \{\text{Si}(J = 1)\} and that the ratio between measured \{\text{Si}(J = 1)\} and \{\text{Si}(J = 2)\} is approximately constant as a function of operating conditions, \(z\). The ratio itself is somewhat unsurprising given their degeneracies and their state energies (0.00956 eV and 0.02767 eV, cf. \(\langle E \rangle \sim 0.0259\) eV at \(T_g = 300\) K). Assuming that these two states are in local proximity to one another with populations dictated by a local thermal equilibrium (i.e. their relative ratio can be described by a Boltzmann distribution), the column density ratio between these states can be used to estimate an effective \(T_{\text{Si}}\), which would provide some measure of the plasma region/radius at which \[\text{Si}\] is most prominent. Figure 6.18 (a) repeats the \{\text{Si}(J)\} spatial distributions reported for base conditions in Figure 6.16. Figure 6.18 (b) demonstrates that the calculated ratio between measured values of \{\text{Si}(J = 1)\}/\{\text{Si}(J = 2)\}(z) (i.e. \(R(\text{Si}(J = 1)/(J = 2))\)), and the calculated temperature, \(T_{\text{Si}}(z)\), both of which are demonstrated to be essentially independent of plasma height with values of \(\sim 0.87 \pm 0.04\) and \(550 \pm 100\) K respectively. Under these assumptions, \{\text{Si}(J = 0)\} and \{\text{Si}\} = \Sigma \{\text{Si}(J)\} can be calculated using the average measured \(T_{\text{Si}}(550 \pm 100\) K). These are presented in Figure 6.18 (c).
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Figure 6.18: (a) Measured \([\text{Si}(^3\text{P}, J = 1)]\) (black squares) and \([\text{Si}(^3\text{P}, J = 2)]\) (red squares) analysed as a function of height above the substrate under base conditions. (b) \(R([\text{Si}(J = 1)]/[\text{Si}(J = 2)])\) (black squares) and the calculated \(T_{\text{Si}}\) (blue squares) average at \(\sim 0.87 \pm 0.04\) and \(550 \pm 100\) K respectively indicated by the dashed lines. (c) Measured (closed symbols) \([\text{Si}(^3\text{P}, J = 1)]\) (black squares) and \([\text{Si}(^3\text{P}, J = 2)]\) (red circles) and calculated (open symbols) \([\text{Si}(J = 0)]\) (blue triangles) and total atomic \([\text{Si}]\) (pink triangles) for \(T_{\text{Si}} = 550\) K analysed as a function of height above the substrate under base conditions.
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$T_{Si}$ is now reported as a function of height and conditions in Figure 6.19.

![Figure 6.19: Estimated $T_{Si}/10^3$ K for varying (a) Power and (b) pressure under otherwise base conditions at $z = 5$ mm (black squares), 11 mm (red circles) and 18.3 mm (blue triangles) above the substrate.](image)

Figure 6.19 demonstrates that the ratio of the spin-orbit state column densities (and thus the reported $T_{Si}$) are by and large invariant to changes in power or pressure, and largely independent of $z$, with a scatter concentrated in the range of $500 \leq T_{Si} \leq 1000$ K, which is in agreement with the estimated average $T_{Si}$ calculated at base conditions ($T_{Si} \sim 550 \pm 100$ K). The observed variations and deviations are thought to reflect experimental error through imperfect alignment, signal/noise, and the possibility of minor saturation, noting that the column density measurements of the two spin-orbit states were carried out in separate plasmas. The reported errors have been propagated, as previously discussed, and are too small to see. Again, given the scatter of points in Figure 6.19, this indicates that the original errors reported in Figure 6.16 have been underestimated. The low $T_{Si}$ values indicate that the Si atom number density, [Si], is maximal in the cooler regions of the plasma / chamber (i.e. at larger radii, $r \sim 53.5$ mm for $z \sim 10.5$ mm according to the 2-D plasma modelling provided in Chapter 3). This is also consistent with the axial variation of the column densities seen in Figure 6.18, whereby $\{Si\}$ maximises axially at cat high $z$, i.e. in cooler plasma regions. It can be seen in Figure 6.17 that the column densities calculated at $z = 18.3$ mm have significantly larger errors than those measured at $z = 5$ and 11 mm.

6.3.5.iv: Calculating $\{Si_{tot}\}$ and Measurement Concerns

Under base conditions, i.e. $X_{0}(SiH_{4}) = 0.83$ ppm, an average of the column density measurements yields $\{Si(J = 1)\} = 7.52 \pm 0.07 \times 10^{10}$ cm$^{-2}$ and $\{Si(J = 2)\} = 9.6 \pm 0.2 \times 10^{10}$ cm$^{-2}$ at $z = 11$ mm with a
Boltzmann distribution reinforcing that these products maximise in the cooler region with \( T_{\text{Si}} \sim 750 \, \text{K} \). From this, \( \{ \text{Si}(J = 0) \} \) is estimated to be \( \sim 2.91 \pm 0.03 \times 10^{10} \, \text{cm}^{-2} \), which yields a total atomic Si column density of \( \{ \text{Si} \} \sim 2 \times 10^{11} \, \text{cm}^{-2} \).

Very crudely, a total SiH\(_x\) (\( 0 \leq x \leq 4 \)) species column density can be estimated by Equation 6.28, which has been derived from the ideal gas law \( (n/V = p/RT) \), whereby \( R = 8.31 \, \text{Jmol}^{-1}\text{K}^{-1} \), \( N_A = 6.022 \times 10^{23} \, \text{mol}^{-1} \), 150 Torr at STP = 150/760 \times 10^{15} \, \text{Nm}^{-2} = 20,000 \, \text{Nm}^{-2}:

\[
\{ \text{Si}_{\text{tot}} \} = \frac{X_0(\text{SiH}_4) \times 20,000 \times N_A}{R} \int_0^{r=\text{r}_{\text{max}}} 2 \frac{1}{T_{\text{gas}}(r)} \, dr
\]

Equation 6.28 can be rewritten under base conditions as Equation 6.29:

\[
\{ \text{Si}_{\text{tot}} \} = \frac{0.83 \times 10^{-6} \times 20,000 \times 6.022 \times 10^{23}}{8.31 \times T(r)} \int_0^{r=60 \, \text{mm}} 2 \frac{1}{T_{\text{gas}}(r)} \, dr
\]

1/\( T_g(r) \) for \( z = 10.5 \, \text{mm} \) is provided by 2-D physical plasma modelling of MW-activated H plasmas featuring in Chapter 3 and can be approximated as a 6th order polynomial. Figure 6.20 displays the polynomial and 1/\( T_g(r) \) as a function of radius.

\[
1/T_g(r) = 3.64 \times 10^{-4} - 4.23 \times 10^{-5} r + 8.11 \times 10^{-6} r^2 - 6.07 \times 10^{-7} r^3 + 2.17 \times 10^{-8} r^4 - 3.60 \times 10^{-10} r^5 + 2.27 \times 10^{-12} r^6.
\]
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The integral in Equation 6.13 provides \[ \int_0^{r=60} \frac{1}{T(r)} \, dr = 0.0462 \, \text{mm/K}. \] After a very careful consideration of units, Equation 6.13 produces \( \{\text{Si}_{\text{tot}}\} \sim 1.12 \times 10^{13} \, \text{cm}^{-2} \). It can therefore be estimated that \( \{\text{Si}\}/\{\text{Si}_{\text{tot}}\} \sim 1.8 \% \) at \( z \sim 10.5 \, \text{mm} \) (i.e. the total estimated \( \{\text{Si}\} \) measured does not account for a significant percentage of total calculated \( \{\text{Si}_{\text{tot}}\} \)). The calculated \( \{\text{Si}\}/\{\text{Si}_{\text{tot}}\} \) might be expected to reflect an average of [\( \text{Si} \)]/[\( \text{Si}_{\text{tot}} \)] weighted to the cooler regions, whereby [\( \text{Si} \)] (and [\( \text{Si}_{\text{tot}} \)]) likely maximise.

Section 6.3.2 establishes that [\( \text{Si} \)] should be the largest Si-containing species and preliminary modelling reinforces that the column densities should be of the order \( 10^{13} \, \text{cm}^{-2} \). Taking these results at face value, it is therefore somewhat surprising that the \( \{\text{Si}\} \) measured via CRDS experiments only accounts for \( \sim 1.8\% \) of the total Si column density under CRDS Si/H base conditions. These measurements infer that [\( \text{Si} \)] maximises at \( T_{\text{Si}} \sim 750 \, \text{K} \), i.e. the outer plasma regions. Decreasing the upper radial limit to \( r = 50 \, \text{mm} \) (i.e. the radial point at which \( T_{\text{g}} \sim 750 \, \text{K} \) in the 2-D plasma modelling) acts to increase \( \{\text{Si}\}/\{\text{Si}_{\text{tot}}\} \) to \( \sim 3.1 \% \), i.e. a perturbation in the spatial distribution from \( F_{\text{arms}}(\text{H}_2) \) does not account for the missing Si content.

As number densities vary inversely as a function of \( T_{\text{g}} \), this ratio does not necessarily reflect [\( \text{Si} \)]/[\( \text{Si}_{\text{tot}} \)] in the hot plasma regions. It also implies that in the coolest regions (i.e. near the water-cooled reactor walls) there could be a more prominent Si-containing species (if the spatial distribution is assumed to not experience a significantly perturbation by the net inward flow of gas from the arms).

The CRDS measurements reported, however, should be greeted with scepticism. To measure a column density on the order of \( 10^{13} \, \text{cm}^{-2} \) would require the measured ring down time to be \( \sim 2 \, \text{ns} \), significantly smaller than the pulse width (\( \sim 10 \, \text{ns} \)) and the PMT response time (on the order of 10 ns). With the current set up and the strong absorptive nature of the investigated peaks, a measurement of this column density magnitude is a physical impossibility. There was no evidence of saturation observed in the collection of data. The ring down trace always appeared substantially longer than the laser pulse width, except when high silane fractions were used. In these instances, the decay-component became negligible with the detected signal appearing as a laser pulse. The resulting absorption peak also demonstrated saturating features.

The FWHM of absorption peaks can be used as another means to infer saturation. From the collected data, the FWHM are inconclusive as to whether these experiments may have been saturated: Doppler broadening contributes \( \sim 0.14 \, \text{cm}^{-1} \) (calculated for \( T_{\text{g}} = 750 \, \text{K} \) using \( \Delta \nu/\nu = (8kT\ln(2)/\pi mc^2)^{0.5} = 7.17 \times 10^{-7} \times (T_{\text{g}}/28)^{0.5} \)). Combined with a laser broadening of \( \sim 0.1 \, \text{cm}^{-1} \), the total line width of the absorption peaks should be \( \sim 0.17 \, \text{cm}^{-1} \), rather than the \( 0.3 \pm 0.03 \, \text{cm}^{-1} \) attributed to the collected data, and evidenced in the example data presented in Figures 2.14 and 6.14. This infers that the experimental broadening from the dye laser line width is \( \sim 0.27 \, \text{cm}^{-1} \), significantly larger than the theoretical minimum for an optimised system. This is not necessarily physically unreasonable, previous absorption measurements on the NH molecule using the same apparatus yielded a broadening of \( \sim 0.3 \, \text{cm}^{-1} \).
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Further, sitting on top of the absorption peak and turning off the silane flow results in an immediate exponential decay of signal, as evidenced in Appendix A6.2. This infers that these peaks are not saturated and that \{\text{Si}\} is sensitive to $X(\text{Si})$.

In spite of the CRDS measurement uncertainty and the current discrepancy between theory and preliminary modelling, the measured column densities (and their variation upon changes in operating conditions) presented above are reproducible with the measured linewidths demonstrably independent of spin-orbit $J$ state, $z$, and operating process conditions. Perhaps the variation in measured column densities with process conditions and height should be regarded as indicative of a lower bound estimate of \{\text{Si}\}, rather than absolute \{\text{Si}(J)\} measurements. Of course, the obvious alternative interpretation would be that Si-containing content has not yet been fully accounted for.

6.3.5.v: Exploring the Effect of $X_0(\text{leak})$

There are plausible reasons as to why the preliminary 2-D modelling and/or the measured \{\text{Si}(J)\} may be incorrect. These include the possibility of $\text{Si}_2\text{H}_x$ ($0 \leq x \leq 6$) species, the possible role of gas impurities (particularly O$_2$ or H$_2$O) in gettering Si content to form $\text{H}_m\text{SiOH}_n$ ($0 \leq x \leq 3$, $0 \leq m \leq 1$) and the possible contributions / roles that the low-lying metastable singlet Si state could play. These three possibilities are explored in further detail in the Appendices (A6.4, A6.5 and A6.6 respectively).

In summary, $\text{Si}_2\text{H}_x$ ($0 \leq x \leq 6$) species seem physically unlikely upon consideration of the $X_0(\text{SiH}_4)$ range investigated and through a comparison of production / loss rate coefficients of $\text{Si}_2\text{H}_x$ species. The second seems plausible, particularly in the cool plasma regions, whilst the third is deemed to account for an upper limit of ~ 2.7% of [\text{Si}] in the hot regions of the plasma (and significantly lower in cooler regions).

Given that Appendix A6.5 demonstrates a rich Si/H/O chemistry, which could facilitate a gettering of Si content, and that under the explored CRDS conditions, $X_0(\text{leak}) > X_0(\text{SiH}_4)$, $X_0(\text{leak})$ is an important parameter, which requires further exploration. In addition, at present, there is no obvious explanation for the non-linear behaviour in \{\text{Si}(J)\} as a $f(X_0(\text{SiH}_4))$, which contrasts significantly to changes in $I(\text{Si}^*)$ with silane addition, and the exponential decay noted for \{\text{Si}(J)\} when silane is switched off.

The OES and CRDS experiments demonstrate vastly different behaviours of $I(\text{Si}^*)$ and measured \{\text{Si}\} when varying $X_0(\text{SiH}_4)$ and can be seen in Figures 6.06 (and 6.07) and 6.17 (a). These differences may be accounted for by the manner in which $X_0(\text{SiH}_4)$ was varied. The mole fraction of silane investigated in OES and CRDS are $0 \leq X_0(\text{SiH}_4) \leq 11.76$ ppm and $0.28 \leq X_0(\text{SiH}_4) \leq 3.32$ ppm respectively.

In the OES experiments, $F(\text{H}_2) = 300$ sccm, i.e. maintained at a constant flow, whilst $X_0(\text{SiH}_4)$ is increased by adjusting $F(\text{SiH}_4/\text{H}_2)$. As $F(\text{H}_2) >> F(\text{SiH}_4/\text{H}_2)$, $X_0(\text{leak})$ remains ~ constant in accordance with Equation 2.14. The OES experiments were also carried out in the regime where $X_0(\text{SiH}_4) >> X_0(\text{leak})$, and hence $I(\text{Si}^*)$ and $I(\text{SiH}^*)$ can be seen to increase even for low $F(\text{SiH}_4/\text{H}_2)$. 
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Contrastingly, the CRDS measurements on \{Si(J)\} as a function of \(X_0(\text{SiH}_4)\), shown in Figure 6.17 (a) were carried out by varying \(F_{\text{eff}}(\text{H}_2)\), whilst maintaining a constant \(F(\text{SiH}_4/\text{H}_2) = 0.5 \text{ sccm}\). The expectation being that \(X_0(\text{SiH}_4)\) and \(X(\text{Si}) \sim 1/F_{\text{eff}}(\text{H}_2)\). Again, however, \(F_{\text{eff}}(\text{H}_2) \gg F(\text{SiH}_4/\text{H}_2)\), so any increase in \(F_{\text{eff}}(\text{H}_2)\) also acts to decrease \(X_0(\text{SiH}_4)\). Again, however, \(F_{\text{eff}}(\text{H}_2) > F(\text{SiH}_4/\text{H}_2)\), so any increase in \(F_{\text{eff}}(\text{H}_2)\) also acts to decrease \(X_0(\text{leak}) \sim 1/F_{\text{eff}}(\text{H}_2)\) in accordance with Equation 2.14 (a), (i.e. by increasing \(F_{\text{eff}}(\text{H}_2)\), \(X_0(\text{SiH}_4)\) and \(X_0(\text{leak})\) both decrease whilst \(X_0(\text{SiH}_4)\) and \(X_0(\text{leak})\) maintain a constant ratio of \(\sim 0.83:10\) relative to one another).

If the Si/H/O chemistry explored in A6, or variants of such processes (e.g. \(\text{Si} + \text{O}_2 \rightarrow \text{SiO} + \text{O}\)), are correct, the rate at which Si content isgettered into \(\text{H}_x\text{SiOH}_m\) species would be \(1/F_{\text{eff}}(\text{H}_2)\). Figure 6.17 (a) demonstrates that \{Si\} \sim constant as a function of \(F_{\text{eff}}(\text{H}_2)\). The proposed explanation for this is that any increase in [Si] achieved by reducing \(F_{\text{eff}}(\text{H}_2)\) is compensated by an increased gettering of [Si] into \([\text{H}_x\text{SiOH}_m]\) from an increased \(X_0(\text{leak})\) contribution. Conversely, a decrease in [Si] resulting from an increased \(F_{\text{eff}}(\text{H}_2)\) will be compensated by an increase in [Si] due to a decrease in \(X_0(\text{leak})\) and therefore \(\text{H}_x\text{SiOH}_m\).

To verify as to whether this may be the case, the final spin-orbit state, \{Si(J = 0)\}, has been investigated via the \(\text{Si}(3s^23p^4s, \, ^3\text{Po}, \, J = 1 \leftrightarrow 3s^23p^2, \, ^3\text{P}, \, J = 0)\) transition centred at 39760.29 cm\(^{-1}\) and calculated using Equation 6.30.

\[
\{\text{Si} \, ^3\text{P} \, (J = 0)\} = \frac{8\pi \times 100 \text{ cm} \times (39760.29 \text{ cm}^{-1})^2}{7.39 \times 10^7 \text{ s}^{-1}} \times \frac{1}{3} \int \Delta k \,(s^{-1})d\bar{\nu} \,(\text{cm}^{-1})

(6.30)
\]

This transition has a higher Einstein-B absorption coefficient of \(2.09 \times 10^{21} \text{ m}^3\text{J}^{-1}\text{s}^{-2}\), which makes it more prone to saturation. It does, however, have the added advantage of allowing an independent verification of \(T_\text{Si}\). This experiment has been carried out under CRDS base conditions at a constant height of \(z = 11 \text{ mm}\) and repeated at base pressure and power with \(X_0(\text{SiH}_4):X_0(\text{H}_2) = \text{constant}\) for a range of different total gas flow rates (i.e. \(X_0(\text{leak})\) is varied for a constant \(X_0(\text{SiH}_4)\)). These results are shown in Figure 6.21 (a). The second investigation demonstrates changes in \(X_0(\text{SiH}_4)\) by varying \(F(\text{SiH}_4/\text{H}_2)\), whilst \(F_{\text{eff}}(\text{H}_2) = 1800 \text{ sccm}\) (i.e. \(X_0(\text{leak}) \sim 3.3 \text{ ppm}\)) under otherwise base conditions and are reported in Figure 6.21 (b).
6. Diagnostic Studies carried out on MW-activated Si/H and Si/C/H plasmas

Under CRDS base conditions, \( \{ \text{Si}(J = 0) \} \) is measured to be \( \sim 2.88 \pm 0.01 \times 10^{10} \text{ cm}^{-2} \) at \( z = 11 \text{ mm} \). Whilst lower than the calculated value of \( 3.5 \times 10^{10} \text{ cm}^{-2} \) for \( T_g = 550 \text{ K} \) (as displayed in Figure 6.18), the agreement is reasonable on the premise that the calculated error bars have been underestimated, and there is an uncertainty regarding exact air impurities. Such a value would then be consistent with previous measurements and the running idea that the ground state \( \{ \text{Si}(J) \} \) spin-orbit states are likely in a local proximity and thermal equilibrium maximising within the cooler regions of the plasma / chamber.

Figure 6.21 (a) demonstrates that \( \{ \text{Si} \} \) increases linearly with a reduction in \( X_0(\text{leak}) \) for a constant \( X_0(\text{SiH}_4):X_0(\text{H}_2) \) ratio under otherwise base conditions and (b) silane flow, maintaining a constant \( F_{\text{eff}}(\text{H}_2) = 1800 \text{ sccm} \) and air leak of \( \sim 3.3 \text{ ppm} \) under otherwise base conditions. The dashed lines indicate that both trends are linear in the explored parameter range.

Under CRDS base conditions, \( \{ \text{Si}(J = 0) \} \) is measured to be \( \sim 2.88 \pm 0.01 \times 10^{10} \text{ cm}^{-2} \) at \( z = 11 \text{ mm} \). Whilst lower than the calculated value of \( 3.5 \times 10^{10} \text{ cm}^{-2} \) for \( T_g = 550 \text{ K} \) (as displayed in Figure 6.18), the agreement is reasonable on the premise that the calculated error bars have been underestimated, and there is an uncertainty regarding exact air impurities. Such a value would then be consistent with previous measurements and the running idea that the ground state \( \{ \text{Si}(J) \} \) spin-orbit states are likely in a local proximity and thermal equilibrium maximising within the cooler regions of the plasma / chamber.

Figure 6.21 (a) demonstrates that \( \{ \text{Si} \} \) increases linearly with a reduction in \( X_0(\text{leak}) \) for a constant \( X_0(\text{SiH}_4):X_0(\text{H}_2) \) ratio under otherwise base conditions and (b) silane flow, maintaining a constant \( F_{\text{eff}}(\text{H}_2) = 1800 \text{ sccm} \) and air leak of \( \sim 3.3 \text{ ppm} \) under otherwise base conditions. The dashed lines indicate that both trends are linear in the explored parameter range.

The intercept of Figure 6.21 (b) is calculated to be \( \{ \text{Si}(J = 0) \} = 9 \pm 2 \times 10^9 \text{ cm}^{-2} \). This might be attributed to a longer residence time of Si within the chamber / ring down arms than has been allowed experimentally, a Si contribution being etched from the coated chamber, or another manifestation of the underestimated error bars. It is unfortunate that attempts to measure \( \{ \text{Si}(J = 0) \} \), where \( X_0(\text{SiH}_4) \geq 1.6 \text{ ppm} \) (i.e. with an input mole fraction comparable to \( X_0(\text{leak}) \sim 3.3 \text{ ppm} \) using \( F_{\text{eff}}(\text{H}_2) = 1800 \text{ sccm} \)
resulted in saturation. This reinforces the highlighted flaw attributed to monitoring these strongly absorptive peaks with the current apparatus (limited by the practical reflectivity of the mirrors); at present, it appears that these measurements are not physically feasible to carry out on the ground state Si triplet states without an air leak that significantly exceeds the input silane content.

Figure 6.21 (a) verifies, however, that \( \{ \text{Si} \} \) is sensitive to the air leak, and that some of the missing Si content (unaccounted for in the prior CRDS experiments) can be attributed to the air leak and the formation of \( \text{H}_2\text{SiOH}_m \) species. Under the assumption that the intercept of the line of best fit in Figure 6.21 (a) is representative of \( X_0(\text{leak}) = 0 \) ppm, there is an expected column density of \( \{ \text{Si}(J = 0) \} = 6.0 \pm 0.1 \times 10^{10} \text{ cm}^{-2} \). \( \{ \text{Si} \} \) would therefore account for \( \sim 3.75\% \) of the total Si content, (as opposed to the previous estimate of \( 1.8\% \) in the presence of 10 ppm of air).

Thus far, hydrogen gas impurity has not been included. Adding the oxygen impurity present within the hydrogen gas (which would be independent of flow) yields an effective \( X_0(\text{O}_2) = 3.5 \) ppm, (an equivalent additional \( X_0(\text{leak}) \sim 14 \) ppm). With this included, the new intercept of Figure 6.21 (a) is \( \{ \text{Si}(J = 0) \} = 1.01 \pm 0.06 \times 10^{11} \text{ cm}^{-2} \). Assuming the same \( T_{\text{Si}} \) as base conditions (\( T_{\text{Si}} \sim 550 \) K), this now yields \( \{ \text{Si} \} = 6 \times 10^{11} \text{ cm}^{-2} \), i.e. 6.15\% of total Si content. This increases to 10.6\% using \( r_{\text{max}} = 50 \) mm in the integral of Equation 6.29. Unless there is a non-linearity of \( \{ \text{Si}(X_0(\text{leak})) \) when \( X_0(\text{SiH}_4) \sim X_0(\text{leak}) \), then there is still substantial Si content that has yet to be accounted for. The impact of air impurity is also presently predicted by preliminary 2-D plasma modelling.

Whilst Figures 6.21 (a) and (b) facilitate a rationale behind the strange invariance of \( \{ \text{Si}(J) \} \) with varying \( X_0(\text{SiH}_4) \) (by varying \( F_{\text{eff}}(\text{H}_2) \) as opposed to \( F(\text{SiH}_4/\text{H}_2) \)) in the original CRDS experiment featuring in Figure 6.17 (a), alone, it is an insufficient increase at present to account for the discrepancy between measured and expected \( \{ \text{Si} \} \) values.

Additional conceived possibilities include: (i) an overprediction of [H] atoms in the cool regions; reducing [H] in this region, perhaps the net flow of \( \text{H}_2 \) (\( \sim \) twice the mass of an H atom) from the arms acts to prevent effective [H] diffusion to these coolest regions; perhaps the impact might be to shift the equilibrium towards a higher \( X(\text{SiH}_4) \). [H] would not necessarily vary, however, within the investigated \( F_{\text{arm}}(\text{H}_2) \) range, as [H] is lower in number density in this region (cf. \( \text{H}_2 \)). The second conceived possibility is: (ii) a settling out of the silane/hydrogen mix over the course of the two years it has taken to carry out these experiments, with the heavier silane sinking to the bottom, reducing the concentration of \( \text{SiH}_4 \) at the top of the gas cylinder (i.e. reducing the concentration of silane being fed into the chamber). To eliminate this possibility, it would be necessary to extract a sample or to carry out further experimentation after remixing the cylinder. The final conceived possibility is: (iii) an underestimation of air impurities when the plasma is operating. It is, however, now possible to speculate on \( \{ \text{Si} \} \) with changes in power / pressure.
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6.3.5.vi: Rationalising changes in {Si} with Pressure and Power

Upon increasing power, {Si} remains constant between 0.7 ≤ P ≤ 1.0 kW and drops linearly at all heights for P ≥ 1.0 kW. Perhaps with increasing P, there is enhanced gettering of Si content into H₅SiOH₅ species (for a constant X₀(SiH₄), X₀(leak) content and pressure), resulting from an enhanced absorbed power density, Tₑ and [H]/[H₂]. Alternatively, it is conceivable that with the associated plasma expansion, there is a reduced columnar space along the line of measurement in which the cooler region exists. This would act to reduce the sum of [Si] number densities along a column (i.e. acting to reduce the column density) under the continued assumption that the arms do not contribute significantly to measured {Si} (due to the net flow of gas toward the plasma).

Measured {Si(J)} increases linearly with pressure under constant power / silane input mole fraction. The simplest interpretation is that [Si] is increasing linearly (within the cooler regions) with total number density. This, of course, neglects the dependency that X₀(leak) has with pressure. An increase in pressure would act to decrease X₀(leak) with a 1 – p/760 dependency, i.e. decreasing X(H₂O) and [H₂O]:[Si] ratio, which would result in a reduced silicon gettering as H₅SiOH₅. It is worth noting that with increasing pressure, the hydrogen air impurity would maintain a constant concentration (i.e. an effective X₀(O₂) of ~ 3.5 ppm), and therefore such an impurity contribution would maintain a constant [H₂O]:[Si] ratio. This also neglects the impact that pressure may have on the gas chemistry of H/Si/O.

6.3.5.vii: Summary of MW-activated Si/H plasmas

Section 6.3.4 began by attempting to establish prominent gas phase processes. Using thermochemical data and calculated reaction rate coefficients, it is deduced that Si should dominate under the investigated conditions. Additional species, such as SiₓHₓ (0 ≤ x ≤ 6) species are ruled out as a prominent species due to slow generative reactions (relative to fast H shifting and losses with reactive H₂) and the low X₀(SiH₄) under the explored conditions. A rich Si/H/O chemistry is briefly noted, along with the role that the low lying (0.78 eV) Si(¹D₂) state may play. Unlike the Si triplet ground state, Si(¹D₂) is reactive with H₂O, the main product of O₂ air impurity, and therefore the Si(¹D₂) state could play a significant role in Si/H/O chemistry, making a comparison to the role that the N₂(A³Σ⁺) (6.2 eV above the ground state) plays in MW-activated N₂/H plasmas. Such an involvement may act to enhance the generation of H₅SiOH₅ species, which have been demonstrated to act as a getter for Si content.

Possible excitation mechanisms are reviewed with plausible contributions including electron-ion recombination of the Si⁺ and SiH⁺ cations to form Si⁺ and SiH⁺ states, electron impact excitation, and chemiluminescence.

On the basis that these states are generated through EIE (directly or in the case of Si⁺ singlet and SiH⁺, indirectly), it has been possible to qualitatively (albeit speculatively) rationalise the variation in optical emission trends and measured {Si(J)} as a function of process conditions. Under this assumption, it can be
inferred that the prominent quencher of the emitting Si and SiH excited states are H atoms, and whilst such a conclusion would likely extrapolate in the case that other plausible excitation mechanisms dominate, at present, it is not possible to speculate any further on prominent excitation (or loss) mechanisms regarding the production / loss of excited Si and SiH radicals, except to point out that the most likely chemiluminescent reaction contributing to the population of SiH* would involve a parent Si atom, e.g. Process 6.20 (b), \((\text{Si} + \text{H}_2 \rightarrow \text{SiH}^* + \text{H})\).

The general similarities between the observed \(I(\text{H}_2^*)\) and \(I(\text{H}^*)\) trends within MW-activated Si/H plasmas and MW-activated H plasmas (investigated in Chapter 3) confirms that the general conclusions reached regarding MW-activated H plasma systems extend to MW-activated Si/H plasmas, particularly with regards to the general behaviour of \(\text{H}_2^*\) and \(\text{H}^*\) with changes in operating conditions and plasma parameters. Briefly, this study confirms that in MW-activated Si/H plasmas, these excited states are still coupled via non-resonant energy transfers with their ground state, sensitive to changes in absorbed power density, the reduced electric field, \(T_{\text{tail}}\), their quenchers, and in addition, are highly sensitive to changes in prominent cations.

Through CRDS measurements it has been possible to demonstrate (indicatively) how \(\{\text{Si}\}\) varies with height above substrate and changes in process conditions. \(\{\text{Si}\}\) (and therefore by inference \([\text{Si}]\)) is demonstrated to maximise in cooler regions of the plasma. Through measuring column densities of several spin-orbit absorption lines and assuming a local thermal equilibrium, \([\text{Si}]\) is estimated to have a gas temperature between \(500 \leq T_{\text{Si}} \leq 1000\ \text{K}\). By assuming a gas temperature is appropriate, it is therefore possible to estimate total \(\{\text{Si}\}\). A theoretical calculation using \(X_0(\text{SiH}_4)\) and modelled radial \(T_g\) variation at \(z \sim 11\ \text{mm}\) demonstrates that the expected \(\{\text{Si}_{\text{tot}}\}\) is significantly larger than measured \(\{\text{Si}(J)\}\) values and \(\Sigma\{\text{Si}(J)\}\) infer. Further, such a calculation demonstrates that if \(\{\text{Si}_{\text{tot}}\} = \{\text{Si}\}\), any measured \(\{\text{Si}(J)\}\) ought to saturate, something not experimentally observed in most explored conditions.

Whilst the pressure and power dependencies can be explained in terms of changes in plasma volume and/or number densities, \(\{\text{Si}(J)\}\) measurements demonstrate two distinct behaviours with varying \(X_0(\text{SiH}_4)\). \(\{\text{Si}(J)\}\) increases linearly with increasing \(F(\text{SiH}_4)\), whilst maintaining a constant \(F(\text{H}_2)\), whilst \(\{\text{Si}\}\) remains relatively flat with increasing / decreasing \(F(\text{H}_2)\), whilst maintaining a constant \(F(\text{SiH}_4)\).

Further CRDS measurements confirm that the air leak impacts measured \(\{\text{Si}(J)\}\), providing a rationale behind the distinct behaviours when varying \(X_0(\text{SiH}_4)\). but only partially accounts for the discrepancy between measured and expected \(\{\text{Si}\}\), although this was not confirmed in a regime whereby \(X_0(\text{Si}) > X_0(\text{leak})\).

Attention is now turned to MW-activated Si/C/H plasmas chemistry and diagnostic studies.
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6.3.6: MW-activated Si/C/H Plasmas

The prominent processes occurring within MW-activated C/H plasmas have been reviewed throughout this thesis, whilst Sections 6.3.4 and 6.3.5 have provided a developing rationale behind diagnostic studies carried out on MW-activated Si/H plasmas. In order to develop a working interpretation on similar diagnostic studies carried out on MW-activated Si/C/H plasmas, it is important to understand how Si atoms (and its excited states) react with methyl radicals and acetylene, as a function of gas temperature. It is also important to understand what becomes of the 10 ppm air leak associated with the CRDS experiments. These questions are explored in this Section. Section 6.3.7 presents the diagnostic studies and a working interpretation of MW-activated Si/C/H plasma systems relevant to the CVD of diamond.

6.3.6.i: Possible Si/C/H Chemistry

Studies on Silicon-carbide growth provide the most relevant information on Si/C/H kinetics. Such studies tend to focus on lower gas temperatures and higher silane fractions than those of interest in this thesis and therefore include Si₂Hₙ (0 ≤ y ≤ 6) kinetics. Under the studied silane fractions, this has been deemed an unlikely species in Appendix A6.4. Nonetheless, assuming the reported Si/C/H kinetics can extrapolate to the higher gas temperatures of interest, it is possible to speculate on the prominent gas phase processes involving Si that might be occurring within the investigated systems. Section 6.3.1 informs that without the presence of air, the prominent Si-containing species in a MW-activated Si/H system should be Si atoms. Under the assumption that the leak content (both oxygen and nitrogen) will be gettered by the significantly larger carbon content (validated in Section 6.3.6.ii), it is reasonable to approximate the neutral-charged Si/C/H chemistry to just Si atoms (and its excited states) reacting with the carbon content for a working interpretation.

A prior knowledge of MW-activated C/H chemistry developed throughout this thesis informs that in the hot regions of the plasma, C₂H₂ is the prominent species, whilst in the cooler regions, C₂H₃, CH₄ and CH₃ dominate. Therefore, it is important to understand Si atom chemistry with these three species as a function of gas temperature. It can then be assumed that these reactions are somewhat representative of SiHₓ (0 ≤ x ≤ 4) species with CHₓ and C₂Hₙ species (0 ≤ y ≤ 6). The gas phase chemistry between C₂H₂ and Si is further complicated, as products can come in the form of chains and cyclic molecules.

Despite being a study on Si-C growth, Reference 13 does not provide kinetics between Si- and C-containing species. Reference 14 only provides rate coefficients for SiH₂ (the prominent Si-containing species within their model of a Si/H plasma) with CH₄. The reaction is described by Process 6.31:

\[
\text{SiH}_2 + \text{CH}_4 \rightarrow \text{SiH}_3\text{CH}_3
\]  \hspace{1cm} (6.31)

Prior to further speculation, it is worth considering enthalpies of formation for various Si-C and C-containing species. A non-exhaustive list of potential species is presented in Table 6.4 using References
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49, 50, 51, 52, 53, 54, 55, 56, and 57. These formation of enthalpy values have been used to estimate enthalpy of reaction values for proposed mechanisms.
## Additional Species

<table>
<thead>
<tr>
<th>Additional Species</th>
<th>Enthalpy of Formation /eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₂C=CH₂</td>
<td>0.544</td>
</tr>
<tr>
<td>C₂H₂</td>
<td>2.357</td>
</tr>
<tr>
<td>C₂H</td>
<td>5.887</td>
</tr>
<tr>
<td>C₂(a)</td>
<td>8.645</td>
</tr>
<tr>
<td>CH₄</td>
<td>−0.772</td>
</tr>
<tr>
<td>CH₃</td>
<td>1.517</td>
</tr>
<tr>
<td>CH₂ (singlet)</td>
<td>4.447</td>
</tr>
<tr>
<td>CH</td>
<td>6.178</td>
</tr>
<tr>
<td>Si=C</td>
<td>7.745</td>
</tr>
<tr>
<td>Si=C-H</td>
<td>5.403</td>
</tr>
<tr>
<td>Si=C-H₂</td>
<td>3.255</td>
</tr>
<tr>
<td>Si-C-H₃</td>
<td>3.183</td>
</tr>
<tr>
<td>H₂Si-C-H₃</td>
<td>−0.302</td>
</tr>
<tr>
<td>H₂Si-(C-H)₂</td>
<td>−0.981</td>
</tr>
<tr>
<td>HSi-(C-H)₃</td>
<td>−1.694</td>
</tr>
<tr>
<td>Si-(C-H)₄</td>
<td>−2.417</td>
</tr>
<tr>
<td>H₂Si=C-H₂</td>
<td>1.865</td>
</tr>
<tr>
<td>HSi-CH₃</td>
<td>1.511-2.462</td>
</tr>
<tr>
<td>H-Si-CH₂</td>
<td>3.659-4.610</td>
</tr>
<tr>
<td>* H₂-Si(C-H)₂</td>
<td>2.97</td>
</tr>
<tr>
<td>* Si(C-H)₂</td>
<td>3.125-3.871</td>
</tr>
<tr>
<td>* Si(C₂H)</td>
<td>5.083</td>
</tr>
<tr>
<td>* Si-C-C</td>
<td>6.466</td>
</tr>
<tr>
<td>Si=C≡C=H</td>
<td>5.563</td>
</tr>
<tr>
<td>H-Si-C≡C=H</td>
<td>4.842</td>
</tr>
<tr>
<td>H₂-Si-C≡C=H</td>
<td>4.120</td>
</tr>
<tr>
<td>H₃-Si-C≡C=H</td>
<td>2.229-3.535</td>
</tr>
<tr>
<td>H₃-Si-CH≡C=H₂</td>
<td>0.876</td>
</tr>
<tr>
<td>H-Si-CH≡C-H₂</td>
<td>3.308-3.489</td>
</tr>
<tr>
<td>H₂C=Si=CH₂</td>
<td>4.099</td>
</tr>
</tbody>
</table>

**Table 6.4:** Enthalpy of formation (calculated at $T = 298$ K) for various carbon and carbon-silicon containing species. Those shown in red have been crudely estimated using differences in values between different species reported in the table, whilst the values in orange are provided by Reference 52. *indicates a cyclic molecule. Ranges are reported for most estimates or if two references report different values.
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Process 6.31 yields an enthalpy of reaction estimated to be $\sim -2.755$ eV, i.e. exothermic. One could envisage similar reactions for the dominant Si-containing species, Si atoms with CH$_4$ and CH$_3$.

$$\text{Si} + \text{CH}_4 + \text{M} \rightarrow \text{HSi}-\text{CH}_3 + \text{M} \quad (6.32)$$
$$\text{Si} + \text{CH}_3 + \text{M} \rightarrow \text{HSiCH}_2 + \text{M} \quad (6.33)$$

Processes 6.32 and 6.33 have enthalpy of reaction values of approximately $\sim -1.430$ to $-2.381$ eV and $\sim -1.571$ to $-2.522$ eV respectively for the formation of Si-C bonding. Whilst the enthalpy of formation for the product species have been estimated in Table 6.4, both reactions are expected to be exothermic, noting the latter would be more exothermic for an Si=C bond. This, however, neglects changes in entropy, which would act to decrease the exothermicity (and therefore favourability) of such a reaction and may even render such reactions unfavourable. Alternative products to Processes 6.32 and 6.33 (proposed by Reference 58) include SiCH$_2$ and SiCH (+ H$_2$). Such alternatives have estimated enthalpies of reaction values of $\sim -0.637$ eV and $\sim -0.778$ eV (i.e. exothermic assuming Si=C bonding) and are not expected to be significantly hindered by changes in entropy (i.e. the number of reactants = number of products). One could also envisage further methyl radical addition reactions to generate a family of SiH$_x$(CH)$_y$, species, where $0 \leq x \leq 4$, $0 \leq y \leq 3$ and $0 \leq z \leq 4 - x$. Table 6.4 infers that for a fully H-terminated system, such reactions may be exothermic.

Such species may be prone to H atom attacks, as exampled by Processes 6.34 (a) and (b) using HSiCH$_2$:

$$\text{HSiCH}_2 + \text{H} \rightarrow \text{Si} + \text{CH}_3 + \text{H} \quad (6.34 \text{ a})$$
$$\text{HSiCH}_2 + \text{H} \rightarrow \text{SiH} + \text{CH}_3 \quad (6.34 \text{ b})$$

The first reaction, Process 6.34 (a) is rendered endothermic with an enthalpy of reaction ranging between $+1.571$ eV and $+2.512$ eV. This value does not, however, consider the substantial change in entropy that would encourage such a reaction and could render the overall process favourable. Further, alternative pathways, such as Process 6.34 (b) are calculated to be exothermic with enthalpy of reaction values estimated to be between $\sim -1.571$ and $-2.522$ eV.

Consequently, in a H-rich environment, Si-C products may be shortlived. The reason for this is that the CH, C-C, C=C, C≡C and SiH bond are all stronger than (or equal to) the Si-C single bond ($4.26$, $3.59$, $6.24$, $8.65$ and $3.30 \geq 3.30$ eV respectively)$^{59}$ and comparable to the Si=C double bond (reported to be $\sim 5.14$ eV in H$_2$:Si=CH$_2$)$^{60}$

SiH$_3$ is reported to react with acetylene and can result in a range of different products.$^{57,61}$ The two lowest energy products are thought to be silirene, a cyclic molecule (described by a * in Table 6.4), two CH double bonded to one another and both single bonded to SiH$_2$ (exothermic) in Table 6.4, and HC≡CSiH$_3$, reported to be the more exothermic product, highlighted in green within Table 6.4.$^{57}$ There are a range of additional exothermic and endothermic products, including Si triplet ground state + C$_3$H$_4$
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via an intersystem crossing (reported to be endothermic, but within thermal energies available, noting that this excludes the ‘metastable’ Si singlet states). These are described by Processes 6.35 to 6.37 and, using Tables 6.01 and 6.04, have enthalpies of reaction values of $\sim -2.259$ eV, $-1.694$ to $-3$ eV and $-0.021$ eV respectively:

\[
\begin{align*}
\text{SiH}_2 + \text{C}_2\text{H}_2 + \text{M} & \rightarrow (\text{CH})_2\text{SiH}_2 + \text{M} & (6.35) \\
\text{SiH}_2 + \text{C}_2\text{H}_2 + \text{M} & \rightarrow \text{HC} \equiv \text{CSIH}_3 + \text{M} & (6.36) \\
\text{SiH}_2 + \text{C}_2\text{H}_2 & \rightarrow \text{Si}(^{3}\text{P}) + \text{C}_2\text{H}_4 & (6.37)
\end{align*}
\]

The larger disparity between the calculated enthalpy of reaction (predicting a slight exothermicity) and the endothermicity reported in Reference 57 is likely a consequence of identity confusion between C$_2$H$_4$ describing a biradical molecule with a single C-C bond and a fully H-terminated molecule with a C=C bond. In this thesis, the interest would be in the latter.

Cyclic (CH)$_2$SiH$_2$ is noted in Reference 57 to convert between isomers H$_3$Si-C≡CH and HSiCH=CH$_2$ via Process 6.38 and 6.39. As before, these products, particularly H$_3$Si-C≡CH, are prone to H attacks, likely resulting in methyl / syliyl based radicals, noting as before * is indicative of a cyclic molecule.

\[
\begin{align*}
(\text{CH})_2\text{SiH}_2^* & \leftrightarrow \text{HSiCH} = \text{CH}_2 & (6.38) \\
(\text{CH})_2\text{SiH}_2^* & \rightarrow \text{HC} \equiv \text{CSIH}_3 & (6.39)
\end{align*}
\]

Similar chemistry can be envisaged for the more prominent Si atom, as described by Processes 6.40 and 6.41.

\[
\begin{align*}
\text{Si} + \text{C}_2\text{H}_2 & \rightarrow (\text{CH})_2\text{Si} & (6.40) \\
\text{Si} + \text{C}_2\text{H}_2 & \rightarrow \text{HC} \equiv \text{CSIH} & (6.41)
\end{align*}
\]

Processes 6.40 and 6.41 are crudely estimated to have enthalpies of reaction values of $\sim -2.179$ eV and between $-3.15$ eV and $-3.896$ eV respectively.

As before, these products are likely prone to H atom attacks. It is possible, however, that the cyclic molecule (CH)$_2$Si undergoes H-shifting reactions to form cyclic Si-C≡C, a structure that is sufficiently stable in structure (compare number of bonds / energies required to break relative to CH bond), that it could withstand H atom attacks and getter Si content even under H-rich conditions. Cyclic Si=C-C comparatively might be more prone to H atom attacks based on the strength of the CH bond relative to a single C-C bond.

There are additional pathways for forming cyclic Si-C≡C that can be fathomed for forming such a product, as exampled by Process 6.42 and Process 6.43 followed by Process 6.44:

\[
\begin{align*}
\text{C}_2 + \text{Si} & \rightarrow \text{C}_2\text{Si}^* & (6.42) \\
\text{C}_2\text{H} + \text{Si} & \rightarrow \text{HC}_2\text{Si}^* & (6.43)
\end{align*}
\]
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$$\text{HC}_2\text{Si} + \text{H} \rightarrow \text{H}_2 + \text{C}_2\text{Si} \quad (6.44)$$

The enthalpy of reaction for Processes 6.42 and 6.43 are highly exothermic ($\sim -6.843$ eV and $\sim -5.468$ eV respectively), but changes in entropy would be working against such a mechanism. Process 6.44 is also weakly exothermic, with an enthalpy of reaction estimated to be $\sim -0.876$ eV.

One could also envisage such processes occurring via multi-step reactions, as exampled by Processes 6.45 (a) and (b):

$$\text{CH}_4 + \text{Si} \rightarrow \text{SiCH}_2^* + \text{H}_2 \quad (6.45\ a)$$

$$\text{SiCH}_2 + \text{CH}_4 \rightarrow \text{H}_2\text{C}_2\text{SiH}^* + \text{H}_2 \quad (6.45\ b)$$

Given the complexity of the chemistry occurring, it would be wiser to await for 2-D plasma modelling than speculate on ground state Si-C chemistry further. Section 6.3.6.ii justifies the assertion that any air leak attributed to CRDS measurements should be an irrelevancy in the Si/C chemistry occurring under the studied conditions.

6.3.6.ii: Air Leak Contributions

An air leak consists of ~ 80% N$_2$, and 20% O$_2$. Previous plasma studies available in Reference 4 and Mark Kelly’s thesis have demonstrated that introducing Oxygen into the plasma (via CO$_2$) in excess H$_2$ and CH$_4$ results in the gettering of Oxygen as C≡O via H$_2$O, OH and O atoms (i.e. the source of oxygen is unimportant). The C≡O has a bond strength of 11.11 eV significantly larger than that of Si-O (4.69 eV). $^59$

Whilst Si/N$_2$ chemistry was not considered in the Appendix, A6.4, (under the assumption that it would be less significant due to the lower reactivity of N$_2$), it can be eliminated as being important within MW-activated Si/C/H plasmas for similar reasons to Oxygen; as noted in the Appendix (and Section 6.3.5.ii), N$_2$ typically dissociates via its metastable state (pumped via EIE) forming NH radicals in MW-activated H plasmas. These radicals react with the gas phase carbon to predominantly form HC≡N with a bond strength of 9.20 eV (versus Si-N, which has a bond strength of 3.68 eV). $^{3,59,62,63}$ Hence, in the presence of excess methane, air leaks are not expected to be a concern for understanding the gas phase processes occurring between Si and C content.

Attention is finally drawn to the diagnostic studies carried out on MW-activated Si/C/H plasmas. A working interpretation is presented alongside these results.

6.3.7: Diagnostic Studies on MW-activated Si/C/H Plasmas

When methane is present, CH(A→X), CH(B→X) and C$_2$(d→a) emissions were also collected alongside H$_2$(d→a), H(n = 5 → n = 3), SiH(A$^2$Δ→X$^2$Π), Si singlet emissions at 288.2 nm and 390.5 nm, and the triplets detected in second order at 2λ = 501.37, 502.88, 503.24, 503.89, 504.83 and 505.70 nm, see Table 6.1. The 2$^{nd}$ order triplet emissions overlap with C$_2$(d→a), $\Delta$ν = 0. Consequently, the triplet
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emissions were reinvestigated in a repeat study with Si singlet emissions using a UV filter as described in Section 6.2. An alternative analysis, investigating the emissions from residual of the experimental data and the PGOPHER best fit of the $C_2(d\rightarrow a)$, $\Delta v = 0$ qualitatively confirm the trends that are presented; as this latter analysis was prone to error, these results have not been reported, instead the triplet emissions are reported from the repeat study with a UV filter present. These emissions are contained within the same wavelength ranges as before (i) 307-382 nm and (ii) 372-447 nm and (iii) 462.95-536.7 nm) and have all been previously investigated within this thesis. For this reason, false colour images have not been repeated.

A working interpretation is provided alongside the presentation of these results, as are column density $\{\text{Si}(J = 2)\}$ measurements carried out using the Si(3s$^2$3p$^4$s, $^3P^o$, $J = 1←3s^23p^2$, $^5P$, $J = 2$) transition centred at $\nu = 39537.1$ cm$^{-1}$, which has been assumed representative of all $\{\text{Si}(J)\}$.

Base conditions for the following OES experiments are defined as: $P = 1.5$ kW, $p = 150$ Torr, with respective gas flow rates of $F(H_2) = 270$ sccm, $F(\text{SiH}_4/H_2) = 30$ sccm, $F(\text{CH}_4) = 19$ sccm, whilst base conditions for the following CRDS experiments are defined as: $P = 1.5$ kW, $p = 150$ Torr, with gas flow rates $F_{\text{reactor}}(H_2) = 300$ sccm, $F_{\text{arms}}(H_2) = 300$ sccm (i.e. $F_{\text{eff}}(H_2) = 600$ sccm), $F(\text{SiH}_4/H_2) = 0.5$ sccm and $F(\text{CH}_4) = 10$ sccm. The OES and CRDS have an associated $X_0$(leak) of ~ 0.25 ppm and 10 ppm respectively. This does not include the impurities within the methane (namely hydrogen and other hydrocarbons), and hydrogen (previously described).

6.3.7.i: Methane Addition to MW-activated Si/H plasmas

Figure 6.22 demonstrates that upon the addition of methane (i.e. increasing from $F(\text{CH}_4) = 0$ and 2 sccm under otherwise OES-defined base conditions), $I(\text{H}_2^{*})$ and $I(\text{H}^*)$ both show an initial increase. Following a further increase in methane flow rate, from $F(\text{CH}_4) = 2$ to 5 sccm, these intensities remain ~ constant. Above $F(\text{CH}_4) = 5$ sccm, $I(\text{H}_2^{*})$ and $I(\text{H}^*)$ decrease. The spatial profile of $I(\text{H}_2^{*})$ is a lot broader for $F(\text{CH}_4) = 1$ sccm, than $F(\text{CH}_4) = 0$ sccm, reflecting a change in prominent cations and therefore a vastly different $n_c(z, r)$ and $l$ or significant changes in absorbed power density. A further increase in methane demonstrates minor plasma contraction (due to the heavier mass of carbon-containing species). The observed intensity changes are consistent with a change in prominent cations (from SiH$^+_2$ (0 ≤ $x$ ≤ 4) ions to CH$_x^+$ and C$_2$H$^+_y$ (y = 2 and 3) ions), which have vastly different number densities and spatial distributions. Significantly, [Si], which is the dominant silicon species throughout the plasma (in a MW-activated Si/H plasma) has a low ionization energy. Comparatively, $[\text{CH}_x](0 \leq x \leq 4)$ and $X(\text{CH}_3)(0 \leq x \leq 4)$ have an $x$-dependent spatial distribution with radicals of lower $x$ ($x \leq 2$) maximising in the hotter plasma regions, whilst $[\text{CH}_4]$ maximises in the cooler regions, as discussed in Chapters 1 and 5. The ionization energy of methane is ~ 12.63 eV, whilst CH radicals, for example, have a slightly lower ionization energy of ~ 10.64 eV. $^{64,65}$ C$_2$H$_2$ (and C$_2$H$_3$, which is more prominent in the hotter plasma core than in cooler regions) hold ionization energies of ~ 11.4 eV and ~ 8.25 eV.
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respectively and are generally the most prominent carbon-containing cations in MW-activated C/H plasmas.\textsuperscript{66,67} Despite these substantially higher ionization energies (\textit{cf}. silicon-containing species), the input mole fraction of methane at \( F(\text{CH}_4) = 1 \text{ sccm} \) is 3 orders of magnitude larger than that of silane under OES-defined base input mole fraction of SiH\(_4\), and therefore increasing the input mole fraction of carbon content, results in carbon-containing ions, which dominate. The broader \( I(\text{H}_2^*) \) reflects the change in spatial distribution of \( n_e \) (based on the different spatial distributions of \([\text{CH}_x]\) and \([\text{C}_2\text{H}_y]\) species and their respective ionization energies), changes to the absorbed power density, and perhaps the introduction of additional potential quenchers; \([\text{CH}_x]\) and \([\text{C}_2\text{H}_y]\).

Upon further addition of methane, i.e. \( 1 \leq F(\text{CH}_4) \leq 5 \text{ sccm} \), the effect of decreasing \( T_{\text{tail}} \) (perhaps as a result of a decreased partitioning of absorbed power density towards the generation of electrons with hyper-thermal energies) is counterbalanced by an increase in \( n_e \), such that \( I(\text{H}_2^*) \) and \( I(\text{H}^*) \) remain \( \sim \) constant. For \( F(\text{CH}_4) \geq 5 \text{ sccm} \), \( n_e \) continues to increase, acting to decrease the amount of absorbed power density partitioned to hyperthermal electrons, thus decreasing \( T_{\text{tail}} \). This becomes the dominant effect on relative \( I(\text{H}_2^*) \) and \( I(\text{H}^*) \) emission intensities, which consequently decrease. Upon further methane increase, \( n_e \) continues to increase, resulting in a further decrease in \( T_{\text{tail}} \), and hence \( I(\text{H}_2^*) \) and \( I(\text{H}^*) \) continue to decrease.

As before arrows have been included in the reported Figures highlighting how peak intensities (black) vary. On occasion intensities featuring at high \( z \) have substantially different behaviours to the peak intensity. When such differences occur, these are demonstrated by representative orange arrows. This information has not been repeated in the Figure captions.
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Figure 6.22: (a) $I(H_2^*)$ and (b) $I(H^*)$ as a function of $X_0(CH_4)$, altered by varying methane gas flow, whilst maintaining a constant $X_0(SiH_4)$. $X_0(H_2)$ was decreased in a compensatory manner under otherwise OES-defined base conditions.

Figure 6.23 demonstrates how the two spin states of $I(Si^*)$ varies with increasing methane content with increased methane fraction under otherwise OES-defined base conditions.
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It can be seen in Figure 6.23 that both triplet and singlet states are quenched upon the introduction of methane. There is a clear difference in the behaviour of the two states, namely the relative decrease in these intensities transitioning between a methane-free plasma to $F$(CH$_4$) = 1 sccm. This can be seen more clearly in Figure 6.24.
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The emissions are generally investigated at heights corresponding to the hot plasma regions and/or where intensities maximise, $n_e$, $T_g$ and perhaps $jE$ maximise. Consequently, changes in intensities are reflecting relative changes in the number density of excited state species located in the hot plasma core.

It can be seen clearly, as observed in Chapters 4 and 5 respectively, $I(C_2^*) \sim F(CH_4) (\sim X_0(CH_4))$, whilst $I(CH^*) \sim F(CH_4)^{\alpha-1}$. Chapters 4 and 5 crudely infer that $I(C_2^*) \sim [C_2H_2]$, whilst $I(CH^*) \sim [CH_4]$. $I(Si^*)$ singlet and triplet drop significantly between $0 \leq F(CH_4) \leq 2.5$ sccm ($X_0(CH_4) \sim 8$ parts per thousand, referred to as “ppt” henceforth). This corresponds with the flow range under which $I(CH^*)$ increases most rapidly (and perhaps faster than $I(C_2^*)$), as well as the methane flow range in which $I(H_2^*)$ and $I(H^*)$ maximise (due to an enhancement of $n_e$ from the presence of $C_2H_y$ ($y = 2$ and 3), which hold lower ionization energies, and in flow ranges prior to the manifested effects of a decreasing $T_{\text{ion}}$. The decrease in $I(Si^*)$ singlet and triplet emissions is likely attributable to a decrease in the steady-state concentration of ground (and perhaps the lower lying metastable singlet state of) Si atoms, rather than due to changes in electron temperatures. The inference is that the additional carbon content is acting as a getter for Si. Upon further addition of methane, the Si-containing emissions remain $\sim$ constant.

In a simplistic interpretation, i.e. by taking the results at face value, the inference is that SiH* and Si* (singlet and triplet) excited states are being quenched more effectively by CH, species than by C2H, species. The difference in their relative drop in intensity between $F(CH_4) = 0$ and 1 sccm can either be explained: (i) if there are differences in quenching efficiencies for different Si spin states, (e.g. if the emitting Si singlet state was generated by EIE of the metastable Si singlet states and there is some associated memory of this, the more effective quenching of the singlet state could be reflecting the
removal of the lower lying Si singlet states), or (ii) if the emitting Si* triplet states are significantly more populated than the emitting singlet state, and as such, both states experience a comparable overall reduction in excited state number densities. This would manifest itself as a smaller percentage drop of the Si* triplet emitting state number density and therefore intensity, as observed.

The first suggested conclusion (that emitting excited states of Si are more effectively quenched by CH species cf. C2H6 species) is consistent with {Si} measurements shown in Figure 6.25, despite the differences in the defined base conditions and plasma regions sampled by the two techniques, although it is worth noting that the {Si} decrease could also be reflecting an increase in gas temperature (in the plasma core) associated with methane addition, thereby decreasing the radial length of the cooler region in which the Si content maximises, decreasing a line-of-sight measurement of {Si}.

Whilst data for a high resolution spatial distribution of {Si(J = 2)} has been collected under CRDS-defined base conditions (for a MW-activated Si/C/H plasma), it has yet to be thoroughly analysed, and therefore does not feature in this Thesis. Under CRDS-defined base conditions, {Si(J = 2)} was observed by eye to have a comparable spatial distribution to that reported for base conditions in a MW-activated Si/H plasma.

The inference is that, as before, {Si} (and therefore [Si]) maximises in the cooler regions of the plasma. As before, CRDS measurements are also reported for 3 different heights (i.e. a lower spatial resolution), and these are reflective of increasing {Si}(z). Figure 6.25 demonstrates that measured {Si(J = 2)} has an initial plateau between \( X_0(\text{CH}_4) = 0 \) and 2.5 ppt, and decreases with a further increase in methane fraction. Taken at face value, the decrease appears linear between \( 2.5 \leq X_0(\text{CH}_4) \leq 15 \) ppt (the equivalent of \( 0.75 \leq F(\text{CH}_4) \leq 5 \) sccm under OES-defined conditions). A speculative interpretation is that [CHx] (proposed to be the prominent Si gettering species) may be increasing more rapidly than [C2H2] in the cooler regions of the plasma for this input methane flow range. Above \( X_0(\text{CH}_4) \sim 15 \) ppt, \{Si(J = 2)\} decreases less rapidly. Speculatively, this could coincide with the fraction at which [C2H2] becomes the more prominent carbon-containing species throughout the plasma (and therefore, further increases in methane would result in a further enhancement of [C2H2], and substantially lesser changes in [CHx] within the cool plasma regions, resulting in a near constant {Si}, as observed).

It has been noted in MW-activated B/C/H/O plasmas, that a small input of methane acts to significantly increase measured \{B\} and \{BH\} by an \( \sim \) order of magnitude, prior to its decrease. The peak was notably sharper for \{B\} than \{BH\}, perhaps attributable to the 3\times larger \( X_0(\text{B}_2\text{H}_6) \) content used for measuring \{BH\}. These observations were attributed to the gettering of oxygen content as CO, as described in Section 6.3.6.ii. The increase in both cases were sharper than that seen in Figure 6.25, indicating that there is perhaps an unresolved peak between between \( X_0(\text{CH}_4) = 0 \) and 2.5 sccm. As before, there is a question as to whether the experiment at present would be able to resolve such a peak.
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In MW-activated B/C/H/O plasmas, the enhancement from the removal of the boron getter (BO) was eliminated by $X_0$(CH$_4$) ~ 5 ppt (preferentially forming H$_n$CO and H$_n$C$_2$O). The effective CH$_4$/total gas ratio (25/545) used for base conditions in Ma et al.’s work is ~ 3× larger than the effective base condition gas input CH$_4$/total gas ratio (10/610) implemented in these experiments. With a similar total gas flow and experimental set-up ($F_{tot} = 565$ sccm) versus that implemented presently ($F_{tot} = 610$ sccm), $X_0$(leak) between the two data sets may be comparable. It might, therefore, be expected that $X_0$(CH$_4$) ~ 15 ppt is required in order to eliminate the impact of the air leak.

If, however, Ma et al. had a larger leak rate, or if the value of $\{Si(J)\}$ returning to the as-measured value for $X_0$(CH$_4$) = 0 ppt is taken as indicative for the leak being entirely gotten by methane, data collected for $X_0$(CH$_4$) ≥ 2.5 ppt would be a valid representation of MW-activated Si/C/H plasmas. An enhancement of methane acts to getter leak contributions, which as previously demonstrated would act to enhance $\{Si\}$ (likely there is an unresolved peak between 0 ≤ $X_0$(CH$_4$) ≤ 2.5 ppt). A further increase in methane would not therefore act to impact $\{Si\}$ significantly, unless, of course, $[Si]$, and therefore $\{Si\}$, decrease due to Si content being gotten through reactions with the carbon content.

The purpose of highlighting this is that it provides an additional warning for interpreting this data at face value. It also yields an additional question as to whether $\{Si\}$ would maximise in the coolest parts of the reactor (now that oxygen content has been gotten by carbon content) or whether the net consumption of [H] in the production of acetylene for temperatures ranging between 1400 K < $T_e$ < 2000 K (as noted in Chapter 1, Section 1.4), favours other SiH$_x$ species in the coolest regions. This is a question that can be addressed indirectly with the data presented in Figure 6.25; measured $\{Si(J = 2)\}$ maintains a constant ratio as a function of $X_0$(CH$_4$) for different methane fractions, inferring that $\{Si\}$ still maximises in the cooler regions. Further investigations into additional $\{Si(J)\}$ states would facilitate an estimate on $T_{Si}$ and might help resolve this query.

Figure 6.25: $\{Si(J = 2)\}$ investigated at three heights ($z = 4.5, 11$ and 18.3 mm) as a function of $X_0$(CH$_4$) with a compensatory decrease in $F$(H$_2$) by maintaining a constant total gas input flow rate and a constant $X_0$(SiH$_4$) under otherwise CRDS-defined base conditions.
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The linear decrease in \{Si\} between 2.5 ≥ \(X_0(CH_4)\) ≥ 15 ppt is most likely explainable by an increase in Si-C-containing species via example Processes 6.32 and 6.33. The non-linearity / more plateaued nature of the measured {Si} for 15 ≥ \(X_0(CH_4)\) ≥ 32.5 ppt is harder to explain, but likely reflects changes in \([C_2H_2]\) and \([CH_4]\) (and their reactivity with Si) in the cooler regions; with further increases in input methane acting to generate larger amounts of \([C_2H_2]\) in the cooler regions (and significantly less change in \([CH_4]\)). If the prior hypothesis is correct (that ground and/or excited states) are preferentially gettered by CH\(_x\) radicals in the hot plasma region, these observations are evidence that such conclusions also extend to the cooler plasma regions.

These conclusions are drawn from both CRDS (sampling [Si] in the cooler plasma regions) and OES (sampling excited states of Si in the hot plasma regions) and draw into question the proposed Si/C/H chemistry laid out in Section 6.3.6.i. In particular, as to whether the less exothermic reactions of Si with methane and methyl radicals (Processes 6.32 and 6.33), dominate over H attacks on the products of such reactions (e.g. Process 6.34 (b)) and Si addition to C\(_2\)H\(_2\) and C\(_2\)H (Processes 6.40, 6.41, 6.42 and 6.43), all of which have been inferred to be exothermic, or whether such reactions (and reactants) act as intermediates in generating cyclic SiC=C-based species, as exampled by Processes 6.45 (a) and (b).

6.3.7.ii: Silane Addition to MW-activated C/H plasmas

In the addition of silane (maintaining a constant methane fraction, with a compensatory decrease in \(F(H_2)\)) under otherwise OES-defined base conditions, there is no variation in \(I(H^+)\) or \(I(H_2^+)\) inferring no significant changes in \(n_e\), prominent cations, \(T_e, T_{ion}\), absorbed power density, etc. The conclusion is that under the OES-defined conditions, C\(_2\)H\(_3^+\) and C\(_2\)H\(_5^+\) ions are most prominent (i.e. the investigated silane fraction is just too small to make a notable difference).
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Figure 6.27 demonstrates that both $I(Si^*)$ spin emissions increase with increasing silane fractional flow. These points are reinforced more clearly in Figure 6.28, which demonstrates that the intensities belonging to silicon-containing species (i.e. $I(Si^*)$ singlet and triplet states, and $I(SiH^*)$) are summed and analysed between $9 \leq z \leq 12$ mm and increase ~linearly with increasing silane fraction. The remaining intensities, $I(CH^*)$, $I(C_2^*)$, $I(H^*)$ and $I(H_2^*)$) are analysed within the same height ranges (except for $I(H^*)$ and $I(H_2^*)$, which are analysed between $6 \leq z \leq 9$ mm and $0 \leq z \leq 3$ mm respectively) are demonstrably invariant to silane fraction. This is a somewhat unsurprising conclusion given the significantly lower silicon fractions (cf. C/H content). Conclusively, therefore, within the investigated Si/C(H) fractions, Si does not impact the C/H gas phase chemistry in any meaningful manner and hence there is no meaningful variation within intensity values or spatial distributions, as evidenced by $I(H^*)$ and $I(H_2^*)$ in Figure 6.26 and C-containing emissions in Figure 6.28.

Figure 6.26: (a) $I(H_2^*)$ and (b) $I(H^*)$ as a function of $X_0$(silane), altered by varying silane gas flow, whilst maintaining a constant $X_0$(CH$_4$). $F$(H$_2$) was decreased in a compensatory manner under otherwise OES-defined base conditions.
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Figure 6.27: I(Si*) (a) summed triplet emissions monitored through a UV-selective optic and (b) singlet emissions investigated as a function of height above the substrate with increasing $X_0$(SiH$_4$) under otherwise OES-defined base conditions. $F$(H$_2$) was decreased in a compensatory manner to maintain a constant total gas input flow rate and a constant $X_0$(CH$_4$).
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Figure 6.28: $I(\text{Si}^*)$, $I(\text{SiH}^*)$, $I(\text{CH}^*)$, $I(\text{H}^*)$, $I(\text{H}_2^*)$ investigated with intensities summed between 9 ≤ $z$ ≤ 12 mm (6 ≤ $z$ ≤ 9 mm and 0 ≤ $z$ ≤ 3 mm in the case of $I(\text{H}^*)$ and $I(\text{H}_2^*)$ respectively) as a function of $F(\text{SiH}_4)$ (and a compensatory decrease in $F(\text{H}_2)$) under otherwise OES-defined base conditions. Closed symbols were collected in the same plasma, whilst open symbols were collected separately. The triplet states were collected through UV-selective optics. Intensities have been normalised to base conditions ($F(\text{SiH}_4/\text{H}_2)$ = 30 sccm) for display purposes.

Figure 6.29: $\text{Si}(J = 2)$ investigated at three heights ($z = 4.5$, 11 and 18.3 mm) as a function of $X_0(\text{CH}_4)$ with a compensatory decrease in $F(\text{H}_2)$ by maintaining a constant total gas input flow rate and a constant $X_0(\text{SiH}_4)$ under otherwise CRDS-defined base conditions.

Figure 6.29 demonstrates $\{\text{Si}\}$ values measured at 3 heights, $z = 4.5$, 11 and 18.5 mm as a function of silane flow. At face value, increasing silane flow demonstrates a linearity at low silane fractions at all analysed $z$ and a less than linear increase at higher fractions. Were it imposed that $\{\text{Si}\}$ must converge to 0 cm$^{-2}$ for $F(\text{SiH}_4) = 0$ sccm, the notion of non-linearity is reinforced for $z = 11$ and 18.5 mm. Alternatively, with an underestimation of errors, it is just as plausible that $\{\text{Si}\}$ increases linearly with silane flow, with the reported values scattered around a linear line of best fit. Whilst such lines may not cross the intercept of $\{\text{Si}\} = 0$ cm$^{-2}$ for $F(\text{SiH}_4) = 0$ sccm, this could be reflective of error or an etching contribution generating Si content in the plasma. The additional assumption being made that $\{\text{Si}(J = 2)\}$ is indicative of all $\{\text{Si}(J)\}$ values.
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Either interpretation of this data could be consistent with the near linearity observed in $I(Si)$ observed with increasing silane fractions under OES-defined base conditions, noting both experiments sample different regions of the plasma. Unfortunately, neither interpretation, at present, helps to endorse or exclude contributing reactions between Si and C content.

6.3.7.iii: Pressure

With increasing pressure, it can be seen in Figure 6.30 that $I(H_2^*)$ and $I(H^*)$ demonstrate comparable pressure behaviours to those previously observed in MW-activated H and Si/H chapters in Chapter 3, and Section 6.3.2 respectively. $I(H_2^*)$ demonstrates plasma contraction and $1/p$ behaviour with no major change in maximal intensity location. $I(H^*)$ increases near linearly up to $p \sim 150$ Torr. $I(H^*)$ maximises at $p = 225$ Torr and decreases upon further increase in pressure. As well as demonstrating plasma contraction at high $z$, the peak intensity of $I(H^*)$ decreases axially with increasing pressure from $z \sim 10$ mm at $p = 50$ Torr to $z \sim 7$ mm for $p = 275$ Torr. Whilst broader, it is interesting to note that at highest pressures, $I(H_2^*)$ maximise at ~ the same height as $I(H^*)$. The spatial distributions reflect a substantially broader $n_e$ with more evenly spread hyper-thermal energies across the plasma when methane is present, *cf.* MW-activated H and Si/H plasmas. The changes in $I(H^*)$ spatial variation also demonstrates substantial changes in $T_g$, $[H]$, $[H_2]$, $[H^*]$, $n_e$, $E/N$, and $T_{tail}$. 

231
Figure 6.31 demonstrates how both $I(\text{Si}^*)$ spin states and $I(\text{SiH}^*)$ emissions vary with increasing pressure. Selected conditions have been presented, highlighting overall changes in spatial variations and overall intensity (or lack of changes between some pressure ranges). Both states of $I(\text{Si}^*)$ demonstrate comparable spatial distributions and intensity variations. These contrast to the spatial and intensity variation of $I(\text{SiH}^*)$. $I(\text{Si}^*)$ increases between $p = 50$ and 70 Torr. A further increase in pressure demonstrates plasma contraction, with the peak intensity shifting from $z \sim 10$ mm at $p = 70$ Torr to $z \sim 7$ mm by $p = 200$ Torr. The magnitude of the peak intensity does not vary significantly in the range of $70 \leq p \leq 150$ Torr for the singlet state emissions (and $70 \leq p \leq 200$ Torr for the $\text{Si}^*$ triplet emissions). Above these pressures, overall intensities increase, maximising at $z \sim 6$ mm above the substrate.

Comparatively, $I(\text{SiH}^*)$ can be seen to maximise at a higher height of $z \sim 15$ mm. The spatial variation of $I(\text{SiH}^*)$ across this pressure range is minimal. There is a minor relocation toward the substrate (by $\sim 2.5$ mm) to $z \sim 12.5$ mm by $p = 275$ Torr. $I(\text{SiH}^*)$ appears to increase with increasing pressure up to $p \sim 80$ Torr, then decrease between $p = 80$ and $p = 150$ Torr, before increasing again up to $p = 275$ Torr.

Both emissions demonstrate plasma contraction, however $I(\text{Si}^*)$ does not extend above $z \sim 20$ mm for $p = 150$ Torr, whilst $I(\text{SiH}^*)$ extends well above $z = 27$ mm under all investigated pressure conditions.
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inferring that either (i) Si* and SiH* have different CH₃ quenchers or (ii) there is an alternative excitation mechanism facilitating the production of SiH*, particularly at higher z.

These trends are reinforced in Figure 6.32, which demonstrates how intensities of various emitters alter as a function of pressure analysed between the height ranges previously stated. SiH(A→X) is somewhat buried within the tail of the CH(A→X)(Δν = 0) emission band, which maximises as before at around z ~ 10 mm and hence error bars associated with I(SiH*) maximise at this height. With increasing I(CH*) (e.g. with methane, power and in this case with pressure, as demonstrated in Chapter 5 for MW-activated C/H plasmas and in Figure 6.32 for the current MW-activated Si/C/H plasmas under study), the signal-to-noise of I(SiH*) decreases, and consequently, the error associated to I(SiH*) increases. A similar phenomenon was noted for I(C₂−*), which was buried within the tail of I(C₂*)(Δν = +1) in Chapter 4. The size of the error is larger than I(SiH*) variation, particularly at higher pressures, where I(SiH*) could be plateauing. The trend does, however, match that observed for I(SiH*)(p) at higher z (z ≥ 20 mm), where the error attributed to I(SiH*) is lower (due to the substantially lower I(CH*)), as can be seen in the spatial distributions featured in Figure 6.31 (c).

The similarity between the two I(Si*) emitting spin state spatial distributions suggests that either (i) these states are coupled under all investigated pressures (contrasting to the low pressure distributions in MW-activated Si/H plasmas), perhaps via inelastic collisions with H and / or CH₃, or (ii) reflect that I(Si*) triplet emissions are no longer prone to self-absorption. The peak intensity of I(Si*) is consistently lower in height than that of I(SiH*), which likely reflects the differences in the ground state species (dependent on Tₜ(z), as was the case with MW-activated Si/H plasmas), the EEDF (nₑ(E)), additional excitation mechanisms (e.g. chemiluminescent production of the SiH* state) and reactive quenching mechanisms.

Given that I(SiH*) extends beyond z = 27 mm under all investigated pressure conditions (i.e. beyond plasma regions containing electron density), SiH* likely has a significant contribution provided via chemiluminescence, e.g. most likely Processes 6.20 (a) or (b), but potentially additional mechanisms involving Si-C species. This is reinforced by the fact that the majority of Si content (that has not been gettered by carbon content) is in the form of Si atoms, increasing the likelihood that Si is a parent species in the formation of SiH*. The change in overall intensities could be reflecting changes in quencher number densities (most likely [H] and [CH₃]), changes in production / loss rates and perhaps a competition between different quenching / production mechanisms, etc.
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Figure 6.31: (a) $I(\text{Si}^*)$ triplet, (b) $I(\text{Si}^*)$ singlet and (c) $I(\text{SiH}^*)$ as a function of pressure under otherwise OES-defined base conditions.
6. Diagnostic Studies carried out on MW-activated Si/H and Si/C/H plasmas

Figure 6.32: Intensities summed between $9 \leq z \leq 12$ mm (and $0 \leq z \leq 3$ mm in the case of $I(H_2^*)$) for $I(Si^*)$, $I(SiH^*)$, $I(CH^*)$, $I(C_2^*)$, $I(H^*)$, $I(H_2^*)$ as a function of pressure under otherwise OES-defined base conditions. Closed symbols were collected in the same plasma, whilst open symbols were collected separately. The triplet states were collected through UV-selective optics. Intensities have been normalised to base conditions (except $I(C_2^*)$, which has been divided by a factor of 4) for display purposes.

Figure 6.33: $I(Si(J = 2))$ investigated at three heights ($z = 4.5, 11$ and $18.3$ mm) as a function of $p$ under otherwise CRDS-defined base conditions.

Figure 6.32 demonstrates that the hydrogen- and carbon-based species behave as previously reported (in Chapters 3, 4 and 5), whilst $I(Si^*)$ and $I(SiH^*)$ display different pressure dependencies to the behaviours reported for MW-activated Si/H plasmas and to one another. Figure 6.33 demonstrates that \{$Si(J = 2)$\} increases linearly with increasing pressure in the cooler regions of the plasma. If this also reflects [Si] variation in the hot plasma region, the changes in intensity emissions and spatial extent are likely demonstrating changes in excitation and quenching mechanisms and/or parameters that such mechanisms depend upon, e.g. [H]. With increasing pressure, $I(Si^*)$ and $I(SiH^*)$ increase linearly at low pressures ($p < 75$ Torr), which may be explained simply by an increase in [Si].

Assuming the excited states are still affected by the same processes as MW-activated Si/H plasmas, the inference might be that there is an additional production mechanism for these excited states comes into significance for $p \geq 150$ Torr, which preferentially excites the SiH* (e.g. e-ion recombination, noting
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\( n_e \) may be higher than before due to more prominent carbon-containing cations). Alternatively, the behaviour for \( p \geq 150 \) Torr might be reflecting a decrease in the quencher species, e.g. \([\text{CH}_x]\), as \([\text{C}_3\text{H}_2]\) and \( T_e \) increase. 2-D plasma modelling would provide more insight.

**6.3.7.iv: Power**

With increasing power, \( I(\text{H}^*) \) and \( I(\text{H}_2^*) \) increase at all \( z \). At low \( z \), \( I(\text{H}_2^*) \) power dependence is somewhat comparable to MW-activated Si/H plasmas, albeit with a broader spatial distribution. For plasma heights larger than \( z \sim 5 \) mm, the behaviour substantially differs from MW-activated Si/H plasmas with \( I(\text{H}_2^*) \) increasing (instead of decreasing) with increasing input power. Perhaps these differences are reflecting a broader \( n_e(z, r) \) or a more spatially homogeneous \( |E|/N \) with increasing \( P \). \( I(\text{H}^*) \) demonstrates comparable behaviour to MW-activated H and Si//H plasmas with peak intensities featuring at \( z \sim 7.5 \) mm as before. Both emission intensities demonstrate clear axial plasma expansion.

![Figure 6.34](image_url): (a) \( I(\text{H}_2^*) \) and (b) \( I(\text{H}^*) \) as a function of \( P \) under otherwise OES-defined base conditions.
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Figure 6.35 demonstrates that both \( I(\text{Si}^*) \) have comparable spatial distributions and power dependencies with neither emission extending above \( z \sim 22.5 \text{ mm} \). \( I(\text{SiH}^*) \) demonstrates a sharper decrease with power (between \( P = 0.7 \text{ kW} \) and 1.5 kW) and, as before, extends beyond \( z = 27 \text{ mm} \) for \( P \geq 1.5 \text{ kW} \).

The inference is a reconfirmation of the points noted with pressure variation, that there is either a different quenching mechanism for \( \text{Si}^* \) and \( \text{SiH}^* \) species, or that \( \text{SiH}^* \) has an additional formation mechanism, most likely a chemiluminescent contribution.

The notion of different quenchers might be being reinforced in Figure 6.36, which demonstrates significantly different power dependencies between \( I(\text{Si}^*) \), which crudely remains relatively flat when
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compared to $I(\text{SiH}^*)$; $I(\text{SiH}^*)$ shows a significant decrease in intensity between $P = 0.7$ kW and $P = 1.3$ kW prior to plateauing.

Figure 6.36: $I(\text{Si}^*), I(\text{SiH}^*), I(\text{CH}^*), I(\text{C}_2^*), I(\text{H}^*), I(\text{H}_2^*)$ investigated with intensities summed between $9 \leq z \leq 12$ mm ($6 \leq z \leq 9$ mm and $0 \leq z \leq 3$ mm in the case of $I(\text{H}^*)$ and $I(\text{H}_2^*)$ respectively) as a function of power under otherwise OES-defined base conditions. Closed symbols were collected in the same plasma, whilst open symbols were collected separately. The triplet states were collected through UV-selective optics. Intensities have been normalised to base conditions for display purposes.

Figure 6.37: $\text{Si}(J = 2)$ investigated at three heights ($z = 4.5, 11$ and $18.3$ mm) as a function of $P$ under otherwise CRDS-defined base conditions.

With increasing power, $[\text{Si}]$ appears to decrease between $P = 0.7$ and $1.3$ kW and increases more significantly between $P = 1.3$ and $1.85$ kW at all investigated heights. Perhaps this is indicative of a decrease in Si gettering species, $[\text{CH}_4]$, for example, might be expected to decrease with increasing power (due to plasma expansion and an increase in $[\text{H}]$ and $[\text{C}_2\text{H}_2]$ throughout the reactor, as inferred within previous chapters). A deeper interpretation of Si-related gas phase processes occurring within MW-activated Si/C/H plasmas is hard to achieve at present and requires plasma modelling.
6. Diagnostic Studies carried out on MW-activated Si/H and Si/C/H plasmas

6.3.7.v: Overview of MW-activated Si/C/H Plasmas

Section 6.3.6.i proposes a number of possible gas phase chemistry between Si atoms and a range of different C-containing species. The main conclusion that can be deduced is that cyclic SiC2-containing species would be one of the most stable conceivable Si and C containing molecules in an [H] rich environment. Section 6.3.6.ii confirmed that the air leak attributed to the CRDS experiments, and the hydrogen gas impurities, should not significantly perturb the Si-based chemistry in the presence of the hydrocarbon concentrations used in the CRDS studies (noting the chamber air leak is already minimised for the OES studies).

Section 6.3.7 demonstrates how various emission intensities and \{Si\} absorption column densities vary as a function of process conditions. From this data, it can be conclusively demonstrated that the presence of low concentrations of silane does not perturb the prominent C/H chemistry in the hot plasma regions. It can also be deduced that under OES-defined base conditions carbon-containing species are the most prominent ions (most likely C2H2+ and C2H3+). Taking the reported results at face value, Si and SiH are demonstrated to react more significantly with CHx species (cf. C2Hx) and this appears to be true irrespective of plasma region (i.e. through comparing OES and CRDS results, which sample the hot plasma regions and the outer chamber respectively). Based on the significantly different spatial extents of I(Si*) and I(SiH*), it seems probable that Si* is generated via EIE, whilst SiH* has a significant chemiluminescent contribution, plausibly Si and H2 (or H and a third body), both of which extend beyond the plasma region, which contains a sufficient electron density / electron energies to excite these emitting states in vast quantities. The equivalent reaction involving C and H2 was inferred to be a plausible excitation mechanism for the low lying states of CH* in Chapter 5.

Further 2-D plasma modelling would be required to develop a deeper understanding.

6.3.8: Further Studies Etching a Silicon Substrate

A silicon wafer, 32 mm in diameter and 0.7 mm in thickness, was placed on a Mo substrate (d_{sub} = 32 mm) with a spacer wire, d_{wire} = 0.002". Under conditions of P = 1.5 kW, p = 150 Torr, F(H2) = 300 sccm, there were no emission intensities originating from I(Si*) or I(SiH*) that could be observed. Upon introducing Ar into the plasma at F(Ar) = 300 sccm (i.e. X_0(Ar) = 50%), the uncalibrated reflected power rapidly increased to P_{ref} = 0.08 kW. Notably T_{sub} did not visibly increase, as may have been expected from the work carried out in Chapter 3. After 6 minutes there were still no visible Si-containing emissions. Under comparable CRDS conditions, there was no evidence of detectable \{Si\} absorption at low plasma heights.

I(Si*), I(SiH*), and I(H*) were monitored as a function of time, whereby t = 0 s is defined as the moment at which the microwave waveguide was retuned, such that P_{ref} = 0.00 kW (X_0(Ar) = 50%). At this point, the substrate became visibly red hot. Figure 6.38 demonstrates (a) I(H*)(t) and (b) I(Si*)(t)
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from \( t = 0 \) s. Figure 6.38 (c) contrasts \( I(\text{Si}^*) \) in a MW-activated H plasma with the Si substrate present after \( F(\text{Ar}) \) had been turned off and the MW waveguide retuned to \( P_{\text{set}} = 0.00 \) kW. This is compared to \( I(\text{Si}^*) \) collected under conditions of \( F(\text{SiH}_4/\text{H}_2) = 15 \) sccm, \( F(\text{H}_2) = 300 \) sccm, \( P = 1.5 \) kW, \( p = 150 \) Torr (i.e. contrasting \( I(\text{Si}^*) \) between silicon being introduced via silane as an input gas and being introduced via the etching / thermal decomposition of a silicon wafer). By accounting for the 0.7 mm offset associated with the Si substrate, and multiplying the latter by a \( f(z) \), the two emissions become comparable for \( z > 5 \) mm, where \( f(z) = \exp(-z/z_0) \), where \( z_0 \approx 7.5 \) mm. The reason for this will become apparent within the following discussion of these results.

Upon the introduction of methane \( (F(\text{CH}_4) = 1 \) sccm, not reported), \( I(\text{Si}^*) \) decayed away into the baseline within seconds when the Si is sourced from the Si substrate. This contrasts significantly to the behaviour observed in a MW-activated SiH_4/C/H plasmas, i.e. when the silicon content is sourced as gas phase silane. This finding was reinforced by a distinct lack of measurable \( \{\text{Si}(J = 2)\} \) under similar conditions.
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It can be seen clearly that over the course of the first 6 minutes, the intensity of $I(H^*)$ drops from an intensity distribution that resembles something comparable to that observed in Chapter 3 (with Ar present) to something that more closely resembles what has previously been observed for a MW-activated Si/H plasma. Similarly, over the first 6 minutes from the initial tuning of the MW waveguide,

![Graph showing time-resolved measurements of $I(H^*)$ and $I(Si^*)$.](image)

**Figure 6.38:** Time-resolved measurements of (a) $I(H^*)$ and (b) $I(Si^*)$ for $P = 1.5$ kW, $p = 150$ Torr, $F(H_2) = 300$ sccm, $F(Ar) = 300$ sccm with the presence of a 32 mm diameter Si wafer placed on a Mo substrate ($d_{sub} = 32$ mm, $d_{wire} = 0.002"$) and (c) a comparison of normalised $I(Si^*)$ collected for: (i) $P = 1.5$ kW, $p = 150$ Torr, $F(H_2) = 300$ sccm with the presence of a 32 mm diameter Si wafer placed on a Mo substrate ($d_{sub} = 32$ mm, $d_{wire} = 0.002"$) (blue), (ii) $P = 1.5$ kW, $p = 150$ Torr, $F(H_2) = 300$ sccm, $F(SiH_4/H_2) = 15$ sccm, (and a 32 mm Mo substrate sat on $d_{wire} = 0.01"$)(red), (iii) red curve (ii) multiplied by an exponentially-decaying $f(z)$ (black). Note that for the blue curve, $z = 0$ mm has been defined as the top of the 0.7 mm Si wafer.
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$I(Si^*)$ increases significantly as the plasma approaches steady-state. After which, $I(Si^*)$ and $I(H^*)$ remain roughly constant.

This result has been reproduced with a roughened Si wafer and a second smooth wafer. It is only upon retuning the MW waveguide to $P_{ref} = 0.00$ kW that etching / thermal decomposition of the silicon wafer begins.

The interpretation of these results is relatively simplistic. A silicon wafer, irrespective of surface condition, is oxygen terminated. The Si-O bond energy is $\sim 4.69$ eV, significantly larger than the thermal energies available. Upon the introduction of Ar, a lot of the gas phase processes mentioned in Chapter 3 are the same, however, the reflected power is relatively high (cf. a tuned and equilibrated plasma, noting that there is a question as to how accurate is the reported $P_{ref} = 0.08$ kW). The consequence of a higher reflective power is a reduced absorbed power density, reduced ionization (and number of ions) and perhaps a weaker $|E|/N$.

Upon tuning the MW-waveguide, the silicon substrate began to visibly glow red, perhaps a result of an increased gas temperature (and associated hydrogen dissociation) occurring due to: (i) an increased flux of H atoms, which release $\sim 4.518$ eV of thermal energy to the Si substrate per recombination event, (ii) an increased flux of H and H$_2$ conducting thermal energies from the hotter plasma core, both of which would (iii) enhance $T_{sub}$ and thermionic emissions from the substrate and / or (iv) potentially an enhancement of ion bombardment. Most likely, therefore, the reduction in reflected power acts to increase the reduced electric field strengths and absorbed power density at low plasma heights (resulting in thermal heating of the substrate). The increase in $T_{sub}$ is substantially lower than the energy required to break the SiO surface termination, it seems reasonable to assert, therefore, that the removal of the surface oxygen requires energy released either (i) directly from H recombination events or (ii) from ions bombarding the substrate will have sufficiently high energies (noting an estimated voltage difference of $\sim 10$-$20$ V between the plasma (positive) and the substrate (neutral)).

Once the surface termination has been removed, Si is uncontrollably etched and thermally decomposes with material diffusing into the plasma, altering the prominent cation to Si$_x$H$_y$$^+$. Whilst the expectation might be that the new cations would peak at low $z$, the high [Si] number density at low $z$, reflected in $I(Si^*)$, suggests that the hyper-thermal electrons pumping the excited states of H* (and H$_2$*), or H* itself, are being quenched by the Si content at these plasma heights. For further results involving the Si substrate, refer to Alim Lalji’s thesis.$^{41}$

Once Ar is turned off, (i.e. $F(Ar) = 0$ sccm), the MW-waveguide is appropriately tuned, and the plasma is allowed to reach steady-state as a MW-activated (Si/)H plasma. $I(Si^*)$ is now apparent with the substrate is still visibly decomposing into the plasma (i.e. small silicon flakes can be seen to desorb from the surface), reinforcing the interpretation that it is the surface termination which prevented the initial introduction of Si into the plasma.
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Figure 6.38 (c) demonstrates that $I(Si^*)$ peaks at $z \sim 3$ mm (defining $z = 0$ mm as the top of the 0.7 mm substrate) when an Si substrate is present (blue curve) and does not extend to beyond $z \sim 27$ mm. This contrasts to $I(Si^*)$ collected with silane (and no Si substrate, red curve), which peaks at $z \sim 10$ mm and extends beyond $z = 27$ mm.

Multiplying the red curve ($I(Si^*)$ collected under base pressure/power with silane present) by an axially decaying exponential ($\exp(-z/z_0)$) produces the black curve, whereby $z_0 \sim 7.5$ mm. The agreement between the two curves above $z \sim 7.5$ mm infers that the difference between the two $I(Si^*)$ curves (collected in a MW-activated SiH$_4$/H$_2$ plasma and a MW-activated H plasma with a surface-activated Si wafer) can be accounted for by the diffusion law (i.e. a well-mixed dilute silane/hydrogen plasma multiplied by an axial exponential decay reproduces the observed spatial distribution of $I(Si^*)$ when Si is sourced from a Si substrate). The implication is that the latter plasma is demonstrating the physical / chemical characteristics of a MW-activated Si/H plasma, except with an axial / differential gradient of [Si] from the silicon source. The higher $I(Si^*)$ noted at low $z$ is inferring more low energy electrons (due to the higher [Si] content) or an unmixed / less well-mixed / unreacted Si contribution from the substrate.

Upon the introduction of methane ($F(CH_4) = 1$ sccm), $I(Si^*)$ decays immediately into the baseline (within seconds) at all plasma heights, evidencing that the deposition of a carbon monolayer on the Si substrate prevents etching of Si. Turning the methane flow off, and awaiting a period of time, allowed the reappearance of $I(Si^*)$ once these layers had etched away.

One of the biggest challenges in the accumulation of data presented in Chapter 6.3.4 was that there were two distinct spatial distributions that $I(Si^*)$ adopted under base conditions, and as a function of conditions, those presented in this thesis, and an alternative, which appears upon striking a plasma after a significant period (on the order of days to weeks) for silane-based experimental work. These two spatial distributions are demonstrated in Appendix Figures A6.7 (a) and (b) under OES-defined base conditions for a MW-activated Si/H plasma. Upon cleaning the chamber / the substrate and baseplate, the spatial distributions return to those reported in this Chapter. From Figure 6.38 (c), it seems plausible that the second spatial distribution was a perturbation to gas phase [Si], perhaps a manifestation of Si content being continually etched / deposited onto a silicon-coated baseplate and/or substrate. As this contribution was uncontrollable, (and interestingly varied with parameters, as can be seen for $F(SiH_4)$ in Appendix Figures A6.7 (a) and (c)), except by using a clean reactor and thereby removing it, this Thesis only presented the most controllable version of these two possible spatial variations; those achieved with a clean chamber. This, however, should have little bearing on those intending to use silane in the presence of methane for silicon doping. As would be the case with the surface-activated silicon substrate, the addition of methane would act to coat any such monolayers with carbon, preventing such Si-based contributions entering the gas phase, and hence, this was not an issue exploring MW-activated Si/C/H plasmas.
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An additional, more speculative conclusion that might be drawn from the additional experiments presented in this section, is that deliberate Si-doping of the diamond using a Si substrate is likely to occur through silicon migration into the lattice, rather than via the gas phase.

Another big challenge with regards to collecting the trends reported (particularly with variations in pressure in Section 6.3.4) were the irreproducibility of relative intensities (particularly at low pressures). The reason for this is likely that the silicon content (and therefore the related emission intensities) has an additional contribution from etching silicon from the chamber walls. The irreproducibility is attributed to the different levels of cleanliness that the chamber walls adopt, which is dependent upon the previous condition(s) explored, i.e. the recent history of the chamber.

6.4: Conclusions

This chapter presents a range of experimental results covering MW-activated Si/H and Si/C/H plasmas. Whilst the interpretation is still developing, there are a few conclusions that can be drawn.

From a review of literature, it is deduced that Si atoms are expected to be the dominant Si-containing species throughout the entire plasma / chamber when operating MW-activated Si/H plasmas under the investigated parameter ranges. For this reason, [Si] maximises (in accordance to the ideal gas law) in the coolest regions of the plasma / chamber. This manifests itself in {Si} measurements (carried out via CRDS experiments) as {Si} maximising at higher plasma heights (i.e. in the cooler regions of the plasma / chamber), noting that silicon contributions from etching the Quartz window (and/or a Si substrate when present) in a MW-activated H plasma were eliminated as possible contributing sources to {Si} measurements.

It is potentially inferred through changes in \(I(H_2^*)\) and \(I(H^*)\) that under most explored conditions, silicon-containing species are the dominant ions in MW-activated Si/H plasmas. The formation mechanism(s) of the investigated Si* and SiH* excited states is not yet certain, but electron impact excitation seems like a feasible rationale for many of the investigated conditions. Additional mechanisms such as electron-ion recombination and chemiluminescent contributions are also proposed with the latter thought to be a prominent alternative excitation mechanism contributing towards the intensity of SiH*+. These excited states are most likely quenched by H atoms.

Absorption measurements carried out on the triplet ground state of Si are inadequate for (i) confirming that Si atoms dominate the silicon-containing species and (ii) exploring a system, whereby \(X_0(SiH_x) < X_0(\text{leak})\) and \(X_0(\text{impurity})\). Therefore, the presented {Si} measurements are at best indicative.

Further {Si} measurements (and literature reviews) demonstrate that MW-activated Si/H has a complex chemistry with Oxygen, which acts to getter some (if not the majority?) of Si content in the cool plasma regions. This must be considered in order to provide a rationale behind some of the indicative trends achieved via CRDS measurements, e.g. variation of {Si} with changes in input silane fraction.
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Upon the addition of methane, Si does not perturb the dominant C/H chemistry. The emission and absorption measurements, taken at face value, infer that [Si] is gettered by CHx (0 ≤ x ≤ 4) species. The disparity in spatial distributions (and emission trends) of Si* and SiH* excited states infers that SiH* has a prominent chemiluminescent contribution, evident at high plasma heights.

An alternative explanation for the disparity in spatial distributions might be if the most prominent quenching species of Si* is CH3 and CH4 species (which are more prominent in the periphery and cooler regions of the plasma), whilst for [SiH*], the most prominent quenchers might be CH2, CH and C species, (i.e. single carbon CHx species that are more prominent in the hotter plasma regions).

Unless there is additional chemistry between C-containing species and Si that favours the production of SiH, the expectation is that the most dominant carbon-free Si-containing species will be Si atoms. Upon approaching the substrate, Tg decreases rapidly, increasing [CH4] and [CH3] radical number densities. This will have a negative impact on [Si] close to the substrate (presumed to be the incorporated species during Si-doping). Developing a better understanding behind this will be key for enhancing / minimising Si incorporated via the gas phase.

These results are compared to those achieved with a silicon wafer (0.7 mm thick, 32 mm in diameter). Silicon was found to only desorb into the MW-activated H plasma once the oxygen-terminating surface layer had been removed (achieved through the introduction of Ar). Further, there were no detectable {Si} absorptions above the substrate, prior to Ar addition. The inference might be that silicon generally incorporates into a diamond lattice through diffusion (when grown on a Si wafer), rather than via the gas phase through etching the substrate / quartz windows (of course, this would be dependent on both operating conditions and reactor design). Further, silicon content was completely gettered from the plasma by the introduction of small methane fractions when Si is sourced via substrate etching (/ decomposition), indicating that deposition occurs on a much faster time scale then etching, reinforcing the notion that Si must be entering the diamond via thermal migration from the substrate, rather than from etching of quartz windows etc.

There is still a lot of work/analysis that should be done in order to complete the understanding that this chapter has begun to develop. This includes:

CRDS measurements on the {Si(1D2)} or {Si(1S0)} states; the perceived advantage of probing such states is the possibility of accessing higher ring down times (from more highly reflecting mirrors in the visible range), lower number densities, allowing the use of higher silane flows (cf. X0(Leak)) without fear of saturation.

Analysis of intensities collected from Si(3s23p5s (1P1o)→3s23p2(1D2)) in second order will help provide a confirmation of excitation mechanism(s) as a function of conditions. Differences / similarities in spatial profiles to other singlet states might be indicative of excitation mechanisms (most likely EIE).
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Further 2-D modelling of MW-activated Si/H and Si/C/H plasmas will be crucial to provide verification of the current conclusions and develop a more indepth rationale of prominent processes, and of course, complementary growth (and material analysis) studies.

References


Diagnostic Studies carried out on MW-activated Si/H and Si/C/H plasmas


6. Diagnostic Studies carried out on MW-activated Si/H and Si/C/H plasmas


6. Diagnostic Studies carried out on MW-activated Si/H and Si/C/H plasmas


47 Allden, J. W. R. “The use of Spectroscopic Methods to determine the state of Plasmas relevant to the Chemical Vapour Deposition of Diamond” Undergraduate final year Dissertation, University of Bristol, 2019.


49 Kerzvirts, A. E., Bohme, D. K., Hopkinson, A. C., “Theoretical Enthalpies of Formation of Compounds SiCHₙ (n = 0-4), SiC₂H₆ (n = 0-4, 6), SiCH₄⁺ (n = 0-5), and SiC₂H₄⁺ (n = 0-5, 7).” Journal of Physical Chemistry, vol. 99, no. 43, pp. 16121-16127, 1995.
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This chapter summarizes the underlying themes and questions explored within this thesis. Whilst a large volume of work has been covered over a range of different MW-activated H-containing plasmas, the overwhelming commonality that binds this thesis together (beyond the context of diamond CVD growth, etching, termination and more generally the optical diagnostic methods carried out on MW-activated plasmas in these contexts) is the step away from the generally assumed excitation mechanism, Electron Impact Excitation, in the production of fluorescing / excited state species in these plasmas. In addition to EIE, this thesis demonstrates that there are prominent contributions from alternative excitation mechanisms. These include but are not limited to: near-resonant energy transfers, dissociative electron attachment reactions, a number of chemiluminescent reactions, and speculates on additional contributions from, for example, electron-ion recombination reactions. This chapter concludes with interesting follow-on suggestions and practical applications of this work.

### 7.1: Thesis Overview

This thesis begins by reviewing the state-of-the-art background understanding of the physical and chemical processes occurring within MW-activated C/H plasmas operating at conditions that underpin the Chemical Vapour Deposition of diamond. Numerous open questions are noted regarding the field of plasma-enhanced diamond growth and, more specifically to this thesis, plasma diagnostics carried out on MW-activated plasmas. Such questions include:

(i) The validity of using the H-Balmer emission ratios in measuring the EEDF (or even the hyper-thermal EEDF) in MW-activated H plasmas.

(ii) Anomalous results regarding $T_g$ estimates using H$_2$ emission (and absorption) spectra.

(iii) The possibility of more sensitive and reliable probing of the thermal and hyper-thermal component of the EEDF using OES.

(iv) The effect that lesser explored parameter spaces, e.g. substrate diameter (and $T_{sub}$) have on the physical and chemical properties of the plasma and the effects that these parameters may have on hydrogen termination / diamond growth.

(v) Experimental evidence for the proposed explanation (inhomogeneous power absorption) for concave / convex diamond growth.

(vi) As many of these questions were addressed using MW-activated H plasmas, which (if any) of these conclusions extend to MW-activated C/H plasmas?

(vii) Whether emissions originating from the CH and C$_2$ radicals make good in situ indicators of CH$_x$(0 ≤ x ≤ 3) radicals and C$_2$H$_2$ respectively during growth.

(viii) Direct experimental evidence for charged species within MW-activated C/H plasmas.
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(ix) The gas phase processes involving Si (and its excited states) in (i) MW-activated Si/H and (ii) Si/C/H plasmas.

(x) Any differences in the behaviour of Si when sourced via (i) silane and (ii) a silicon wafer in either of the above systems.

This thesis addresses many of the questions above directly or indirectly using spatially-resolved optical emission spectroscopy (and cavity ring down spectroscopy). In the process, this Thesis raises (and on occasion infers answers to) additional questions:

(xi) Are there experimental parameters in the context of Questions (iv) and (v) that can enhance the homogeneity of hydrogen termination / diamond growth over larger areas?

(xii) What are the prominent formation and loss mechanisms of different excited state species?

(xiii) What parameters impact the plasma parameter(s) causing an enhancement / reduction of emission intensities observed at low plasma heights?

(xiv) Why?

(xv) How do these depend on the metal substrate’s (or any additional material’s) shape / size / electrically conductive properties?

(xvi) What species / mechanism(s) are involved in the incorporation of Si during diamond growth when using (i) silane and (ii) a silicon substrate as the source of silicon?

This thesis highlights that there are many plausible excitation mechanisms beyond electron impact excitation, which is commonly accepted within literature to underpin most electronic excitations.

The strengths (and weaknesses) of the non-invasive technique, spatially-resolved Optical Emission Spectroscopy, are reiterated throughout this thesis (cf. traditional single height OES measurements). It seems remarkable that despite probing a minority of excited state species, which consumes ~ 1% of the total power density, that so much qualitative and quantitative diagnostic information can be deduced about the physical state and chemical composition of the plasma (e.g. spatially-resolved relative column densities of excited state species, gas temperatures, variations in the absorbed power density, reduced electric field and electron energy distribution function, etc) just by analysing their fluorescence.

This thesis demonstrates how spatially-resolved OES can continue to advance the understanding of prominent physical and chemical processes occurring within a range of MW-activated plasmas. Through combining such studies with 2-D physical chemical plasma kinetic modelling (and in the case of MW-activated Si-containing plasmas, studies using the ultra-sensitive absorption technique, Cavity Ring Down Spectroscopy), it has been possible to address the questions above, with insight into additional queries, for instance, the interplay of physical processes and their coupling to plasma parameters within MW-activated H and H/Ar plasmas, the prominent formation mechanism of anions in MW-activated C/H plasmas, etc. This thesis serves as a good reminder that despite a huge volume of
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literature and research on MW-activated C/H plasmas and the chemical vapour deposition of diamond, a complete understanding remains elusive.

Chapter 3 investigates H and H$_2$ optical emissions originating from MW-activated H and H/Ar plasmas. Through monitoring these emissions as a function of process conditions, it has been possible to rationalise their spatial variations and their variation with changes in operating conditions through the development of the first self-consistent MW-activated H (and H/Ar) plasma models under conditions relevant to etching of diamond. These combined studies offer insight into the first 5 questions of the first list and the first 5 questions of the second list (i.e. Questions i to v and Questions xi to xv), with many conclusions extrapolating to MW-activated C/H plasmas studies featuring in Chapters 4, 5 and 6. The modelling serves to highlight the interdependences between the physical plasma parameters, the gas phase processes, the number densities and column densities of different species. The coupling between the absorbed power density and MW electric field strengths, for example, impacts the gas temperature, thermal dissociation of H$_2$, and the reduced electric field strength, of which ionization and chemical kinetic rates, current densities (and therefore the absorbed power density, $T_e$, etc) all depend on. This thesis serves to clarify how the variation of these plasma parameters may impact the gas phase processes and therefore alter the number densities of ground states, excited states, ionized species, electrons etc, which are directly coupled to the absorbed power density and MW electric field strength, e.g. through inelastic collisions of electrons with H$_2$ generating ro-vibrational excitation.

The development of 2-D modelling enables the rationalisation of the observed variations in $I$(H$_2^*$) and $I$(H*) as a function of process conditions, and further enabled additional parameters, such as substrate diameter and $T_{sub}$, to be explored and rationalised. In order to explain the observed experimental trends, couplings between excited H($n > 1$) atoms with ground state H$_2$(X) molecules, and excited H$_2$ with ground state H($n = 1$) were required. Such couplings are demonstrated to extend to MW-activated Si/H and Si/C/H plasmas in Chapter 6, addressing Question vi, which features in the first list of questions.

Under the pressure conditions investigated in this thesis, it should not be assumed that observed variations in the H-Balmer ratio with changes in operating conditions reflect a change in the hyper-thermal component of the EEDF. Further, the couplings between H($n \geq 2$) and H$_2^*$ via their ground states could act to distort H$_2$(v, J) populations, resulting in perturbed $T_e$ estimations from $T_{ext}$ and $T_{vib}$ analysis of $I$(H$_2^*$). The investigations carried out in Chapter 3 instead conclude that whilst near-resonant energy transfers are necessary to explain variations in $I$(H*) and $I$(H$_2^*$) with changes in operating conditions, $I$(H$_2^*$) is generally more sensitive to the axial (and process condition dependent) variation of the EEDF($z$) with hyper-thermal energies. This chapter highlights that whilst hyper-thermal electrons are required to pump the high energy states of H, H$_2$, and Ar (when present), near-resonant excitation transfers are also required to rationalise changes in these emissions; further, it highlights that different excited states couple with one another, and hence the H-Balmer ratio is a poor means to estimate variations in the hyper-thermal component of the EEDF.

253
Chapter 3 uses the developed modelling and rationale to further probe the effect of decreasing substrate diameter and the impact that introducing argon into the gas flow has on the plasma parameters and gas phase processes. Both were found experimentally to increase $T_{\text{sub}}$ and relative emissions of H and H$_2$ near to the substrate. For decreasing the substrate diameter, this was a reflection of enhanced and local changes (both in magnitude and radial inhomogeneity) to the electric field strengths and changes to the hyper-thermal component of the EEDF (and perhaps electron density generated near the substrate edge), whilst for Ar addition, this was due to an additional couplings between the excited states of Ar with the excited states of H* and H$_2$* (and Ar* with H and H$_2$). The use of a 17 mm diameter substrate was also speculatively observed to collapse the sheath, whilst Ar did not. Further modelling did, however, illustrate that the addition of some Ar significantly expands the plasma. The effect of this is to increase the uniformity of [H] across the substrate diameter, an effect beneficial for homogeneous hydrogen termination, etching, and when methane is present, diamond growth, across larger areas in MW-activated (C)/H/(Ar) plasmas compared to the same conditions but without the presence of Ar, i.e. in MW-activated (C)/H plasmas.

The first evidence for the presence of anions is experimentally demonstrated in Chapter 4. This was achieved through the observation of emissions originating from the transition $C_2^+(B\rightarrow X)(0-0)$. Such an emission is embedded within the well-studied $C_2(d\rightarrow a)$, $\Delta v = -1$ emission, and hence has, until recently, remained elusive. Through comparisons with 2D modelling, it has been possible to deduce the prominent formation (and loss) mechanisms of the various states of C$_2$, and C$_2^-$ through developing a rationale on how their monitored emissions vary spatially and with respect to process conditions. It transpires the emitting state of C$_2^-$ is generated via dissociative electron attachment of C$_2$H (rather than electron impact excitation). Further modelling demonstrated that C$_3$H$^-$ and CN$^-$ are both also theoretical possibilities, formed through dissociative electron attachment of C$_2$H$_2$ and HCN respectively. The latter will be present whenever there is air contamination present within the plasma. This chapter addresses the second half of Question vii and Question viii on the first list of questions and contributes to Question xii in the context of anion chemistry.

Chapter 5 investigates emissions from the 3 lowest doublet excited states of the CH radical in MW-activated C/H plasmas with the intention of exploring the possibility of a sensitive thermal electron probe, and investigating the impact that varying substrate diameter would have on gas phase processes occurring within MW-activated C/H plasmas when $T_{\text{sub}}$ is suitably controlled, i.e. expanding on Questions iii to vii on the first list of questions. It transpires that the lowest lying CH doublet excited states, the CH(A) and CH(B) states likely have a substantial reactive contribution in its formation, (i.e. a chemiluminescent contribution), that surpasses EIE (electron impact excitation) of the CH(X) state as the prominent source of these emitting states in the hot plasma regions. Dependent on which of the three (at present, indistinguishable) proposed excitation mechanisms dominate, the conclusion may also extrapolate to the C$_2$(d) state studied in Chapter 4. Nonetheless, for $T_g \leq 2000$ K, it transpires that these
bands can still be used to probe the thermal component of the EEDF once reactive quenching has been considered. Therefore, to infer changes in \( n_e \) and / or the [CH(X)] radical, one would be better off monitoring the CH(C) state.

Chapter 6 combines OES and CRDS with 2-D plasma modelling to address Questions ix and x on the first list of questions and Question xvi in the additional list of questions, i.e. through combining a literature review of possible Si/H processes and an understanding of MW-activated H and C/H plasmas with diagnostic studies carried out on MW-activated Si/H, it is possible to speculate on prominent processes and speculatively rationalise the behaviour of Si-related species in MW-activated Si/H plasmas. Again, chemiluminescent contributions are evidenced for the production of SiH*.

By contrasting the method of introducing Si into the gas phase (by using dilute silane and through etching / thermal desorption of a surface activated silicon substrate) and the behaviour of the relevant emission intensities (and measured column densities) upon the addition of some methane, it seems probable that Si atoms are predominantly incorporated into the diamond lattice via thermal migration during the chemical vapour deposition process when grown heteroepitxially onto a silicon substrate, whilst incorporation via the gas phase is expected to be more prominent when silane is introduced as the source of silicon.

**7.2: Further Work**

This thesis demonstrates promising results, whilst addressing a range of questions in relation to plasma diagnostics applicable to MW-activated H, H/Ar, C/H, C/H/Ar, Si/H, Si/H/Ar and Si/C/H plasmas, and diamond growth more broadly. The findings highlight the interdependencies of various plasma parameters and the impact these have on the excitation (and quenching) of emitting species. The studies provide a critique of diagnostic techniques associated with optical emission spectroscopy, develops a better understanding behind the available toolkit and expands on both (the understanding and the available toolkit) for future MW-activated H-based plasma diagnostic investigations. Many of the conclusions reached in this thesis rely on the analysis of optical emissions being interpreted through an appropriately developed 2-D physical chemical plasma model. The requirement for such modelling highlights the difficulties associated with interpreting OES data at face value.

One of the interesting conclusions with Ar addition from a diamond growth perspective is that it can act to enhance radial uniformity of radicals across a substrate, i.e. facilitating growth uniformity, which combined with the radial expansion associated with Ar addition, could contribute an enhancement in spatial efficiency, a point of environmental interest (more diamonds can be grown across a larger surface area, reducing waste carbon contributions into the atmosphere and energy consumption per diamond grown). A natural expansion to this work would be to carry out comparative diamond growth experiments, (and diamond etching in MW-activated H plasmas) to demonstrate enhanced growth /
7. Concluding Remarks

etching) uniformity when Ar is present. Such experiments could be carried out as a function of radial distance with and without the presence of Ar, as a function of substrate diameter, and a combination of these. A larger substrate diameter with Ar present might be expected to provide a larger and more uniform plasma above the substrate (and therefore enhance growth uniformity) unlocking an alternative means to deposit across larger surface areas using MW-activated C/H plasmas (without compromising diamond quality or altering the input MW frequency; a parameter space worth investigating to unlock higher power densities). These studies would act to confirm, reinforce, and expand on the findings and general conclusions reached within this thesis, and further enhance the understanding behind the impact these plasma parameters have on diamond growth / etching.

For such studies to have maximal impact, it must be understood what impact the presence of a diamond substrate has on plasma parameters. This warrants further OES investigations on substrate material, size, shape, thickness, chemical activity etc, as is begun in Chapter 3 with varying substrate diameter, the introduction of Al₂O₃ substrates, and in Chapter 6 with the addition of a silicon wafer disc. This thesis contributes to the available toolkit required for such studies and illustrates how such studies could be carried out.

Chapter 6 also provides a preliminary insight into MW-activated Si/H plasmas and a proposed benchmark model for understanding MW-activated Si/C/H plasmas. Further OES analysis, CRDS collection, complementary 2-D plasma modelling of MW-activated Si/C/H plasmas and growth experiments (providing a comparison between the use of silane and silicon substrates) are required for a more complete understanding.

As demonstrated in Chapter 6, time-resolved OES studies can be useful for demonstrating how the contents of a plasma (and the impacted parameters) vary as a function of time, as exampled with silicon content (inferred by the evolution of $I(Si^*)(t)$) and the hyper-thermal component of the EEDF (inferred by the time evolution of $I(H^*)(t)$). With my guidance, Talia Solel demonstrated in her thesis that the concept extends to $I(C_2^*)(t)$, which can be taken as a useful indicator for the time evolution of total carbon content within the hot plasma region of a custom designed DC-activated C/H plasma with a particularly large volume.¹

There are additional time-evolutionary systems that my colleagues and I have since envisaged and experimented with in a collaborative effort to enhance the overall carbon efficiency during diamond CVD growth. These results are currently awaiting a patent application, but provide further demonstration that $I(C_2^*)(t)$ and $I(CH^*)(t)$ can be taken as indicative of time-evolving total carbon content and CH₃ group radicals respectively.

An alternative means to grow diamond more efficiently (with regards to gas usage, in addition to those aforementioned) might be to dramatically reduce the total gas flow, whilst maintaining a constant pressure and input C/H ratio. The advantage of lower gas flows would be to conserve expensive gases,
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reducing expense and environmental impact. Such a system could take a substantial time period to reach steady-state, and therefore might be expected to demonstrate some level of time-evolution within the gas phase chemistry, and hence time-resolved OES would make a suitable method to probe such systems. Theoretically, reducing gas flow should not significantly disrupt number densities of different radical species for a plasma operating under steady-state at a fixed pressure, and therefore growth rate should hypothetically be invariant within a perfectly vacuum-tight system.

In a more realistic system, however, there is a trade off between the advantages of reduced total gas flow and the advantages associated with the use of higher gas flows; in accordance to Equation 2.20 (a) in Chapter 2, the use of a higher total gas flow acts to reduce vacuum leak contributions. Therefore, care must be taken to minimise such contributions; one approach to avoid this might be to minimise air leak contributions (cf. air impurities of the sourced gases), another might be to minimise both air leaks and air impurities of the sourced gases.

An interesting follow on study that I will be working on as part of my Bristol postdoctoral research contract is to facilitate a bridging between these two cases, i.e. investigating the gas phase processes and diamond growth as a function of total gas flow (and time when appropriate). A careful exploration of these parameter spaces should facilitate a compromise between the conceived advantages of a large gas flow (i.e. a dilution and more rapid removal of air impurity from any vacuum air leak) and the advantages of total gas flow reduction (i.e. enhancing growth efficiency, minimising use of expensive gases, waste of gases, and a minimisation of environmental impact).

Reference

A2: Appendix for Chapter 2


i.e. \( N(4F_{9/2}) \approx N(4I_{11/2}) \approx 0, N_{tot} \approx N(4F_{9/2}) + N(4F_{3/2}) \)

Neglecting degeneracy of states for simplicity;

\[
\frac{dN(4I_{3})}{dt} = W_{p}N(4I_{9}) - A_{(\frac{3}{2} \rightarrow \frac{11}{2})}N(4F_{3}) - W_{p}N(4F_{3}) + N(4I_{11})
\]

By assuming \( dN(4F_{3/2})/dt = 0 \), and that \( N(4F_{3}) - N(4I_{11}) = \Delta N \);

\[
0 \approx W_{p}N_{tot} - (W_{p} + A_{(\frac{3}{2} \rightarrow \frac{11}{2})} + \rho cB_{(\frac{3}{2} \rightarrow \frac{11}{2})}\Delta N
\]

i.e. \( \Delta N \approx \frac{W_{p}N_{tot}}{W_{p} + A_{(\frac{3}{2} \rightarrow \frac{11}{2})} + \rho cB_{(\frac{3}{2} \rightarrow \frac{11}{2})}} > 0 \)

where \( N(X) = \) the population of state \( X \), \( W_{p} \) is the effective pumping rate, \( A = \) Einstein A emission coefficient of a transition, \( B = \) Einstein-B absorption coefficient of a transition, \( \rho = \) the radiation density, and \( c = \) the speed of light.
A3.1: \( I_{em}(\lambda, \ z) \) image taken under base conditions in the \( \lambda \) range (horizontal axis) between 564 and 635 nm, and a vertical axis spanning \(-3 \leq z \leq 27\) mm, whereby \( z = 0 \) defines the top of the substrate. (b) The Hz(d→a)(0-0) Q-branch lines up to Q11 are identified with the intensity summed between \( 3 \leq z \leq 6\) mm.
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A3.2: (a) $I_{em}(\lambda, z)$ image taken under base conditions in the $\lambda$ range (horizontal axis) between 422 and 497 nm, and a vertical axis spanning $-3 \leq z \leq 27$ mm, whereby $z = 0$ defines the top of the substrate. (b) The $H_2(d \rightarrow a)(0-0)$ Q-branch lines up to Q11 are identified with the intensity summed between $3 \leq z \leq 6$ mm.

A3.3: A Boltzmann plot carried out on $I_{em}(H_2(e \rightarrow a))$ analysed between $9 \leq z \leq 12$ mm under base conditions, as defined for Chapter 3. Line of best fit gradient $= - (4.7 \pm 0.7) \times 10^{19}$ J$^{-1}$. 
A3.4: (a) $I(\text{H}_2(\text{d} \rightarrow \text{a}))$ and (b) $I(\text{H}_\alpha)$ emission profiles, for $p = 75$ (dashed red), 150 (continuous black) and 275 (smaller dashed blue) Torr (identified in the inset of (a)) with a 17 mm substrate and a spacer wire of 0.004”, for $P = 0.9$ kW under otherwise base conditions. Figure (b) inset illustrates a black and white photograph illustrating the annular ring present under $p = 75$ Torr and $p = 150$ Torr. $d_{\text{sub}} = 17$ mm under otherwise base conditions.
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A3.5: (a) $I(H_2(d\rightarrow a))$ and (b) $I(H_a)$ emission profiles, for $p = 75$ (dashed red), 150 (continuous black) and 275 (smaller dashed blue) Torr (identified in the inset of (a)) with a 17 mm substrate and a spacer wire of 0.004”, for $P = 1.85$ kW under otherwise base conditions. Figure (b) inset illustrates a black and white photograph illustrating the annular ring present under $p = 75$ Torr and $p = 150$ Torr, $d_{sub} = 17$ mm under otherwise base conditions.
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A4: Appendix for Chapter 4

Appendix diagrams for Chapter 4:

A4.1: A proposed molecular orbital diagram of $C_2^-$ (a) ground state and (b) investigated excited state formed by linear combination of the orbital states of two interacting C atoms.

A4.2: A proposed molecular orbital diagram of $C_2$ (a) lowest lying metastable triplet state and (b) investigated excited state formed by linear combination of the orbital states of two interacting C atoms.
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A4.3: A derivation for equating emission intensities to plasma parameters, featuring in Equation 4.07.

\[ [C_2(a)] = \frac{\text{Rate of Forward Reaction 4.01}}{\text{Rate of Backward Reaction 4.01}} \times \frac{\text{Rate of Forward Reaction 4.02}}{\text{Rate of Backward Reaction 4.02}} \]

\[ [C_2(a)] = \frac{[C_2H_2][H]k_{4.01}}{[C_2H][H_2]k_{-4.01}} \times \frac{[C_2H][H]k_{4.02}}{[H_2]k_{-4.02}} \]

The \([C_2H]\) cancel on the numerator and denominator to give:

\[ [C_2(a)] = \frac{[C_2H_2] \times k_{4.01} \times k_{4.02}}{k_{-4.01} \times k_{-4.02}} \times \frac{[H]^2}{[H_2]^2} \]

\([C_2(d)]\) can be calculated by balancing Process 4.03 with Processes 4.04 and 4.05:

\[ [C_2(d)] = [C_2(a)] \frac{n_e \times k_{4.03}}{A_{4.04} + [H_2] \times k_{4.05}} \]

Crudely, the column density of \([C_2(d)]\) can be approximated as:

\[ \{C_2(d)\} \sim 2R_{pl}[C_2(d)] \]

By assuming that the emission observed is proportional to the column density of \(C_2^*\), one can derive Equation 4.07:

\[ I_{em}(C_2^*) \sim 2R_{pl} \left( \frac{n_e \times k_{5.03}}{A_{5.04} + [H_2] \times k_{5.05}} \right) \times \frac{[C_2H_2] \times k_{4.01} \times k_{4.02}}{k_{-4.01} \times k_{-4.02}} \times \frac{[H]^2}{[H_2]^2} \]  \hspace{1cm} (4.07) \]

Terms have been defined in the relevant sections of Chapter 4.

A4.4: A derivation for equating emission intensities to plasma parameters, featuring in Equation 4.19.

\[ \text{Rate of } C_2^- \text{ Formation} = \text{Rate of } C_2^- \text{ Loss} \]

\[ k_{5.17} \left[ C_2H \right] \times n_e = \left( [H]k_{-5.17} + A_{5.18} \right) \times [C_2^-] \]

\[ [C_2^-] = \frac{k_{5.17} \left[ C_2H \right] \times n_e}{[H]k_{-5.17} + A_{5.18}} = \frac{k_{5.17} \left[ C_2H_2 \right] \times n_e \times k_{5.01}}{[H]k_{-5.17} + A_{5.18} \times k_{-5.01} \times [H_2]} \]

Following a similar conversion of \([C_2^-]\) to \(\{C_2^-\}\) as used for \([C_2(d)]\), \(I_{em}(C_2^-)\) can be approximated, as given by Equation 4.19.

\[ I_{em}(C_2^-) \sim 2R_{pl} \times \frac{k_{5.17} \left[ C_2H_2 \right] \times n_e \times k_{5.01}}{[H] \times k_{-5.17} + A_{5.18} \times k_{-5.01} \times [H_2]} \] \hspace{1cm} (4.19) \]

Terms have been defined in the relevant sections of Chapter 4.
A5.1: A proposed molecular orbital diagram of CH doublet (a) ground state (b) lowest lying excited state, (c) second lowest lying excited state and (d) third lowest lying excited state formed by linear combination of the orbital states of an H atom interacting with a C atom.
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A5.2: A brief derivation for Equation 5.03

\[
R \left( \frac{C}{A} \right) = \frac{A_c \lambda \epsilon_d \epsilon_c k_{EIE} (C \leftarrow X) (k_{QA}[Q] + A_A)}{A_A \lambda_c \epsilon_d \epsilon_c k_{EIE} (A \leftarrow X) (k_{QC}[Q] + A_C)} = R(A)R(\lambda)R(\epsilon) \frac{k_{EIE} (C \leftarrow X) (k_{QA}[Q] + A_A)}{k_{EIE} (A \leftarrow X) (k_{QC}[Q] + A_C)}
\]

\[
k_{EIE} (C \leftarrow X) = \frac{k_{EIE} (C \leftarrow X)}{k_{EIE} (A \leftarrow X)} = e^{-\Delta E/kT_e}
\]

\[
R \left( \frac{C}{A} \right) = R(A)R(\lambda)R(\epsilon) \left( \frac{k_{QA}[Q] + A_A}{k_{QC}[Q] + A_C} \right) e^{-\Delta E/kT_e}
\]

A5.3: Reflection efficiency of the most implemented grating utilised in this Thesis, 700 groves mm\(^{-1}\) as a \(f(\lambda)\).
A5.4: BU curve demonstrates detection efficiency of the Newton 940 CCD as a $f(\lambda)$. 
A5.5: A Relaxation of Equation 5.04

\[ R \left( \frac{C}{A} \right) = m \ e^{-\Delta E/kT_e} \]

Equation 5.04 can be differentiated with respect to \( kT_e \):

\[ \frac{dR}{dkT_e} \left( \frac{C}{A} \right) = \frac{\Delta E}{(kT_e)^2} \times m \ e^{-\frac{\Delta E}{kT_e}} = \frac{\Delta E}{(kT_e)^2} \times R \left( \frac{C}{A} \right) \]

Under the assumption that \( dR(C/A)/dT_e = dR(C/A)/dz \times dz/dT_e \), this can be rearranged to give:

\[ \frac{dT_e}{dz} = \frac{dR}{dz} \left( \frac{C}{A} \right) \times \frac{(kT_e(z))^2}{\Delta E} \times \frac{1}{R \left( \frac{C}{A} \right)} \]

d\( T_e \)/dz can then be integrated:

\[ kT_e(z) = -\frac{\Delta E}{\ln \left[ R \left( \frac{C}{A} \right)(z) \right]} \]

\( kT_e(z + dz) \) can be approximated as:

\[ kT_e(z + dz) = kT_e(z) + \Delta z \frac{dT_e}{dz} + \Delta z^2 \frac{d^2 T_e}{dz^2} \ldots \]

Where \( d^2 T_e/dz^2 \) is given by:

\[ \frac{d^2 T_e}{dz^2} = \frac{d^2 R}{dz^2} \left( \frac{C}{A} \right) \times \frac{(kT_e(z))^2}{\Delta E} \times \frac{1}{R \left( \frac{C}{A} \right)} + \left( \frac{dR}{dz} \right)^2 \times \frac{(kT_e(z))^2}{\Delta E} \times \frac{1}{R \left( \frac{C}{A} \right)^2} \times \left( \frac{2kT_e}{\Delta E} - 1 \right) \]

Assuming that \( \Delta z^2 \times d^2 T_e/dz^2 \ll \Delta z \times dT_e/dz \):

\[ kT_e(z + dz) = kT_e(z) + \Delta z \times \frac{dR}{dz} \left( \frac{C}{A} \right) \times \frac{(kT_e(z))^2}{\Delta E} \times \frac{1}{R \left( \frac{C}{A} \right)} \]

Where \( d(R(C/A))/dz \) can be derived from the previously reported \( R(C/A)(z) \) under the assumption that \( \Delta z = dz = 1.5 \) mm. \( T_e(z + 2dz) \) and \( T_e(z - dz) \) can be calculated iteratively from the above by redefining \( T_e(z + dz) \) as \( T_e(z) \). Produces incorrect \( T_e(z) \) and even negative values at low \( z \); requires a more careful consideration of boundary conditions. Fits the form of \( T_e(z) = 1/\ln(mI_A/I_C)^\beta(z) \).
A5.6: $I_{em}(C\rightarrow X)$, $I_{em}(A\rightarrow X)$, $R(C/A)$, modelled $\{CH(A)\}$, $\{CH(C)\}$ and their ratio, i.e. $\{CH(C)\}/\{CH(A)\}$ labelled as $R((C/A))$ under base conditions with consideration of Electron Impact Excitation and photoemission.
A6: Appendix for Chapter 6

A6.1: A proposed molecular orbital diagram of SiH doublet (a) ground state (b) lowest lying excited state, formed by a linear combination of the orbital states of an H atom interacting with a Si atom.
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A6.2: (a) An illustrative diagram demonstrating the Si(3s^23p^4s, 3P^o, J = 0→3s^23p^2, 3P, J = 1). Notably, A and B demonstrate the peak as a function of wavenumber, and G demonstrates an exponential decay upon sitting on the peak absorption and turning off the silane flow. (b) a zoomed in region of (a) sitting on the peak Si absorption and varying \( F_{\text{arms}}(\text{H}_2) \) (labelled on diagram), whilst maintaining a constant \( F_{\text{eff}}(\text{H}_2) \). The diagram is illustrative that peak absorption did not vary substantially upon the variation of \( F_{\text{arms}}(\text{H}_2) \).

Graph A6.2 illustrates Si absorption, as a function of height, gas flows, and are plotted as a function of time. No attempt has been made to spectrally calibrate this data, it is reported as collected as a function of time. In Figure A6.2 (a), A and B are wavelength scans at \( z = 10.5 \) and 25.7 mm across the Si absorption peak, C is a near absorption peak decay occurring due to a switch off at silane (\( z = 25.7 \) mm). Silane is turned on to \( F(\text{SiH}_4) = 0.5 \) sccm at D, E is locating the exact Si peak absorption at \( z = 10.5 \) mm, of which region F and onward is collected. F is covered in Figure A6.2 (b), G is an exponential decay of Si after switching off silane, H features a decay from the same flow rate at \( z = 25.7 \) mm, same silane flow. Figure A6.1 (b) illustrates, that provided the laser power doesn’t drop significantly and that there is no signal saturation, after a flow adjustment period, the absorption of laser light by Si atoms remains the same for \( F_{\text{eff}}(\text{H}_2) = 300 \) sccm, \( F(\text{SiH}_4) = 0.5 \) sccm, \( p = 150 \) Torr, \( P = 1.5 \) kW, \( z = 10.5 \) mm, between the range of 50 \( \leq F_{\text{arms}}(\text{H}_2) \leq 250 \) sccm, i.e. gas flown through the arms is well-mixed with the plasma (and well calibrated), an assumption made in Chapter 6.
A6.3: Table of % change in \{\text{Si}(J = 0)\} with $F_{\text{arms}}(\text{H}_2)$ via Indicative Areas

<table>
<thead>
<tr>
<th>$F_{\text{arms}}(\text{H}_2)$</th>
<th>Uncalibrated Area</th>
<th>% change in {\text{Si}(J = 0)}</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 sccm</td>
<td>9.464×10^{17}</td>
<td>−10.3%</td>
</tr>
<tr>
<td>300 sccm</td>
<td>1.056×10^{18}</td>
<td>0%</td>
</tr>
<tr>
<td>500 sccm</td>
<td>9.985×10^{17}</td>
<td>−6.72%</td>
</tr>
</tbody>
</table>

A6.3: Table calculating an uncalibrated Guassian fitted peak area for $F_{\text{arms}}(\text{H}_2) = 100$, 300 and 500 sccm ($F_{\text{tot}}(\text{H}_2) = 600$ sccm) under otherwise CRDS defined base conditions (for a MW-activated Si/H plasma), as defined in Chapter 6. Second row demonstrates percentage change in peak area (and therefore \{\text{Si}(J = 0)\}) as a f($F_{\text{arms}}(\text{H}_2)$) relative to $F_{\text{arms}}(\text{H}_2) = 300$ sccm for $F(\text{SiH}_3/\text{H}_2) = 0.5$ sccm.

A6.4: Si$_2$H$_x$ species

With higher fractions of methane, C$_2$H$_a$ ($0 \leq a \leq 6$) species dominate, generated by CH$_a$ ($0 \leq z \leq 6$) radical-radical addition reactions. An explanation, which may account for the missing Si content could be the presence of [Si$_2$H$_{x+z-y}$] radicals generated by SiH$_x$ and SiH$_z$ addition reactions, whereby $0 \leq x \leq 4$, $0 \leq z \leq 3$ and $0 \leq y \leq 2$ as described by Process A6.1:

$$\text{SiH}_x + \text{SiH}_z \leftrightarrow \text{Si}_2\text{H}_{x+z-y} + \text{H}_y \quad (A6.1)$$

Process 6.14 is a generic reaction representing Si-Si radical addition. The forward reaction relies on two minority species, whilst the reverse reaction relies on a majority species. For Process A6.1 to be significant, the forward reaction would require large rate coefficients. References 1 and 2 both provide incomplete temperature-dependent rate coefficients for some of the proposed reactions. Reference 1 provides more recent values optimised to provide agreement with multiple other author’s contributions across a temperature range of $\sim 600 \leq T_g \leq 1750$ K but omits slow reactions. Reference 2 provides the temperature-dependence required to calculate rate coefficients for an incomplete list of some faster and slower rates. These values were extrapolated by the authors to $T_g = 1800$ K for their modelling.

Using Reference 2, it is possible to crudely calculate rate coefficients, rates for $T_g = 750$ K and 3000 K. The forward reaction of Process A6.1 provides the largest rate coefficient ($k_{A6.1}$) for $x = 2$, $z = 1$, $m = x + z - y = 3$ ($y = 0$, i.e. no H atoms) with values of $\sim 5.5 \times 10^{-12}$ and $1.50 \times 10^{-11}$ cm$^3$molecule$^{-1}$s$^{-1}$ for $T_g = 750$ K and 3000 K. The largest reverse rate coefficient for Process A6.1, ($k_{-A6.1}$), are provided by radicals with $x = 4$, $z = 2$, $m = 4$ and $y = 2$ yielding rate coefficients of $\sim 2.7 \times 10^{-8}$ and $7.4 \times 10^{-8}$ cm$^3$molecule$^{-1}$s$^{-1}$ for $T_g = 750$ and 3000 K respectively.

The forward reaction rate coefficient is sufficiently low for two reacting minority species (relative to the faster H-shifting reactions of SiH$_x$ and Si$_2$H$_m$ species and the calculated $k_{-A6.1}$, which involves collisional dissociation of SiH$_a$ with the majority species, H$_2$) that the [Si$_2$H$_m$] content should be negligible under the investigated conditions.
A6.5: H$_3$SiOH$_m$ species

There is an unavoidable leak contribution attributed to using the reflective mirrors in the CRDS experiments, ($X_0$(leak) \sim 10 ppm, which is much larger than the input silane fraction, $X_0$(SiH$_4$) = 0.83 ppm under base conditions). This problem is unavoidable with the current setup; using higher silane fractions (under base conditions) results in saturation. Conversely, in the OES experiments reported, the silane fraction used under OES-defined base conditions ($X_0$(SiH$_4$) = 47.6 ppm) was significantly larger than the attributed leak rate (0.25 ppm). Alim Lalji’s preliminary OES studies carried out under OES-defined base conditions ($X_0$(SiH$_4$) = 47.6 ppm) demonstrated that a more comparable leak ($X_0$(leak) \sim 10 ppm) had little bearing on the reported trends.

As noted in Chapter 3, O$_2$ impurity within MW-activated H plasmas acts to generate H$_2$O and OH radicals. There is a rich and complex chemistry between Si- and O-containing species, which have been studied in the context of SiO$_2$ deposition and atmospheric plasmas. Some of the more important reactants include but are not limited to SiH$_4$ and SiH$_3$ reacting with both OH and O$_2$ and SiH$_2$ and SiH with O$_2$. Processes A6.2 and A6.3 (a) and (b), A6.4, A6.5 (a) and (b) and A6.6 are just a few examples.$^4$

\[
\text{SiH}_3 + \text{OH} \rightarrow \text{H}_2\text{SiO} + \text{H} \\
\text{SiH} + \text{O}_2 \rightarrow \text{SiOH} + \text{O} \\
\text{SiH} + \text{O}_2 \rightarrow \text{SiO}_2 + \text{H} \\
\text{Si}({}^1\text{S}) + \text{H}_2\text{O} \rightarrow \text{SiO} + \text{H}_2 \\
\text{Si}({}^3\text{P}) + \text{OH} \rightarrow \text{SiO} + \text{H} \\
\text{Si}({}^3\text{P}) + \text{OH} \rightarrow \text{SiOH} \\
\text{SiOH} + \text{H} \rightarrow \text{Si} + \text{H}_2\text{O}
\]

(A6.2) (A6.3 a) (A6.3 b) (A6.4) (A6.5 a) (A6.5 b) (A6.6)

Processes A6.2 and A6.3 (a) and (b) are crudely reported in Reference 4 to be temperature-independent with rate coefficients of $8.31 \times 10^{-12}$, $8.5 \times 10^{-11}$ and $8.5 \times 10^{-11}$ cm$^{-3}$molecule$^{-1}$s$^{-1}$ respectively.$^4$ Process A6.5 (a) has also previously been assumed to have a temperature-independence, with an approximated value of $\sim 10^{-10}$ cm$^{-3}$molecule$^{-1}$s$^{-1}$. The temperature-dependence has since been produced for Process A6.5 (b) with a rate coefficient of $\sim 1.83 \times 10^{-11}$ and $8.1 \times 10^{-12}$ cm$^{-3}$molecule$^{-1}$s$^{-1}$ for $T_g = 750$ and 3000 K.$^5$ Whilst these rate coefficients may be comparable to those estimated for the production of Si$_2$H$_m$ radicals in the hot plasma regions, reverse reactions are not quoted in Reference 6 indicating that, at least in the cooler regions, rates of SiOH$_x$ removal via thermal decomposition are insignificant. Gómez Martín et al. $^7$ reinforce this notion, noting that once formed, SiO has has no exothermic processes to recycle back to Si in their low temperature studies ($190 \leq T_g \leq 500$ K). Further, the dissociation energy of SiO is estimated to be 7.34 eV, much larger than the thermal energies
available. The authors also note a distinct lack of reactivity between Si(3P) and H2O, which is spin-forbidden.

Once formed, SiO would require high energy electrons or H atoms to recycle SiO (and by extension SiOH) radicals back into oxygen-free Si. Through the use of the heat of formation values provided in Table 6.1, the enthalpy of reaction for Processes A6.4, A6.5 (a) and (b), and A6.6 are calculated to be \(-3.09\) eV mol\(^{-1}\), \(-3.72\) eV mol\(^{-1}\), \(-5.05\) eV mol\(^{-1}\) and \(-0.11\) eV mol\(^{-1}\) starting with (\(f\) ending in) ground state Si, (i.e. an overestimate for those involving the Si(1S) state), i.e. all are exothermic. Using comparable reactions (i.e. H + H\(_2\)SiOH \(\rightarrow\) SiH\(_2\) + H\(_2\)) from Reference 8, Process A6.6 has been approximated to have rate coefficients of \(\sim 3.03 \times 10^{-12}\) and \(1.01 \times 10^{-11}\) cm\(^{-3}\) molecule\(^{-1}\) s\(^{-1}\) for \(T_g = 750\) and 3000 K.

Neglecting additional routes, additional SiOH, species, and assuming [H\(_2\)O] \(\sim 0.2\) [leak] \(\sim 0.2\) \(X_0(\text{leak})[\text{H}_2]\), Processes A6.5 (b) and A6.6 can very crudely be approximated to be in a steady-state within the chamber. In doing so, Equation A6.7 can be derived:

\[
\frac{[\text{Si}]}{[\text{SiOH}]} \approx \frac{[\text{H}]k_{\text{A6.6}}}{[\text{H}_2\text{O}]k_{\text{A6.5 (b)}}} \approx \frac{[\text{H}]k_{\text{A6.6}}}{0.2X_0(\text{leak})[\text{H}_2]k_{\text{A6.5 (b)}}} \tag{A6.7}
\]

Using [H] \(\sim 4.08 \times 10^{15}\) and 6.67 \(\times 10^{16}\) cm\(^{-3}\) for \(T_g = 750\) K (\(r = 53.5\) mm, \(z = 10\) mm) and \(\sim 3000\) K (\(r \sim 0\) mm, \(z = 10\) mm) and [H\(_2\)] \(\sim 1.92 \times 10^{18}\) and \(\sim 3.91 \times 10^{17}\) cm\(^{-3}\) for these temperatures, Equation A6.7 yields values of \(\sim 200\) and \(\sim 110,000\) for \(T_g = 750\) and \(~3000\) K for the CRDS experiments (leak rate of 10 ppm) and of \(\sim 7000\) and \(\sim 43,000,000\) for OES leak rate of 0.25 ppm. Whilst an oversimplified problem, there is an important point that can be taken away from this simple calculation: [SiOH] radicals are significantly higher in the cool plasma regions (cf. the hotter regions). Close to the reactor wall, modelling calculates \(T_g = 340\) to 413 K with [H] ranging between \(2.78 \times 10^{13}\) to \(1.04 \times 10^{15}\) cm\(^{-3}\) and [H\(_2\)] = 4.26 to 3.51 \(\times 10^{18}\) cm\(^{-3}\). Rate coefficients are calculated to be \(k_{\text{A6.5 (b)}} = 2.9\) to \(2.6 \times 10^{-11}\) cm\(^{-3}\)molecule\(^{-1}\)s\(^{-1}\) and \(k_{\text{A6.6}} = 1.02 \times 10^{-11}\) cm\(^{-3}\)molecule\(^{-1}\)s\(^{-1}\) with Equation A6.7 yielding values ranging from 1 to 50, i.e. in this particularly crude model, at best, SiOH:Si is \(\sim 1:1\). Whilst this oversimplified model predicts that the majority of Si species should be Si atoms, the reality is many H\(_2\)SiOH\(_y\) species will be stable and can be formed by many routes, which have not been described, whilst there are fewer possible H\(_2\)SiOH\(_y\) species loss mechanisms. Further, a 1:1 ratio would act to reduce [Si] content by \(~50\%\) in the coolest regions (which contributes the highest weighting in [Si] measurements). Process A6.6 is just an example provides the largest rate coefficient for such losses. It is therefore believable that oxygen-containing species could dominate in the coolest regions providing a rationale behind the calculated \(T_{\text{Si}} \sim 750\) K, rather than the expected \(T_{\text{Si}} \sim 400\) K, were the CRDS measurements to be taken at face value; [Si] would otherwise be expected to maximise in the coolest regions of the plasma (assuming a negligible leak, as well as a well-mixed and processed silicon content), the addition of oxygen would act to reduce [Si] in the cooler regions (instead replacing it with
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H$_2$SiOH$_y$ species), and therefore reduce {Si} significantly (which is most sensitive to the coolest regions due to the larger associated number densities, in accordance to the ideal gas law).

Processes A6.2 to A6.6 do not begin to capture the full complexity of Si/H/O dynamics, and to illustrate this, Section A6.6 speculates on the role metastable Si singlet states could play in such chemistry. The reactions and discussion presented above serve to highlight two key points; oxygen may act to perturb MW-activated Si/H chemistry significantly and generate SiO-containing radicals and act as a gutter for SiH$_x$ content in the cool plasma regions.

**A6.6: Possible Roles of Metastable Si Singlet States**

There is also the possible interplay of the low lying metastable states of Si; the two lowest lying Si(3$s^2$3$p^2$) singlet states (1$D_2$ and 1$S_0$) have energies of 0.78 eV and 1.91 eV respectively (cf. $<E>$ ~ 0.259 eV at $T_g$ = 3000 K). If these states maintained a thermal Boltzmann population with the ground state, the relative Si(1$D_2$) concentration would be small (~ 2.7% once the 5- and 9-fold degeneracies of the Si singlet (1$D_2$) and the ground triplet states have been considered). If these states were in a thermal equilibrium dictated by $T_e$ (assumed to be ~1.2 eV), the Si(1$D_2$) may account for slightly more {Si} content. Both states can be generated by alternative excitation mechanisms (explored in Section 6.3.2), e.g. by Process 6.13, 6.15 (a), 6.16 (a), 6.17, 6.18 (b), and 6.21, and are metastable at face value, which might act to increase their populations. However, as noted, Si(1$D_2$) has a large rate coefficient with H$_2$O, even at $T_g$ = 300 K ($2.3 \pm 0.3 \times 10^{10}$ cm$^{-3}$ molecule$^{-1}$s$^{-1}$), which could facilitate a further enhancement in the gettinger of Si content in the form of SiOH radicals.

The formation of such states would require a non-spin conserving EIE from the ground state and may suffer from reactive collisions with H and H$_2$. This would act to reduce the metastability of the Si singlet states.

At this point, it seems reasonable to make a speculative comparison between Si/H plasmas and N$_2$/H plasmas. In MW-activated N$_2$/H$_2$ plasmas, the metastable N$_2$(A$^3\Sigma_u^+$) state holds an energy of 6.2 eV above the ground state (significantly larger than the Si(1$D_2$) state) and plays a crucial role in the gas phase chemistry. N$_2$(A$^3\Sigma_u^+$) is populated via electron impact excitation of the N$_2$ ground state and reacts via dissociative H-addition to form NH and N. These radicals can undergo further H-shifting reactions and form a resulting NH$_x$ number density. This draws two stark similarities / comparisons, a potential role of a metastable state, and a loss mechanism (resulting in NH radicals (comparable to SiO) in the analogy). There are two key differences in this comparison; the first is that the energies of the two states (0.78 eV versus 6.2 eV, assuming $T_e$ ~ 1.2 eV) act in favour of producing a larger Si(1$D_2$) population; the second is that there are loss mechanism for the resulting NH$_x$ radicals (e.g. two N atoms recombining to form N$_2$), which would not present in the Si/H case (whereby generation of SiO has been deemed semi-irreversible). In spite of this, the resulting steady-state [N$_2$(A$^3\Sigma_u^+$)] and [NH$_x$] number densities account for ~ 2% of total nitrogen content within N$_2$/H plasmas. Given additional production
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mechanisms for the formation mechanism of Si(3s$^2$3p$^2$, $^1D_2$) state, the significantly lower energy (cf. the N$_2$(A$^3\Sigma^+$) state) and the semi-reversible production of SiO (when air impurity is present), it could be anticipated that [Si($^1D_2$)] + [SiOH$z$] make up a significantly larger percentage of the total Si content than [N$_2$(A)] + [NH$_x$] do in N$_2$/H plasmas.$^{11,12}$ Inconclusively, this comparison makes it seem reasonable to suggest that the metastable Si singlet states may contribute to an enhancement in the gettering of Si as SiOH radicals, but alone would not account for a significant amount of the missing Si content, whether air is present or not, unless the population was dictated by alternative excitation mechanisms (e.g. quenching of excited states, electron-ion recombination and other mechanisms explored in Section 6.3.2), rather than a Boltzmann distribution centred around $T_g = 3000$ K (in the hot plasma regions).

The preliminary 2-D modelling is only beginning to account for the metastability of the Si spin-states and their differences in reactivity with air impurity H$_2$O and therefore, at present, does not comment on these effects.
A6.7: Alternative $I(\text{Si}^*)$ spatial distribution

A6.7: (a) Second spatial distribution of $I(\text{Si}^*)$ singlet, which is speculated to arise in a ‘dirty’ chamber. $I(\text{Si}^*)$ variation with an additional low $z$ component as a function of $F(\text{SiH}_4)$ (5 ppm air impurity) under otherwise MW-activated Si/H OES defined base conditions, as defined in Chapter 6. (b) Under base conditions, $I(\text{Si}^*)$ from Figure A6.7(a), shown in red, can be described by a linear combination of $I(\text{Si}^*)$ (Basis Function 1, the black curve, collected with 5 ppm air impurity by Alim Lalji), under base conditions in a ‘clean’ chamber (as reported in Chapter 6), and an etching component, Basis Function 2 (collected in a MW-activated H plasma etching a Si substrate under otherwise base conditions, as described in Chapter 6, Section 6.3.8, blue curve). BF1+ BF2 produce the pink ‘Best Fit’ curve. The reduced residual squared was minimised to fit the ‘Best Fit’ curve to the red curve. The green curve demonstrates the residual between the two. (c) The multiplication factor $A$ (*BF2 curve) and $B$ (*BF1 curve) used to describe $I(\text{Si}^*)$ reported in A6.7(a), as a function of $F(\text{SiH}_4)$. 
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