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GAN-BASED EFFECTIVE BIT DEPTH ADAPTATION FOR PERCEPTUAL VIDEO COMPRESSION
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ABSTRACT
Resolution and effective bit depth (EBD) adaptation have been recently utilised in video compression to improve coding efficiency. This type of approach dynamically reduces spatial/temporal resolutions and effective bit depth at the encoder and restores the original video formats during decoding. In this paper, a convolutional neural networks (CNN) based EBD adaptation method is presented for perceptual video compression, in which the employed CNN models are trained using a generative adversarial network (GAN), with perception-based loss functions. This method was integrated into the HEVC HM 16.20 reference software and fully evaluated on test sequences from the JVET Common Test Conditions using the Random Access configuration. The results show significant coding gains achieved on all test sequences with an overall bit rate saving of 24.8% (Bjøntegaard Delta measurement) based on a perceptual quality metric, VMAF.

Index Terms— Effective bit depth adaptation, CNN, GAN, HEVC, Perceptual video compression.

1. INTRODUCTION
In recent years the demand for more immersive video content with extended parameter spaces (higher spatial resolutions, frame rates, dynamic ranges and colour gamuts) has challenged the operational limits of video acquisition, compression and delivery [1]. In this context, ISO/IEC MPEG and ITU-T VCEG have jointly initialised a new video coding standard, Versatile Video Coding (VVC) [2], targeting 30-50% coding gains over the current standard, High Efficiency Video Coding (HEVC) [3]. Moreover, an open-source and royalty free video coding format, AOMedia Video 1 (AV1) [4] has been proposed by the Alliance for Open Media (AOM) [5] primarily for Internet streaming, which targets enhanced performance over and above HEVC [6].

To further improve coding efficiency, several researchers have exploited deep learning techniques - for intra [7, 8] and inter predictions [9, 10], transforms [11, 12], entropy coding [13, 14], in-loop filtering [15, 16] and format adaptation [17, 18]. However the computational complexity for this type of approach can be high compared to conventional coding methods.

CNN-based format adaptation approaches adaptively reduce the spatial/temporal resolutions and effective bit depth during encoding, and apply up-sampling to reconstruct original video formats (resolutions and bit depth) at the decoder [19, 20]. Most of these methods [17, 19–22] have been trained to minimise pixel-wise distortions by using $\ell_1$ or $\ell_2$ loss functions. These however do not, in general, correlate well with subjective quality opinions [23].

Based on the recent work of using generative adversarial networks (GANs) for super-resolution processing [24, 25] and their application to video coding with spatial resolution adaptation [26], we propose an effective bit depth (EBD) adaptation approach using a perceptually trained CNN (BDGAN) for video compression. This employs residual dense blocks and cascading structures to effectively extract hierarchical features and maximise information flow. This method has been integrated into the HEVC HM 16.20 reference model for evaluation [1] achieving significant coding gains based on perceptual quality assessment compared to the original HM 16.20 on all JVET Common Test Conditions (CTC) test sequences with the Random Access (RA) configuration.

The remainder of the paper is organised as follows. The proposed effective bit depth adaptation approach is presented in Section 2 including a detailed description on CNN architecture and training strategy. Section 3 provides the compression results and complexity analysis with discussions. Finally, conclusions and future work are outlined in Section 4.

*The authors acknowledge funding from EPSRC (EP/L016656/1 and EP/M000885/1) and the NVIDIA GPU Seeding Grants.

1The proposed GAN-based EBD adaptation approach has not been tested on VVC test model (VTM), which was still under development at the time of writing.
The coding framework with EBD adaptation is illustrated in Fig. 1, which is the same as reported in [20]. Here Effective Bit Depth (EBD) is the actual number of bits used to represent the video signal, which is different to Coding Bit Depth (CBD), which is defined as InternalBitDepth in HEVC HM and VVC VTM software.

Before encoding, the EBD of the original video frames is down-sampled by 1 bit through bit-shifting. The host encoder then compresses the video frames with reduced EBD (the CBD remains the same) to produce the bitstream. When receiving the bitstream, the host decoder reconstructs the reduced EBD video frames and applies the CNN-based up-sampling to obtain the final reconstructed frames with full EBD.

### 2.1. Quantisation Parameter Adjustment

In order to achieve meaningful comparison with anchor codecs without EBD adaptation, a quantisation parameter (QP) offset is applied on initial base QP values in this coding framework, which can produce similar bitrates with full EBD compression. This offset is fixed as -6 based on empirical observation and has been previously employed in similar applications [20][27].

### 2.2. The Architecture of BDGAN

The proposed generative adversarial network architecture for EBD up-sampling (BDGAN) contains a generator (denoted as BDNet) and a discriminator. The BDNet structure is shown in Fig. 2, which takes a 96\times96 YCbCr (4:4:4) decoded colour image block with EBD of 9 bit as input, and produces a 10 bit EBD image block in the same format, targeting to the corresponding original block.

The network starts with two shallow feature extraction layers, each of which contains a convolutional layer and a leaky ReLU (LReLU) [25] activation function. These are followed by 14 identical residual dense blocks (RDB) [28] as illustrated in Fig. 3. This RDB is different from the residual block used in SRGAN [24] - each convolutional layer in the RDB receives the feature maps from all preceding layers and feeds its output to subsequent layers. This structure preserves the feed-forward nature of the network and enables access to more previously extracted features, which improves the information flow [29]. An additional skip connection is employed in each RDB between the input of this RDB and the output of the last convolutional layer to further improve information flow and stabilise the training process [30].

Moreover, the output of the first shallow feature extraction layer and the output of each RDB are cascaded [31][32] into all the following RDBs through a single 1\times1 convolutional layer. After 14 RDBs, another convolutional layer is employed. A skip connection is applied between the output of this layer and the output of the second shallow feature extraction layer. Finally, another two convolutional layers are used before the final output, and an additional skip connection is employed between the input of these two layers and the initial BDNet input. The stride value for all convolutional layers in BDNet is 1.

Fig. 4 illustrates the BDGAN discriminator, which is identical to the SRGAN [24]. It has one shallow feature extraction...
layer, which is followed by seven convolutional layers with increased feature map numbers from 64 to 512. Two dense layers are then employed to produce the final binary output. The kernel size of each convolutional layer in the discriminator is $3 \times 3$ with a stride of 1 or 2.

2.3. Training Database

To effectively train the proposed CNN model and improve its generalisation, 432 source sequences at different spatial resolutions (2160p, 1080p, 540p and 270p) are employed, selected from publicly available databases [33–36]. All these original sequences are in 10bit YCbCr 4:2:0 format, and are segmented to 64 frames short clips without scene cut. The EBD of these sequences are then down-sampled to 9 bit through bit-shifting and compressed using the HEVC HM 16.20 software with the RA configuration of JVET CTC for initial base QP values, 22, 27, 32 and 37. Here the QP offset of -6 is applied on the initial sequences at different spatial resolutions (2160p, 1080p, 540p and 270p) are employed, selected from publicly available databases [33–36]. All these original sequences are in 10bit YCbCr 4:2:0 format, and are segmented to 64 frames short clips without scene cut. The EBD of these sequences are then down-sampled to 9 bit through bit-shifting and compressed using the HEVC HM 16.20 software with the RA configuration of JVET CTC for initial base QP values, 22, 27, 32 and 37. Here the QP offset of -6 is applied on the initial base QPs as mentioned in Section 2.1.

2.4. Loss Functions

The training process is similar to that in [26], in which the BDGAN generator (BDNet) was firstly trained using the multi-scale structural similarity index (MS-SSIM) quality metric [37] as the loss function. Based on the optimal BDNet models obtained, the generator was trained again, together with the discriminator in order to generate more high frequency details [24] in the output. The loss function used here for training the generator, $L_G$, is given as below which combines the $\ell_1$ loss (MAD), SSIM loss [38] ($L_{SSIM}$), and the adversarial loss of the generator ($L_G^{Ra}$):

$$L_G = 0.025 \times \text{MAD} + L_{SSIM} + 5 \times 10^{-3} \times L_G^{Ra}.$$  \hfill (1)

where $L_G^{Ra}$ is calculated by (2), based on the training strategy of Relativistic GANs [39].

$$L_G^{Ra} = -E_{x_r} [\ln(1 - (\text{Sig}(C_d(x_r)) - E_{x_f}[C_d(x_f)]))]$$

$$-E_{x_f} [\ln(\text{Sig}(C_d(x_f)) - E_{x_r}[C_d(x_r)])]$$  \hfill (2)

in which $E[\cdot]$ represents the mean operation, $x_r$ and $x_f$ are the real and fake image block respectively, and $C_d(\cdot)$ is the output of the discriminator of BDGAN. ‘Sig’ stands for the Sigmoid function.

For the discriminator, the loss function $L_D$ is given by [3]:

$$L_D = -E_{x_r} [\ln(\text{Sig}(C_d(x_r)) - E_{x_f}[C_d(x_f)])]$$

$$-E_{x_f} [\ln(1 - (\text{Sig}(C_d(x_f)) - E_{x_r}[C_d(x_r)]))]$$  \hfill (3)
2.5. Training Configuration

The compressed and original video frames were randomly selected and cropped to 96 × 96 image blocks in the YCbCr 4:4:4 format. In this process, block rotation is also employed to further increase the data diversity. This results in more than 90,000 pairs of blocks for each QP group.

The CNN model was implemented and trained using the TensorFlow (version 1.8.0) based on the following parameters: Adam optimisation [40] with the hyper-parameters of $\beta_1=0.9$ and $\beta_2=0.999$; batch size of 16; 200 training epochs; learning rate (0.0001); weight decay of 0.1 for every 100 epochs.

For four initial base QP groups (22, 27, 32 and 37), the trained BDGAN models are denoted as below:

\[
\text{BDGAN\_Models} = \begin{cases} 
\text{Model}_1, & \text{QP} \leq 24.5 \\
\text{Model}_2, & 24.5 < \text{QP} \leq 27.5 \\
\text{Model}_3, & 27.5 < \text{QP} \leq 32.5 \\
\text{Model}_4, & \text{QP} > 32.5 
\end{cases} 
\]

3. RESULTS AND DISCUSSION

The proposed EBD adaptation approach has been integrated into the HEVC HM 16.20 reference software and evaluated on the JVET CTC test sequences using the Random Access configuration (Main10 profile) with initial base QP values 22, 27, 32 and 37. The test sequences used are taken from A1, A2, B, C and D video classes in JVET CTC, with spatial resolutions ranging from 2160p to 240p [41].

The proposed approach was compared to the original HEVC HM 16.20 using the Bjøntegaard Delta [42] measurement (BD-rate). Here video quality was assessed by two quality metrics, PSNR (Peak Signal to Noise Ratio-applying on luminance channel only) and VMAF (Video Multi-Method Assessment Fusion-version 0.6.1) [43]. PSNR is the most widely used quality metric for compression, although it does not correlate very well with subjective quality [44]. VMAF employs a machine learning approach combining multiple quality metrics and video feature together, which improves its correlation with visual quality [23].

The computational complexity of this work was estimated by calculating the average encoding and decoding time. Both the encoder and the decoder are executed on a PC with an Intel(R) Core(TM) i7-4770K CPU @3.5GHz and a NVIDIA P6000 GPU device (24GB RAM).
3.1. Compression Performance

Table 1 summarises the compression performance of the proposed method, with HM 16.20 used as benchmark. In order to highlight the improvement obtained by using perceptual loss functions, the coding gains from an $\ell_1$ trained (using the same training material) BDNet for EBD up-sampling (BDNet-$\ell_1$) are also reported for comparison.

It is noted that EBD adaptation with BDGAN achieves consistent coding gains for all test sequences, with average BD-rate (assessed by VMAF) of 24.8%, which is 7.4% higher than that for BDNet-$\ell_1$. When PSNR is employed for video quality assessment, the savings are much lower and not as significant as those for BDNet-$\ell_1$. Comparing to [20], where only PSNR-based results were presented, additional 3.9% coding gains have been achieved by using BDNet-$\ell_1$. This is due to the more advanced CNN model employed and the large video database used for training.

The bitrate-quality (PSNR and VMAF) curves of the anchor HM 16.20 and the proposed method (using BDNet-$\ell_1$ and BDGAN for bit depth up-sampling) for selected sequences, Campfire (Class A), Cactus (Class B), PartyScene (Class C) and BQSquare (Class D), are shown in Fig. 6.

The example blocks from the reconstructed frames generated by the anchor HM 16.20, and EBD up-sampling with BDNet-$\ell_1$ and BDGAN are shown in Fig. 5. It can be observed that for both BDGAN and BDNet-$\ell_1$, the reconstructed content exhibits improved perceptual quality, with fewer blocking artefacts compared to the anchor. BDGAN results also exhibit more texture detail and higher contrast than those for BDNet-$\ell_1$.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>BDNet-$\ell_1$</th>
<th>BDGAN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BD-Rate (PSNR)</td>
<td>BD-Rate (VMAF)</td>
</tr>
<tr>
<td>A1-Campfire</td>
<td>-16.7%</td>
<td>-25.3%</td>
</tr>
<tr>
<td>A1-FoodMarket4</td>
<td>-7.0%</td>
<td>-13.5%</td>
</tr>
<tr>
<td>A1-Tango2</td>
<td>-9.2%</td>
<td>-16.9%</td>
</tr>
<tr>
<td>A2-CatRobot1</td>
<td>-12.0%</td>
<td>-22.2%</td>
</tr>
<tr>
<td>A2-DaylightRoad2</td>
<td>-14.4%</td>
<td>-25.0%</td>
</tr>
<tr>
<td>A2-ParkRunning3</td>
<td>-14.2%</td>
<td>-19.9%</td>
</tr>
<tr>
<td>Class A (2160p)</td>
<td>-12.3%</td>
<td>-20.5%</td>
</tr>
<tr>
<td>B-BasketballDrive</td>
<td>-10.7%</td>
<td>-14.4%</td>
</tr>
<tr>
<td>B-BQTerrace</td>
<td>-10.2%</td>
<td>-28.8%</td>
</tr>
<tr>
<td>B-Cactus</td>
<td>-10.2%</td>
<td>-18.7%</td>
</tr>
<tr>
<td>B-MarketPlace</td>
<td>-4.6%</td>
<td>-13.7%</td>
</tr>
<tr>
<td>B-RitualDance</td>
<td>-7.1%</td>
<td>-13.3%</td>
</tr>
<tr>
<td>Class B (1080p)</td>
<td>-8.6%</td>
<td>-11.0%</td>
</tr>
<tr>
<td>C-BasketballDrill</td>
<td>-9.2%</td>
<td>-14.6%</td>
</tr>
<tr>
<td>C-BQMall</td>
<td>-9.0%</td>
<td>-13.7%</td>
</tr>
<tr>
<td>C-PartyScene</td>
<td>-7.7%</td>
<td>-12.5%</td>
</tr>
<tr>
<td>C-RaceHorses</td>
<td>-8.7%</td>
<td>-14.1%</td>
</tr>
<tr>
<td>Class C (480p)</td>
<td>-8.7%</td>
<td>-13.7%</td>
</tr>
<tr>
<td>D-BasketballPass</td>
<td>-10.3%</td>
<td>-12.7%</td>
</tr>
<tr>
<td>D-BlowingBubbles</td>
<td>-7.5%</td>
<td>-12.6%</td>
</tr>
<tr>
<td>D-BQSquare</td>
<td>-17.0%</td>
<td>-23.9%</td>
</tr>
<tr>
<td>D-RaceHorses</td>
<td>-9.7%</td>
<td>-14.4%</td>
</tr>
<tr>
<td>Class D (240p)</td>
<td>-11.1%</td>
<td>-15.9%</td>
</tr>
<tr>
<td>Overall</td>
<td>-10.3%</td>
<td>-17.4%</td>
</tr>
</tbody>
</table>
3.2. Complexity Analysis

The average encoding time of the proposed approach is 1.015 times that of the anchor HM 16.20, while the average decoding time (the same for BDNet-ℓ1 and BDGAN) is 87.4 times that of the original HM decoder, which is higher than that in [20]. This is due to the more complex CNN model used for bit depth up-sampling.

4. CONCLUSION

In this paper, an effective bit depth (EBD) adaptation approach has been presented for perceptual video coding. The EBD up-sampling is implemented using a GAN-based model (BDGAN), which was trained with perceptually-inspired loss functions. This method has been integrated with HEVC HM 16.20 and fully tested on JVET CTC test sequences. The compression results show significant coding gains achieved for all test sequences, assessed using the perceptual quality metric VMAF, with an average BD-rate value of 24.8%. Future work will focus on complexity reduction for the CNN and the integration with the emerging VVC standard.
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