Discharge and nutrient uncertainty: implications for nutrient flux estimation in small streams.
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Abstract

The measurement of discharge is fundamental in nutrient load estimation. Due to our ability to monitor discharge routinely, it is generally assumed that the associated uncertainty is low. This paper challenges this preconception, arguing that discharge uncertainty should be explicitly taken into account to produce robust statistical analyses. In many studies, paired discharge and chemical datasets are used to calculate ‘true’ loads and used as the benchmark to compare with other load estimates.

This paper uses two years of high frequency (daily and sub-hourly) discharge and nutrient concentration data (nitrate-N and total phosphorus (TP)) collected at four field sites as part of the Hampshire Avon Demonstration Test Catchment (DTC) programme. A framework for estimating observational nutrient load uncertainty was used which combined a flexible non-parametric approach to characterising discharge uncertainty, with error modelling that allowed the incorporation of errors which were heteroscedastic and temporally correlated.

The results showed that the stage-discharge relationships were non-stationary, and observational uncertainties from ±2-25% were recorded when the velocity-area method was used. The variability in nutrient load estimates ranged from 1.1-9.9% for nitrate-N and from 3.3-10% for TP when daily laboratory data were used, rising to a maximum of 9% for nitrate-N and 83% for TP when the sensor data were used. However, the sensor data provided a better representation of the ‘true’ load as storm events are better represented temporally, posing the question: is it more beneficial to have high frequency, lower precision data or lower frequency but higher precision data streams to estimate nutrient flux responses in headwater catchments?
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1. Introduction

Stream discharge monitoring is fundamental to our characterisation of catchment responses. Historical records for discharge are normally longer than those available for other variables, and at a higher temporal resolution, providing the longest and most detailed record of changes in catchment function over time. Discharge plays an integral role in analyses such as nutrient load estimation and in understanding the processes driving nutrient delivery to streams and transport downstream as those loads are delivered from land to sea. Due to our ability to monitor stream discharge routinely, usually at high temporal resolution (typically 15 or 30 minute), there seems to be a general view that the associated uncertainties are low or non-existent (Moatar et al., 2013; Tomkins, 2014). However, discharge is rarely measured directly and instead, a time series of river water levels (and sometimes velocity) are collected at a gauging station and converted to a corresponding time series of discharge. This relationship between stage, velocity and discharge is subject to a number of different sources of observational uncertainties which can influence the quality of discharge data being collected (Hamilton and Moore, 2012; McMillan et al., 2012) including errors in observations of stage or velocity, instability of channel cross-sections, seasonal vegetation growth and clearance, and uncertainties related to the generation of a stage-discharge rating curve, particularly where out-of-bank flow is a regular occurrence. Therefore, we argue that it is important that discharge uncertainty is taken into account explicitly in any study exploring catchment responses, whether induced by natural environmental variability, climate change or direct human manipulation of the water cycle.

Recently, there has been an increase in the number of integrated research platforms set up internationally to monitor hydrochemical fluxes from headwater or small tributary sub-catchments in order to assess the efficacy of on-farm mitigation strategies to reduce water pollution from point and diffuse sources. A number of these studies have made use of novel sensor and bankside analyser technologies to deliver high-frequency measures of the concentrations of nutrient species and other variables such as instream temperature and dissolved oxygen, in conjunction with discharge measurements. An example is given in Outram et al. (2014) who examined storm flow responses in stream nutrient chemistry at three UK sites using high frequency bankside analysers and sensor technologies generating 15 minute resolution discharge measurements and 30 minute resolution measurements of nitrate and total phosphorus concentrations. In each example, the data are used to investigate how nutrient loads are varying with time or how load dynamics are affected by changes in storm duration and intensity, often with the overall aim of informing appropriate land management strategies for reducing nutrient export from land to stream. Uncertainty analyses associated with this type of work have usually focused on errors based on the method (e.g. interpolation or extrapolation).
of load estimation (Rekolainen et al., 1991; Kronvang and Bruhn, 1996; Webb et al., 2000; Johnes, 2007; Horowitz, 2008; Krueger et al., 2009) or on the impact of sampling frequency on load estimation (Johnes, 2007; Horowitz, 2008; Jordan and Cassidy, 2011; Halliday et al., 2012; Krueger et al., 2012). For example Johnes (2007) investigated the impact of load estimation methodology, sampling frequency and catchment characteristics on the uncertainty in phosphorus loads in 39 UK rivers. In this and many similar studies (e.g. Horowitz, 2003; Moatar and Meybeck, 2007; Verma et al., 2012) paired daily or sub-daily discharge and chemical datasets are used to calculate loads and are considered to be the ‘truth’, providing a baseline against which to compare coarser temporal resolutions of data using the same or contrasting load estimation methodologies. The work presented here provides a new approach which highlights the observational uncertainties associated with both discharge and chemical variables, which should be taken into explicit consideration during analyses, even when high temporal frequency paired measurements are available. This paper focuses on the impact of discharge uncertainties on the calculation of nutrient loads in headwater streams, and the combined impact of these with the observational nutrient uncertainties in the overall assessment of error.

Discharge in small streams is often derived from quasi-continuous stage measurements combined with a rating curve developed for the individual field site (ISO 1100-2, 2010). However, this method relies on there being a temporally stable relationship between stage and discharge, which is often not the case as this paper will show. Many recent papers have discussed rating curve uncertainty and attempted to quantify the effects on estimated discharge (e.g. Di Baldassarre and Montanari, 2009; Liu et al., 2009; McMillan et al., 2010; Jalbert et al., 2011; Westerberg et al., 2011; Birgand et al., 2013; Juston et al., 2014; Shao et al., 2014). One of the most significant sources of uncertainty associated with the use of a rating curve results from extrapolation of the rating curve beyond the lowest or highest stage-discharge measurements (Rantz and al., 1982; Di Baldassarre and Montanari, 2009), which is often unavoidable if the periods of hydrological interest are extreme low or high flows, particularly for the latter where flows become out-of-bank. These periods can be especially important for nutrient related water quality studies where sediment-associated nutrient fractions are transported to and within the stream in the highest flow events. To avoid the uncertainties associated with the use of a rating curve, river discharge can be calculated using direct measurements of velocity and cross-sectional area (usually based on a known geometry and stage height measurements) known as the velocity-area method (ISO 1088, 2007). While continuous monitoring of multiple variables can be more costly and labour intensive, uncertainties are thought to be generally lower than using a rating curve methodology, especially in small headwater catchments where the systems are often temporally dynamic. That said, there are still important and potentially significant uncertainties
associated with the velocity-area method that should be acknowledged in scientific studies. A review of the sources of uncertainty associated with velocity-area calculation was provided by Pelletier (1988) based on 140 previous studies, identifying the main sources of uncertainty as the precision of the velocity measurements, the variability of the velocity across the river cross-section and the determination of the river channel geometry. More recently, a test of the applicability of an acoustic Doppler device for the measurement of water velocity was carried out by Nord et al. (2014) who concluded that the technique could be reliable under a variety of environmental conditions providing that the instruments were appropriately calibrated in the field. An in-depth review of river discharge uncertainty was presented by McMillan et al. (2012), who compiled evidence from numerous studies to illustrate the typical ranges of uncertainty from instrument accuracy and precision, rating curve uncertainty and newer more direct measurement techniques such as acoustic Doppler velocimetry (ADV). While there is now acknowledgement of discharge measurement uncertainty within both field hydrology and hydrological modelling research, few studies have incorporated estimates of discharge uncertainty within an assessment of nutrient loads. Those which have started to address this knowledge gap tend to be assessing the uncertainties associated with discharge rating curves in combination with nutrient load models (Kulasova et al., 2012) rather than measurement uncertainty associated with velocity-area calculations. This paper addresses this gap in the international literature.

More specifically, this paper aims to assess the impact of discharge and nutrient observational uncertainties on nutrient load estimation by utilising two years of high frequency (daily and sub-hourly) discharge and nutrient concentration data (nitrate-N (NO\textsubscript{3}-N) and total phosphorus (TP)) collected as part of the Hampshire Avon Demonstration Test Catchment (DTC) programme (McGonigle et al., 2014; Outram et al., 2014). These data provide quasi-continuous stage and velocity data at four field sites that can be used to examine the stability of the stage-discharge relationship over time. Therefore, the principle of stationarity in this relationship can be tested and/or any dominant deviations from this due to structural changes (for example, seasonality) taken into account. Contrary to many previous studies, the error in the discharge data is not assumed to be from a parametric distribution and temporally independent. Here, an error model is proposed to allow for heteroscedasticity and temporal autocorrelation in the observational datasets. In addition, the uncertainties associated with the measurement of discharge and the nutrient parameters were estimated and the impact of these uncertainties on the routine calculations of nutrient loads was quantified. By applying this nutrient load estimation framework across different catchment geologies, the sensitivity and importance of catchment hydrogeological function as an influence on estimation uncertainty has also been assessed.
2. Methodology

2.1 Site descriptions

The Hampshire Avon is classified as a chalk system since its upper reaches drain chalk, where headwaters are represented by winterbournes. However, the western headwaters drain clay, and sands and gravels dominate the lower reaches of the catchment. Land use in the catchment is predominantly rural (98%), comprising arable land, improved and rough pasture and semi-natural woodland. The location of the four sampling sites discussed in this study is shown in Figure 1, and the characteristics of the corresponding sub-catchments are summarised in Table 1. The hydrological regime of each of the sub-catchments is influenced by the geology and in this study two sub-catchments are considered which are predominantly underlain by clay (Priors Farm and Cool’s Cottage in the Sem catchment) and two which are underlain by chalk (Brixton Deverill in the Wylye catchment and Ebbesbourne Wake in the Ebble catchment). Detailed descriptions and conceptual models of the hydrogeology of each of the study sub-catchments can be found in Allen et al. (2014), while a detailed description of the nutrient hydrochemistry behaviour of the Wylye catchment over a 2 year period can be found in Yates and Johnes (2013). The sub-catchments for this study were chosen to represent both of the main types of geology found in the Hampshire Avon river basin in order to investigate whether discharge uncertainty is greater in some lithologies compared to others with differing hydrogeological character.

2.2 Data collection

Discharge and nutrient concentration data (NO$_3$-N and TP) were collected at each of the four sampling sites between March 2012 and March 2014.

2.2.1 Discharge data

Discharge data for the River Wyle at Brixton Deverill were obtained from an existing gauging station maintained by the Environment Agency (EA) (Gauge number 43806). A stage-discharge rating curve had been developed using manual gauging from the field site which was used in conjunction with 15 min resolution stage height data collected using a Thistle 24R Incremental Shaft Encoder with a float and counterweight, to calculate discharge. Since 2010, this method has been used by the EA only during modular flow conditions and when non-modular flows occur (mainly due to large quantities of weed growth during the growing season) a second gauge recording stage and velocity is used to calculate discharge using the velocity-area method, which allows a comparison in this paper of these different approaches to quantifying resultant loads. The concrete channel cross-section meant that only one initial measurement of the cross-sectional area was necessary as the section geometry was
fixed. The resultant discharge time series is derived from a combination of the two calculated data sets.

Discharge data for the River Sem at Priors Farm and Cool’s Cottage were collected using a Mace Flow Pro for the measurement of velocity and stage at 15 min resolution, and discharge was calculated using the velocity-area method. For the River Ebble at Ebbesbourne Wake, stage height and velocity measurements were collected at 15 min resolution using a NIVUS OCM F ultrasonic sensor. This system was used at the Ebbesbourne site since it is documented as performing better in the low flow conditions (NIVUS, 2013) characterising this winterbourne stream. The channel cross-sections were surveyed once in the course of the study. All of the cross-sections were considered stable due to the installation of new concrete structures, or the measurements being taken within an existing concrete-sided bridge or culvert (see Figure 2). Only at Priors Farm did the stage repeatedly exceed the height of the concrete section. When this occurred, the stream would overtop this structure. To account for this extra flow, a weir equation was implemented to estimate the additional volume of water flowing outside of the culvert during out-of-bank flows.

2.2.2 Nutrient data

Samples were collected daily using an ISCO 3700 autosampler at all field sites and were returned once a week to the laboratory to be analysed. A filtered sub-sample was analysed for total oxidised nitrogen (TON) using the hydrazine-copper reduction method and measured colourimetrically at 540 nm. Nitrite concentrations were negligible and therefore TON is referred to as NO$_3$-N hereafter. An unfiltered sub-sample was analysed for total phosphorus via a persulphate oxidation process (Johnes and Heathwaite, 1992) followed by a reaction of the digestate with heptamolybdate and potassium antimony (III) oxide tartrate in acidic solution then a reduction with ascorbic acid. The solution was then analysed colourimetrically at 880 nm. In addition to the daily sampling campaign, on the River Wylye at Brixton Deverill NO$_3$-N and TP were measured bank-side at 30 min resolution using a Hach Lange Nitratax Plus SC and a Phosphax Sigma system, respectively. The Nitratax system measures nitrate in-situ as NO$_3$-N using an UV optical sensor. The sensor was calibrated every 3 months according to the manufacturer’s guidelines using standard solutions. The Phosphax Sigma is a wet chemistry analyser which uses reagents to perform a digestion at high temperature and high pressure, and then all the P compounds are measured as orthophosphate colourimetrically using the molybdate method. The Phosphax was automatically calibrated daily and reagents were changed every 3 months when the instrument was serviced.

2.3 Data analysis
The procedure for quantifying the measurement uncertainties within the discharge and nutrient datasets is illustrated in Figure 3 and described in detail in the sections below.

2.3.1 Quantifying uncertainties

Discharge observational uncertainty was estimated using a period of the data record where the stage-discharge relationship was stable, so that any resultant variability reflected measurement uncertainty (aleatory) rather than structural changes (epistemic uncertainties) to the system behaviour (see section 3.1). A stable period usually occurred during any given season. These periods represent times when it was believed that epistemic changes were not occurring due to other environmental factors, for example vegetation growth changing the shape of the stage-discharge relationship. Several different stable periods were analysed and the scale of scatter was similar. Therefore the longest stable period (always weeks to months) for each site was chosen for the analysis so that a representative estimation of the autocorrelation and heteroscedasticity could be gained from using the widest range of stage measurements. To estimate the discharge uncertainty, a non-parametric LOcal Weighted regrESSion (LOWESS) approach was used for constructing a best-fit rating curve and to calculate the resultant uncertainty bounds. The LOWESS procedure takes each stage-discharge measurement as a central value and selects a window incorporating a chosen number of data points (a span) each side of this central value. The span was set for each field site so that adequate smoothing was achieved yet still allowing changes in the shape of the relationship with varying stage to be represented. For all sites except Ebbesbourne Wake, a span of 25 points was found to be acceptable. The span which provided a sufficient degree of smoothing was chosen after testing a range of span sizes. A higher span of 50 points was necessary at Ebbesbourne Wake to smooth small scale fluctuations evident at lower stages. The LOWESS fit then takes each stage-discharge measurement in turn, samples around that central point using the defined span, and fits a weighted linear regression to provide an estimate of discharge at that stage value. This process is then repeated for all of the data points to provide a single LOWESS fit. The estimated variance within each data window for each stage-discharge value was also calculated to represent the scatter in the residual error from the LOWESS fit, which can be used to quantify the uncertainty of the fit. Here, we make the assumption that within the span the residual errors are homoscedastic, independent and randomly distributed. Thus, at each stage value we have an estimated value of discharge (our single LOWESS fit) and variance which describes our 90% uncertainty bounds. This method has advantages over the usual parametric regression techniques as it can more easily account for irregular shapes of the stage-discharge curves and can deal with data which are non-normally distributed, such as the data presented in this paper.

The autocorrelation in the discharge error time series was examined and showed that errors could be
represented by random noise over time scales of 2-3 days. Therefore, errors were treated as independent but heteroscedastic in the error model used to sample multiple representative hydrographs and therefore quantify discharge uncertainties through time (see below). The error model was used to generate 100 such time series of errors which were then combined with the original time series. 100 iterations were used throughout this study on the basis that the 10th to 90th percentiles of the final time series distributions were found to be stable and did not change appreciably with additional iterations.

Uncertainty in the daily laboratory nutrient concentration data was calculated using repeated analysis ($n=10$) of a series of laboratory standard solutions. The standard deviation of errors was calculated for each concentration measured and it was found that, for both NO$_3$-N and TP, the standard deviation increased approximately linearly with concentration magnitude (see section 3.2 for further details). Therefore, a linear model was fitted to the data points ($r^2 = 0.97$ and 0.94 for NO$_3$-N and TP, respectively) and used to determine the standard deviation of the errors at each concentration in the time series. It was assumed that, for both NO$_3$-N and TP, the errors were temporally independent as the samples were analysed in the laboratory in batches in a random order. These statistics were then used to model the data error (see below). As with the discharge time series, 100 iterations of the error time series were generated and combined with the original data set.

Uncertainties in the high-frequency in-situ nutrient concentration measurements were determined by comparing the sensor-derived data with the independent daily resolution samples collected via the ISCO autosampler and analysed in the laboratory. The routine approach would be to assume that the laboratory data provides the best estimate of the ‘true’ nutrient value, however in this case the errors derived for the laboratory data were cascaded through and therefore were included in the overall uncertainty estimate of the sensor data. 100 estimates of the sensor data error statistics were calculated from 100 iterations of the possible laboratory nutrient series and the results used to model 10,000 iterations of the errors in the sensor data (see Figure 3). The lag-1 autocorrelation ($\alpha$) was calculated for the paired sensor-lab series at daily resolution, however $\alpha$ used in the error modelling should relate to the timestep of the sensor series (30 min). Therefore, the lag-1 autocorrelation at a 30 min timestep was calculated using the de-correlation length from the daily timestep, assuming an exponential decay function (Evensen, 2003):

$$\alpha_k = e^{-\frac{\Delta t_k}{\tau}}$$

where, for specific timestep $k$, $\Delta t$ is the length of the new timestep (s) and $\tau$ is the de-correlation length (s).
2.3.2 Modelling errors

A simple error model was used to generate replicate error time series for the discharge and nutrient data including heteroscedastic and serially-correlated errors as appropriate. Analysis of the sensor data showed that a 1\textsuperscript{st}-order model was adequate to describe the autocorrelated datasets and therefore it was unnecessary to implement a more complex approach. Therefore, a 1\textsuperscript{st}-order autoregressive model was used to generate serially-correlated errors (Evensen, 2003; Garcia-Pintado \textit{et al.}, 2013):

\[ q_k = \alpha q_{k-1} + \sqrt{1 - \alpha^2} W_k \]

where \( q_k \) is the error at time \( k \), \( \alpha \) is temporal correlation at lag 1 and \( W_k \) is random white noise at time \( k \). The white noise series was produced with a mean of 0 and a variance of 1. A post-processing step was then performed to scale the white noise component by a time series of standard deviations derived from the uncertainty analysis in the heteroscedastic case (discharge and laboratory nutrient data) and by a single standard deviation in the homoscedastic case (nutrient sensor data).

2.3.3 Nutrient load analyses

The 100 replicate discharge and nutrient time series were paired and used in combination to directly calculate 10,000 estimates of the nutrient load over the monitored period. Gaps exist in the data records at all sites (maximum gap 10 days due to equipment failure) and because of this the daily loads were calculated as kg ha\textsuperscript{-1} based on the number of days of data available in the record and subsequently extrapolated to annual estimates. This approach was adopted rather than using gap-filling methodologies as this would have introduced additional assumptions and uncertainty into these estimates and this was beyond the scope of this paper. We also compared our discharge-nutrient uncertainty load estimation methodology to a) using the discharge uncertainties with the original nutrient time series, and b) using nutrient uncertainties with deterministic discharges. This allowed us to quantify the independent effects of the discharge and nutrient data uncertainties and determine which one dominated uncertainties in the resultant load estimates.

3. Results

3.1 Discharge uncertainty

The changing relationship between stage and discharge, calculated using the velocity-area method, at each site split by season for the two year monitoring period can be seen in Figure 4. All four sub-catchments show marked changes in the stage-discharge curves through time. Without such
knowledge and the usual application of traditional stationary stage-discharge relationships, these seasonal changes would introduce a further epistemic structural error component into our measured discharges. The most defined shifts were seen in the chalk sub-catchments, where there are clear separations between the clusters of points. At Brixton Deverill, for instance, the stage-discharge relationship was relatively stable during the winter and spring, but large shifts can be observed during the summer and autumn months when vegetation growing on the channel banks and from the stream bed causes a decrease in measured velocities at a given stage. For example, at a stage height of 0.7 m the discharge during winter months was between 3.5 and 5 m$^3$s$^{-1}$, however when the same stage was reached during the summer and autumn months the calculated discharge was between 1.5 and 2.5 m$^3$s$^{-1}$. During autumn, the relationship switches back toward the winter rating due to vegetation die back and hence increased velocities for a given stage. While a similar pattern can be observed at the second chalk site at Ebbesbourne Wake, the shifts are less obvious on the basis of season alone. While there was a general shift towards slower velocities during summer and autumn months, the step changes in the relationship were caused by large flow events producing hysteretic effects, perhaps from scour and channel bed changes. At the clay sites, changes in the stage-discharge relationship were less pronounced, yet at Priors Farm at a stage height of 0.8 m winter and spring flows were between 0.6 and 1.2 m$^3$s$^{-1}$ compared with 0.4 and 0.6 m$^3$s$^{-1}$ during summer and autumn, respectively. At higher stage values, the discharges were similar in all seasons, possibly because at stages exceeding 0.9 m, the culvert was drowned and the flow was routed out-of-bank reducing the impact of in-stream vegetation on water velocities. In contrast, at Cool’s Cottage, higher velocities and therefore higher flows were observed during spring and summer than autumn and winter. This suggests that there was a different or additional control on the stage-discharge relationship at this site rather than just the effect of in-channel vegetation growth.

At each site, a period which exhibited a stable stage-discharge relationship was chosen to estimate the error uncertainty associated with the in-stream measurements as described earlier. Figure 5 shows the selected data for each site along with the LOWESS best fit and 95% confidence intervals. At Brixton Deverill, the data from winter 2012 and spring 2013 were used and Figure 5a shows that the error bounds were small at all stages, although the errors at stages above 0.5 m were larger than those during low flow periods. The standard deviation of the residuals for each of the measured stage heights ranged from ±2.2-9.1%. At the other chalk site, Ebbesbourne Wake (Figure 5b), again the magnitude of the standard deviations across the measured stages was small, ranging from ±0.3-3.2%. At the clay sites, the variance was generally greater, particularly at higher stage heights. The standard deviation of residuals at the clay sites ranged from ±7.8-25.5% and ±2.9-9.1% for Priors Farm and Cool’s Cottage, respectively. The standard deviations derived for each stage height recorded were
used according to the method described in section 2.3.1 to model 100 iterations of the discharge time series including errors and these can be seen in Figure 6 (10<sup>th</sup>-90<sup>th</sup> percentiles).

### 3.2 Nutrient uncertainty

Uncertainty associated with laboratory analysis of NO$_3$-N showed that the errors were heteroscedastic, with the standard deviation of errors ranging from 10.8 to 1.9% as the concentration increased from 0.5 to 20 mg L$^{-1}$. A similar pattern was observed for uncertainty in TP determination, with the standard deviation of errors decreasing from 22 to 2.5% for concentrations ranging from 0.01 to 1 mg L$^{-1}$. These error statistics were used to generate multiple iterations of the NO$_3$-N and TP data using the error model as described in sections 2.3.1 and 2.3.2. The resulting multiple datasets (10<sup>th</sup>-90<sup>th</sup> percentiles) are shown in Figures 7 and 8.

In contrast to the laboratory data, the sensor data had larger associated measurement uncertainty for both determinands (see Figure 9). These final uncertainty estimates are a combination of the direct measurement uncertainty and the uncertainty associated with the laboratory data used to ‘ground-truth’ the sensors (see Figure 3). Both NO$_3$-N and TP were shown to be homoscedastic in their errors, however there was significant temporal correlation which was included in the error estimates produced by the error model (see section 2.3.2). This resulted in a standard deviation of errors of between 0.35 and 0.41 mg L$^{-1}$ for NO$_3$-N and 0.098 and 0.11 mg L$^{-1}$ for TP.

### 3.3 Impact of uncertainties on nutrient load estimation

Using the non-parametric measurement uncertainties and the error model described previously, resampled datasets could be generated to quantify the overall uncertainties in the time series of data. The results can be seen in the series of boxplots presented in Figures 10, 11 and 12.

Figure 10 shows the ranges of load estimates of NO$_3$-N at each field site from a) discharge uncertainty, b) nutrient uncertainty and c) both (combined) sources of uncertainty. At the two chalk sites, Brixton Deverill and Ebbesbourne Wake, the discharge and nutrient uncertainty contributes close to equal proportions with the total load uncertainty resulting in possible annual loads between 18.5 and 18.8 kg ha$^{-1}$ at Brixton Deverill and 58.9 and 60 kg ha$^{-1}$ at Ebbesbourne Wake. This equates to an average load discrepancy of 1.1% of the median at Brixton Deverill and 1.9% of the median at Ebbesbourne Wake. These discrepancies will have an impact on the estimation of the water pollutant environmental damage costs. In the UK it is suggested by DEFRA that the average cost of excess NO$_3$-N is £170.87 t$^{-1}$ compared with £25,690 t$^{-1}$ for TP (DEFRA, 2012). In terms of estimated environmental damage due to excess NO$_3$-N, the total cost at Brixton Deverill varies from £15,782 to £16,038, and at Ebbesbourne Wake from £8,226 to £8,480 (for whole catchments). In contrast, at the clay sites, Priors Farm and
Cool’s Cottage, the largest proportion of the uncertainty is derived from the discharge measurements. It is important to note that the median annual NO$_3$-N load estimate changes depending on whether the discharge uncertainty is included or not, shifting from 6.83 to 7.05 kg ha$^{-1}$ at Priors Farm and to a lesser extent from 9.38 to 9.43 kg ha$^{-1}$ at Cool’s Cottage when discharge uncertainty is also included. The total range of annual NO$_3$-N loads estimates varied from 6.7 to 7.4 kg ha$^{-1}$ at Priors Farm and from 9.2 to 9.7 kg ha$^{-1}$ at Cool’s Cottage. This results in a load discrepancy of 9.9% of the median at Priors Farm and 5.3% of the median at Cool’s Cottage. This results in NO$_3$-N damage costs between £566 and £625 at Priors Farm and between £266 and £280 at Cool’s Cottage.

A very similar pattern of results was observed for the TP loads for the four field sites (Figure 11), with discharge and nutrient uncertainty playing almost equal roles in the overall load uncertainty in the chalk sites and the discharge uncertainty being the most important factor at the clay sites. The combined discharge and nutrient uncertainty resulted in a range of annual load estimates from 0.55 to 0.57 kg ha$^{-1}$ at Brixton Deverill, 1.51 to 1.56 kg ha$^{-1}$ at Ebbesbourne Wake, 2.08 to 2.30 kg ha$^{-1}$ at Priors Farm and 0.96 to 1.01 kg ha$^{-1}$ at Cool’s Cottage. These ranges result in an overall load discrepancy of 3.6% of the median at Brixton Deverill, 3.3% at Ebbesbourne Wake, 10% at Priors Farm and 5.1% at Cool’s Cottage. There is also an implication for the estimated environmental TP damage costs for the catchments, ranging from £70,961 to £73,542 for Brixton Deverill, £32,276 to £33,345 for Ebbesbourne Wake, £26,558 to £29,368 for Priors Farm and £4,193 to £4,411 for Cool’s Cottage.

Figure 12 shows the range of loads obtained from the multiple estimates of the discharge time series in combination with the uncertain nutrient estimates from the in-situ sensor data at Brixton Deverill. The results clearly show that for both nitrate and TP the dominant source of uncertainty derives from the sensor measurement errors and the discharge uncertainty in this case plays a minor role. The range of annual load estimates including all uncertainty was 27.5 to 30.1 kg ha$^{-1}$ for NO$_3$-N (damage costs £23,487 - £25,654) and 0.36 to 0.85 kg ha$^{-1}$ for TP (damage costs £45,854 - £110,145). This results in load discrepancies of 9% of the median and 83% of the median for NO$_3$-N and TP, respectively.

4. Discussion

Importance of discharge uncertainties in water quality analyses

The high-frequency monitoring of both stage height and velocity at the four field sites has provided valuable insights into how stage-discharge relationships can vary seasonally and between large discharge events. This level of detail of measurement is often not available in research studies and so uncertainties associated with rating curve construction and parameter measurements are often acknowledged but not fully characterised, particularly for these non-stationary epistemic error
characteristics. The field sites considered in this study all have stable concrete structures, provided by culvert or bridge infrastructure or by a concrete-block cross-section for the purpose of the study. However, these structures have still generated significant discharge uncertainties in these small headwater streams. This finding is supported by evidence presented by Tomkins (2014) who, in a review of the quality of a series of gauging sites, showed that a large proportion of the sites noted as being ‘suspect’ had an artificial control structure installed. Furthermore these results show seasonal changes in stage-discharge data primarily driven by summer in-channel vegetation growth, which must be taken into account. We have shown this seasonality is more extreme in the chalk streams compared to the catchments underlain by clay. This is most likely due to the large amount of vegetation (macrophyte) growth which commonly occurs in chalk streams during the summer. The dominant macrophyte species of English chalk streams is *Ranunculus* spp. (Clarke et al., 2006), which often occurs in dense stands that can cover up to 80% of a given reach (Cotton et al., 2006; Wharton et al., 2006) and hence modify channel velocities significantly. In contrast, in clay streams the water tends to be more turbid, limiting in-stream macrophyte growth. However, a small seasonal effect is still seen at the clay sites most likely due to the growth of bank or stream margin vegetation close to the monitoring point. At the Cool’s Cottage field site, the relationship appears reversed with higher velocities for the same stage height in the summer compared with the winter. Here, other local factors may come into play, such as backwatering, sediment build-up and fallen debris which cannot be easily quantified.

As a result of the non-stationarity of the stage-discharge relationship, it is important to consider the potential for the increased load estimation error associated with the use of a single rating curve. This reflects the situation of increased epistemic uncertainty by not taking these structural changes into account. At Brixton Deverill, a dual system is in place using discharge data provided from the ultrasonic EA gauge, but also an independent manual gauging record prior to 2010. If this rating curve had been used rather than the velocity-area method over this same time period, it would have had a significant impact on the total discharge estimation and hence an impact on the nutrient loads estimated, over and above that characterised with the above methods. Total discharge would have been $3.28 \times 10^7 \text{ m}^3$ ($360 \text{ mm y}^{-1}$) compared with $2.3 \times 10^7 \text{ m}^3$ ($252 \text{ mm y}^{-1}$) using the velocity-area method. This result is supported by recent work by Birgand et al. (2013) who investigated the magnitude of uncertainties associated with the use of stage-discharge curves in small short-term projects. This evidence highlights the importance of using an appropriate technique to monitor discharge as well as accounting for uncertainty within the measurement as it can have a significant impact on the load estimates produced.
Measurement and analytical errors are generally considered to be the smaller components of the total uncertainty associated with load estimation (Rode and Suhr, 2007), compared with uncertainties associated with sampling i.e. frequency and representativeness. However, work presented in this paper shows that significant errors can still exist due to the measurement of velocity and stage height which need to be appropriately accounted for alongside sources of nutrient uncertainty in any load estimation procedure. It is also important to note that the significance of discharge measurement error is likely to be site-specific, yet warrants investigation and quantification. In this paper an error modelling methodology was adopted which allowed the characterisation of the dominant structural and random components of the error, as well as the incorporation of both heteroscedastic and temporally correlated errors where appropriate, overcoming the problem of the common assumption that all uncertainties are random and homoscedastic in their nature (Kulasova et al., 2012; Honti et al., 2013). This new framework for charactering discharge uncertainty generated errors up to approximately ±26% which agrees with estimates made by Pelletier (1988), however these are higher than those presented by Leonard et al. (2000), who recorded errors in the range of ±5-6%.

An additional summary of discharge uncertainty ranges from a wide range of studies were provided by (McMillan et al., 2012). Errors for velocity-area techniques were documented in all studies as being up to 20%, again concurring with the results presented herein. Despite the general stage-discharge relationship being more seasonally variable at the chalk sites, the measurement uncertainty was shown to be larger in the clay sites. The chalk sites had errors up to ±9%, whereas errors were recorded up to ±26% at the clay sites. A possible explanation for this could be the ability for the ultrasonic velocity probes to operate effectively in streams which have a higher quantity of suspended sediment, which was often observed in the surface water-driven clay sites. Nord et al. (2014) recorded an underestimation of velocity of between 10-15% when there were significant quantities of fine sediment (<150 µm) in suspension. Sediment in suspension can reduce velocity probe accuracy, and sites with higher sediment loads will also be more susceptible to sedimentation of the channel cross-section during low flows, leading to further errors associated with the changing stream geometry. It is also important to note that the magnitude of these errors is comparable to those quantified from rating curve studies, even though direct measurements used in the velocity-area method are usually assumed to be more accurate. Discharge calculated via the velocity-area method is often used as the 'true' benchmark from which to test the accuracy of the rating curve methodology, which suggests that studies could be underestimating the overall uncertainty when structural error components are not included.

Nutrient load uncertainty estimates
This study also explored the impact of the discharge uncertainty (combined with nutrient concentration uncertainty) on annual nutrient load estimate uncertainty. The results clearly showed that where high precision laboratory information is available, the dominant source of uncertainty was from the discharge estimation, producing variations in loads of up 2% at the chalk sites and 12% at the clay sites. However, where the in-situ sensor data were available, the dominant source of uncertainty came from the sensor information, producing loads with a variability of up to 83% in the case of TP and 9% for NO$_3$-N. It should be noted that the uncertainties were characterised by comparing the sensor values with paired daily laboratory samples with the assumption that these provide our best estimate of the nutrient concentrations at that point in space and time. Given the large number of paired samples available over the two year monitoring period ($n = >600$), this assumption was deemed appropriate. These uncertainties were considerably larger in the case of TP than those produced from the lab data (below 10%) and comparable for the NO$_3$-N. However, the in-situ chemistry provides the opportunity for much higher frequency sampling which was shown to be key to obtaining accurate loads. The median annual NO$_3$-N load increased from 18.7 to 28.8 kg ha$^{-1}$ and the median annual TP load increased from 0.56 to 0.6 kg ha$^{-1}$ by increasing the sampling frequency from daily to 30 minute resolution. This result poses an interesting question as to which information is more useful, high frequency (and potentially more accurate) but lower precision information which allows flashy storm events to be resolved, or, lower frequency (daily) but higher precision information which may miss some storm events but produces data with lower uncertainties. Given that load estimate uncertainties also increase with decreasing sampling frequency, it is likely that when all sources of uncertainty are brought together, there will be an optimal sampling frequency at which total load estimate uncertainty is minimised. The ideal scenario would be to use the high precision laboratory analysis and apply to more frequent sub-daily sampling regimes; however this is unlikely to be time or financially viable in most cases. Therefore, a judgement has to be taken regarding what compromise should be made and this is likely to depend on the research question being investigated and the sensitivity to an erroneous quantification of loads. It is also important to highlight that the choice of method for dealing with data gaps could have an impact on the absolute values of the loads calculated. In this study the load was calculated based on complete days. The overall load estimates were then scaled up to annual loads by assuming that that mean daily load was representative of the missing data. This could introduce skew into the data if, for example, all of the missing data was during a particular season, for example. However, it was deemed the most appropriate action for this study as the gaps were distributed throughout the year and any method of filling in missing data was likely to introduce additional errors into the final analysis.
The impact of the velocity-area method versus a rating curve at Brixton Deverill on load estimation was also tested and the results showed that the TP load over the two year monitoring period would have been over-estimated by 1 tonne (0.2 kg ha⁻¹) and the NO₃-N load by 67 tonnes (13.3 kg ha⁻¹) if the rating curve approach had been used. This uncertainty is larger than any of the measurement uncertainties reported in this paper (TP 22% and NO₃-N 39%), emphasising the importance of effective characterisation of flow regimes in small-headwater catchments. There is currently a lack of literature to compare the values obtained here against, as little work has been done so far to investigate the impact of discharge uncertainty on nutrient load estimates. The bulk of the current literature discusses uncertainties in load estimation with regards to sampling frequency of the nutrient data (Johnes, 2007; Moatar and Meybeck, 2007; Jones et al., 2012; Worrall et al., 2013) and also load estimation method or model (Johnes, 2007; Verma et al., 2012; Raymond et al., 2013). These are additional sources of uncertainty which were not considered in this paper due to the relatively high frequency and paired nature of the data available and therefore the use of a load model was not necessary in this instance. However, it is important to recognise that for studies where a load model is utilised any uncertainty incorporated from the load model or estimation method would be in addition to the sources of uncertainty discussed here derived from the discharge and nutrient measurements.

With this in mind, it is vital that sources of error are adequately characterised. Even in scenarios where the errors are thought to be minimal they could become significant during further post-processing of the data. These findings have several important implications for the water quality community. First, realistic estimation of nutrient loads is critical for accurate assessment of current water quality status as well as determining whether the system is in a stationary state. Second, it has implications for our ability to assess the effectiveness of land management strategies which have been implemented to mitigate diffuse agricultural water pollution, especially if changes smaller than the uncertainty ranges are expected or monitored. Third, it has important implications for a range of stakeholders from farmers through to water companies in the context of cost-benefit analysis. For instance, the estimated cost of excess nitrate increases from around £16k to £24k, and for TP from around £72k to £76k when sensor data is used over the laboratory data. However, the uncertainty within the TP sensor data means that there is a large range of possible costs (£42k-£110k) at the catchment scale which, if not accounted for, could have implications for management decisions.

5. Summary and conclusions

The main aim of this study was to assess the magnitude and impact of discharge and nutrient uncertainty on nutrient load estimation through a comprehensive uncertainty analysis approach. Two years of high frequency (15 min) velocity and stage height data were used to examine the
measurement uncertainty associated with discharge. This was then used in conjunction with NO$_3$-N and TP nutrient concentration uncertainty estimates determined from high resolution lab-in-the-field sensor technologies and laboratory based methods to examine variability in annual nutrient load calculations. A framework for estimating uncertainty was used which combined a flexible non-parametric approach to characterising discharge uncertainty, with error modelling that allowed the incorporation of errors which were heteroscedastic and temporally correlated. Analysis of stage and discharge across four field sites which encompassed both chalk and clay streams showed that there were large seasonal fluctuations in the relationship and that it was critical to account for local conditions. In general, it was found that the streams were more efficient at transporting water at a given stage height during the winter and spring months due to the reduced macrophyte growth outside the growing season. This was particularly pronounced at the chalk sites. As a result, Brixton Deverill results showed that the use of a single rating curve would have resulted in a substantial over-estimation of the flow over the monitoring period, by almost 50%. This suggests that when conducting research in small headwater catchments, which are likely to be very dynamic in their behaviour, the use of multiple seasonal rating curves or quasi-continuous monitoring of stage height and velocity is advisable where possible. This study also showed that even using a velocity-area method at sites which had fixed geometries there were still significant uncertainties in the flow estimation, especially in the clay sites (up to ±26%) where the water is likely to be more turbid and therefore can hinder the performance of the in-situ sensors.

These errors were then cascaded through to the nutrient load estimation along with errors associated with the measurement of NO$_3$-N and TP in both the field and the laboratory. Where laboratory procedures were used to determine nutrient concentrations, the discharge uncertainty played the most significant role in generating nutrient load estimate uncertainties. However, this was reversed when in-situ high frequency sensor data were examined. Overall the variability in nutrient load estimates ranged from 1.1-9.9% for NO$_3$-N and from 3.3-10% for TP when daily laboratory data were used, rising to a maximum of 9% for NO$_3$-N and 83% for TP when the sensor data were used instead. This poses an interesting question: is it more beneficial to have high frequency, lower precision data or lower frequency but higher precision data streams to estimate nutrient flux behaviours and load estimates in catchments. The answer is likely to depend on the questions being posed.

Overall, this study has provided understanding and quantification of observational uncertainties in discharge and nutrient parameters. The data have shown that even in scenarios which are generally considered to be the ‘truth’ in many studies (high frequency, paired data) significant uncertainties can exist. The magnitude of the uncertainties has been shown to be catchment dependent and influenced
by local conditions and therefore it is critical to adequately explore these when starting work at a new research site. It is impossible to eradicate these uncertainties; they are a fact of quantifying natural system behaviour. The methodology presented here could be expanded to investigate the impact of monitoring at a fixed point in the context of cross-section variations in determinands. Given an appropriate framework to characterise and account for observational uncertainties, such as the one presented here which allow the quantification of uncertainties from different sources (discharge and nutrients), it will be possible to generate more robust analyses. In turn this will result in better estimation of nutrient fluxes from land to stream, and thereby underpin the development of more reliable land management decisions.
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Table 1: Summary characteristics of the four studies field sites.

<table>
<thead>
<tr>
<th>River</th>
<th>Site name</th>
<th>National Grid reference</th>
<th>Catchment area (km²)</th>
<th>Elevation (m.a.s.l.)</th>
<th>Annual average rainfall (mm)</th>
<th>Baseflow Index (BFI)</th>
<th>Dominant geology</th>
<th>Land use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sem</td>
<td>Cool's Cottage</td>
<td>ST901297</td>
<td>1.70</td>
<td>163</td>
<td>897</td>
<td>0.49</td>
<td>Clay</td>
<td>Lowland livestock grazing, dairy</td>
</tr>
<tr>
<td>Sem</td>
<td>Priors Farm</td>
<td>ST891284</td>
<td>4.97</td>
<td>126</td>
<td>863</td>
<td>0.23</td>
<td>Clay</td>
<td>Lowland livestock grazing, dairy</td>
</tr>
<tr>
<td>Wlye</td>
<td>Brixton Deverill</td>
<td>ST858381</td>
<td>50.22</td>
<td>189</td>
<td>967</td>
<td>0.93</td>
<td>Chalk</td>
<td>Sheep grazing, cereal cropping</td>
</tr>
<tr>
<td>Ebble</td>
<td>Ebbesbourne Wake</td>
<td>ST986243</td>
<td>8.32</td>
<td>165</td>
<td>912</td>
<td>0.97</td>
<td>Chalk</td>
<td>Sheep grazing, cereal cropping</td>
</tr>
</tbody>
</table>

* From (Robson and Reed, 1999)

+ Average 1961-1990
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