Random Matrix Ensembles with Singularities and a Hierarchy of Painlevé III Equations
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We study unitary invariant random matrix ensembles with singular potentials. We obtain asymptotics for the partition functions associated to the Laguerre and Gaussian Unitary Ensembles perturbed with a pole of order \( k \) at the origin, in the double scaling limit where the size of the matrices grows, and at the same time the strength of the pole decreases at an appropriate speed. In addition, we obtain double scaling asymptotics of the correlation kernel for a general class of ensembles of positive-definite Hermitian matrices perturbed with a pole. Our results are described in terms of a hierarchy of higher order analogs to the PIII equation, which reduces to the PIII equation itself when the pole is simple.

1 Introduction and Statement of Results

We study unitary invariant random matrix ensembles on the space \( \mathcal{H}_n^+ \) of \( n \times n \) positive-definite Hermitian matrices defined by the probability measure

\[
\frac{1}{C_n} \left( \det M \right)^\alpha \exp[-n \text{Tr} V_k(M)] \, dM, \quad \alpha > -1, \tag{1.1}
\]
with
\[ dM = \prod_{j=1}^{n} \text{dRe} M_{jj} \prod_{1 \leq i < j \leq n} \text{dRe} M_{ij} \text{dIm} M_{ij}, \tag{1.2} \]
and
\[ C_n = \int_{\mathcal{H}_0} (\det M)^\alpha \exp[-n\text{Tr} V_k(M)] \, dM, \tag{1.3} \]
in the case where the potential \( V_k(x) \) has a pole of order \( k \), that is
\[ V_k(x) = V(x) + \left( \frac{t}{x} \right)^k. \tag{1.4} \]

The regular part \( V \) of the potential is a real analytic function on \([0, +\infty)\) subject to some constraints which we will detail later. In particular, we will require \( V \) to be such that, for \( t = 0 \), the limiting mean density of the eigenvalues as \( n \to \infty \) is supported on an interval of the form \([0, b]\), with \( b > 0 \).

It is well known that the eigenvalues of a random matrix drawn from the ensemble (1.1) form a determinantal point process. The joint probability distribution of the eigenvalues is given by
\[ \frac{1}{Z_{n,k,t}} \Delta(x)^2 \prod_{j=1}^{n} x_j^\alpha e^{-nV(x_j)} \, dx_j, \quad \Delta(x) = \prod_{1 \leq i < j \leq n} (x_j - x_i), \tag{1.5} \]
with the partition function \( Z_{n,k,t} = Z_{n,k}(V) \) given by
\[ Z_{n,k,t} = \int_{[0, +\infty)^n} \Delta(x)^2 \prod_{j=1}^{n} x_j^\alpha e^{-nV(x_j)} \, dx_j. \tag{1.6} \]

For \( t > 0 \) small, the model (1.1) can be seen as a singular perturbation of the unitary invariant ensemble corresponding to \( t = 0 \). For \( t > 0 \), the eigenvalues are pushed away from 0 because of the pole in the potential, and for large \( n \), the probability of finding eigenvalues close to 0 is small if \( t > 0 \) is independent of \( n \). However, if \( t \to 0 \) together with \( n \to \infty \), this repulsion becomes weaker and one expects a transition between a regime where eigenvalues are likely to be found in the vicinity of the origin, and one where eigenvalues are unlikely to be found near the origin.

The effect of singular perturbations of unitary invariant ensembles has been of recent interest [4, 7, 27, 28]. In [7], the singularly perturbed Laguerre Unitary Ensemble (pLUE) was studied, given by the measure
\[ \frac{1}{C_n} (\det M)^\alpha \exp\left[-n\text{Tr} \left( M + \frac{t}{M} \right) \right] \, dM, \tag{1.7} \]
on the space $\mathcal{H}_n^+$, where $C_n$ is a normalization constant. A relation between this model and the Painlevé III (henceforth PIII) equation was established for fixed $n$ in [7]. In subsequent work [4], a singular perturbation of the Gaussian Unitary Ensemble (GUE), which we will refer to as pGUE, was studied, defined by the measure

$$
\frac{1}{C_n} \exp \left[ -n \text{Tr} \left( \frac{1}{2} M^2 + \frac{t}{2M^2} \right) \right] dM,
$$

(1.8)
on the set of $n \times n$ Hermitian matrices $\mathcal{H}_n$.

In [4], the double scaling limit where $t \to 0$ as $n \to \infty$ of the partition function was analyzed using Riemann–Hilbert (RH) techniques. A connection to PIII was also found by relating the orthogonal polynomials associated to the pGUE measure to those of the pLUE measure. In [27], the double scaling limit for the eigenvalue correlation kernel in the pLUE was studied. A limiting kernel was found, defined in terms of a model RH problem associated to a special solution of the PIII equation. This limiting kernel degenerates to the Airy kernel if $t$ approaches 0 at a slow rate, and to the Bessel hard edge kernel if $t \to 0$ at a fast rate. In [28], asymptotics for the partition function in the pLUE, again in terms of a PIII transcendent, were obtained.

In the present work, we will obtain asymptotics for the eigenvalue correlation kernel for a fairly general class of potentials $V$, perturbed with a pole of order $k \in \mathbb{N}$, in a double scaling limit where the strength of the perturbation, $t$, goes to zero at an appropriate speed as the size of the matrix, $n$, is taken to infinity. The double scaling limit will be tuned in such a way that the macroscopic behavior of the eigenvalues in the large $n$ limit is the same as in the non-singular case where $t = 0$, but such that the microscopic behavior of the eigenvalues near 0 is affected by the singularity of the potential. In addition, we will obtain double scaling asymptotics for the partition functions associated to the LUE perturbed with a pole of order $k$, and to the GUE perturbed with a pole of order $2k$. Our results will be described in terms of special solutions to a family of systems of ODEs, indexed by $k \in \mathbb{N}$, which can be seen as a hierarchy of PIII equations.

1.1 Motivations

There are a number of motivations for considering the model (1.1). Firstly, it was observed that critical one-matrix models in which the limiting mean density of eigenvalues vanishes in the bulk of the spectrum or at a higher than generic order at the edge of the spectrum, are in one-to-one correspondence with (super)-Liouville field theories. In this context, it is natural to look for models with higher order critical points in which
multiple zeros appear in the bulk or at the edge of the spectral density, as it is known that such higher order critical models correspond to coupling a minimal conformal field theory to (super)-Liouville theory. A review of these facts in the non-supersymmetric case can be found in [12]. Supersymmetric versions followed later in [20] and are nicely reviewed in the appendix of [24]. One-matrix models in which the potential has poles exhibit a new type of critical behavior. Although at present no conformal field theory analog of such models is known, it is again natural to study higher order critical points in this context.

A second physical motivation arises in the field of quantum transport and electrical characteristics of chaotic cavities. Here the quantity of interest is the Wigner-Smith time-delay matrix \( Q \), the eigenvalues of which, \( \tau_j \), are known as the “partial delay times”. In systems in which the dynamics is chaotic, a random matrix theory approach has been quite successful and one of the central results of this approach is the joint probability density for the inverse delay times, \( \gamma_j = \tau_j^{-1} \), first obtained in [5, 6]. It takes the form

\[
P(\gamma_1, \ldots, \gamma_n) = \frac{1}{C_{n,\beta}} |\Delta(\gamma)|^\beta \prod_{j=1}^n \gamma_j^{\beta n/2} e^{-\beta \gamma_j},
\]

where \( \beta \) depends on the symmetries of the system, with \( \beta = 2 \) a common case. Since many observables may be expressed in terms of \( Q \), the problem of computing expectation values with respect to the above measure is relevant. In particular the observable

\[
\tau_W = \frac{1}{n} \text{Tr} Q = \frac{1}{n} \sum_{i=1}^n \tau_i,
\]

known as the Wigner time-delay has been considered in the recent work [25]. The partition function for our model (1.1) coincides with the moment generating function for the probability density of \( \tau_W \) in the case \( k = 1 \) and \( \alpha = \beta n/2 \). Although we will not scale \( \alpha \) with \( n \) in the present paper, the moment generating function in this model is the partition function for a matrix model which shares the feature of a singular potential with our model (1.1).

Furthermore, in a very recent paper [18], an observable \( R_q \) known as the “charge relaxation resistance” defined as

\[
R_q \propto \frac{\text{Tr} Q^2}{(\text{Tr} Q)^2} = \frac{\sum_{j=1}^n \tau_j^2}{(\sum_{j=1}^n \tau_j)^2}
\]
was considered. To compute $R_q$, the approach taken in [18] was to compute the distributions of $\text{Tr} Q^2$ and $\text{Tr} Q$ separately. The associated moment generating function is the partition function for a perturbed pLUE model with a singularity in the potential of order $k = 2$, thereby demonstrating the physical relevance of the model studied here for $k > 1$.

A third motivating model appears in the field of spin-glasses [2]. Here a model corresponding to the ODE perturbed by a pole of order $k$ was analyzed for its relation to the distribution of the spin glass susceptibility in the Sherrington–Kirkpatrick (SK) mean-field model. The GUE version of the partition function in such a model relates directly to the partition function in the pLUE, as we will see later on in this paper. One-matrix models in which the potential has poles have also appeared in the context of replica field theories [21].

Finally, our last motivation for this work is to seek a natural candidate for a PIII hierarchy. The notion of a PIII hierarchy has appeared little in the literature; one of the few mentions being [23]. This work was partly motivated by the desire to understand whether the hierarchy proposed in [23] would appear when the order of the pole was increased and if not, what form the alternative hierarchy takes.

1.2 Statement of results

Our main results are the following:

1. We define a hierarchy of higher order PIII equations and prove the existence of special pole-free solutions to it.
2. We obtain double scaling asymptotics for the partition function in the LUE perturbed with a pole of order $k \geq 1$, in terms of a higher order PIII transcendent. This generalizes the result from [27] for $k = 1$.
3. We obtain double scaling asymptotics for the partition function in the GUE perturbed with a pole of order $2k$, $k \geq 1$. They are again given in terms of higher order PIII transcendent. In the case $k = 1$, such asymptotics were already obtained in [4], but written in a different form.
4. In the double scaling limit, we prove, for $k \geq 1$ and for general $V$, that the eigenvalue correlation kernel near 0 of the model (1.1) tends to a limiting kernel built out of a model RH problem associated to the PIII hierarchy. This extends the result from [27] for $V(x) = x$ and $k = 1$.

We now state our results in more detail.
A PIII hierarchy

Given \( k \in \mathbb{N} \), consider the system of \( k + 1 \) ODEs indexed by \( p = 0, \ldots, k \),

\[
\sum_{q=0}^{p} (\ell_{k-p+q+1} \ell_{k-q} - (\ell_{k-p+q} \ell_{k-q})^\prime + 3\ell_{k-p+q}^\prime \ell_{k-q}^\prime - 4u \ell_{k-p+q} \ell_{k-q}) = \tau_p,
\]  

(1.12)

for \( k + 1 \) unknown functions \( u = u(s) \) and \( \ell_1 = \ell_1(s), \ldots, \ell_k = \ell_k(s) \), with

\[
\ell_{k+1}(s) = 0, \quad \ell_0(s) = \frac{s}{2}.
\]

(1.13)

The \( \tau_p \)'s are real constants that play the role of times. The \( p = 0 \) equation always results in

\[
u = -\frac{1}{4\ell_k^2}((\ell_k^2)^\prime - 3(\ell_k^\prime)^2 + \tau_0).
\]

(1.14)

Substituting this expression for \( u \) in the other equations, we are left with \( k \) equations for \( k \) unknowns \( \ell_1, \ldots, \ell_k \). We refer to this system of equations as the \( k \)th member of the PIII hierarchy. Eliminating \( \ell_p \) for \( 2 \leq p \leq k \) leads to an ODE for \( \ell_1 \) of order \( 2k \).

**Example 1.1.** For \( k = 1 \) we have the equation

\[
\ell_1''(s) = \frac{\ell_1'(s)^2}{\ell_1(s)} - \frac{\ell_1'(s)}{s} - \frac{\ell_1(s)^2}{s} - \frac{\tau_0}{\ell_1(s)} + \frac{\tau_1}{s}.
\]

(1.15)

which we identify as a special case of the PIII equation; see [14]. \( \square \)

**Example 1.2.** If \( k = 2 \) we have a system of two ODEs;

\[
\frac{\tau_1}{2\ell_1(s)\ell_2(s)} + \frac{\tau_0}{\ell_2(s)^2} + \frac{\ell_2'(s)^2}{\ell_2(s)^2} - \frac{\ell_1'(s)\ell_2'(s)}{\ell_1(s)\ell_2(s)} - \frac{\ell_1''(s)}{\ell_1(s)} - \frac{\ell_2''(s)}{\ell_2(s)} - \frac{2\ell_2(s)}{2\ell_1(s)} = 0,
\]

(1.16)

and

\[
\frac{\ell_1(s)^2\ell_2'(s)^2}{\ell_2(s)^2} - \ell_1'(s)^2 + \frac{s\ell_2'(s)^2}{\ell_2(s)} - \ell_2'(s) - \frac{\tau_0\ell_1(s)^2}{\ell_2(s)^2} - \frac{st_0}{\ell_2(s)} - \tau_2
\]

\[
= \frac{2\ell_1(s)^2\ell_2''(s)}{\ell_2(s)} - 2\ell_1(s)\ell_1''(s) + s\ell_2''(s) + 2\ell_2(s)\ell_1(s).
\]

(1.17)

One can eliminate \( \ell_2 \) in order to obtain a single equation of order four for \( \ell_1 \). \( \square \)

We can construct, for any \( k = 1, 2, \ldots \), a special set of solutions \( \ell_1, \ldots, \ell_k \) to the \( k \)th member of the PIII hierarchy in terms of a model RH problem. The function \( \ell_1(s) \) will be of particular importance to us. The model RH problem consists of finding a function \( \Psi = \Psi(z; s) \) satisfying the following properties.
RH problem for \(\Psi\)

(a) \(\Psi: \mathbb{C} \setminus \Sigma \to \mathbb{C}^{2 \times 2}\) is analytic, with \(\Sigma = \bigcup_{i=1}^{3} \Sigma_i \cup \{0\}\) as illustrated in Figure 1. The half-lines \(\Sigma_1, \Sigma_3\) can be chosen freely in the upper- and lower-half plane.

(b) \(\Psi\) has continuous boundary values \(\Psi_{\pm}(z)\) as \(z \in \Sigma \setminus \{0\}\) is approached from the left (\(+\)) or right (\(-\)) side of \(\Sigma \setminus \{0\}\), and they are related by

\[
\Psi_+(z) = \Psi_-(z) \begin{pmatrix} 1 & 0 \\ -e^{\pi i \alpha} & 1 \end{pmatrix}, \quad z \in \Sigma_1, \quad (1.18)
\]

\[
\Psi_+(z) = \Psi_-(z) \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad z \in \Sigma_2, \quad (1.19)
\]

\[
\Psi_+(z) = \Psi_-(z) \begin{pmatrix} 1 & 0 \\ -e^{-\pi i \alpha} & 1 \end{pmatrix}, \quad z \in \Sigma_3. \quad (1.20)
\]

(c) As \(z \to \infty\), there exist functions \(p(s), q(s), r(s)\) such that \(\Psi\) has the asymptotic behavior

\[
\Psi(z) = I + \frac{1}{z} \begin{pmatrix} q(s) & -ir(s) \\ ip(s) & -q(s) \end{pmatrix} + \mathcal{O}(z^{-2}) z^{-\frac{1}{2}} N e^{d/2 \sigma_3}, \quad (1.21)
\]
where $N = \frac{1}{\sqrt{2}}(I + i\sigma_1)$, with $\sigma_1 = (0 1 \backslash 1 0)$, and where the principal branches of $z^{1/2}$ and $z^{-1/4}$ are taken, analytic off $(-\infty, 0]$ and positive for $z > 0$. The third Pauli matrix $\sigma_3$ is given by $\sigma_3 = (1 0 \backslash 0 -1)$.

(d) As $z \to 0$, there exists a matrix $\Psi_0(s)$, independent of $z$, such that $\Psi$ has the asymptotic behavior

$$\Psi(z) = \Psi_0(s)(I + O(z)) e^{-\left(-\frac{z}{2}\right)^k\sigma_3} z^{\frac{\alpha}{2}} H_j,$$

for $z \in \Omega_j$, where $H_1, H_2, H_3$ are given by

$$H_1 = I$$

$$H_2 = \begin{pmatrix} 1 & 0 \\ -e^{\pi i\alpha} & 1 \end{pmatrix},$$

$$H_3 = \begin{pmatrix} 1 & 0 \\ e^{-\pi i\alpha} & 1 \end{pmatrix}.$$

**Remark 1.3.** In the case $k = 1$, the RH problem for $\Psi$ coincides, up to the orientation of the contours, with the model RH problem introduced in [27]. In the case $k = 0$, it is a RH problem which can be solved using Bessel functions [26].

**Remark 1.4.** For the functions $p(s), q(s),$ and $r(s)$, as introduced in (1.21), we have chosen for reasons of readability to suppress the dependence on the parameter $\alpha$ appearing in the definition of the model problem. In cases when we wish to make the dependence on $\alpha$ explicit we shall write $r(s)$ as $r_\alpha(s)$ with similar notation for other functions.

**Remark 1.5.** It is important to note that the function

$$\Psi(z, s) H_j^{-1} z^{-\frac{\alpha}{2}} e^{\left(-\frac{z}{2}\right)^k\sigma_3}$$

is not analytic at $z = 0$ and in fact has a jump across $\Sigma_2$. Indeed, if the asymptotic behavior in condition (d) of the above RH problem were modified to

$$\Psi(z, s) = \Psi_0(z, s) e^{-\left(-\frac{z}{2}\right)^k\sigma_3} z^{\frac{\alpha}{2}} H_j,$$

with $\Psi_0(z, s)$ analytic at $z = 0$, then the resulting RH problem would have no solution. A more detailed description of the analytic structure of $\Psi$ near the origin can be given...
as follows. Define 

\[ f_2(z, s) = \frac{e^{-z}}{2\pi i} \int_0^{-\infty} |u|^\alpha e^{u} e^{-2(-\frac{i}{2})^k} \frac{du}{u - z}, \]  

and let \( \hat{\Psi}_0 \) be defined by 

\[ \psi(z, s) = \hat{\Psi}_0(z, s) \begin{pmatrix} 1 & f_2(z, s) \\ 0 & 1 \end{pmatrix} e^{-(\frac{i}{2})^k z^2 \sigma_3 H_j}. \]  

Then \( \hat{\Psi}_0 \) is an analytic function near \( z = 0 \), and \( \Psi_0 \) defined by (1.22) takes the form 

\[ \psi_0(s) = \hat{\Psi}_0(0, s) \begin{pmatrix} 1 & f_2(0, s) \\ 0 & 1 \end{pmatrix}. \]  

\[ \square \]

**Remark 1.6.** If the model RH problem has a solution, it follows from standard techniques that the solution is unique. Existence of a solution is a much more subtle issue. We will show that the model RH problem is solvable for \( k \in \mathbb{N}, s > 0, \) and \( \alpha > -1. \) \[ \square \]

**Theorem 1.7.** Let \( \alpha > -1, \) and let \( \psi(z, s) \) be the unique solution of the model RH problem for \( s > 0. \) Then, the limit 

\[ y_\alpha(s) = -2i \frac{d}{ds} \left[ \lim_{z \to \infty} z \psi(z, s^2) e^{-z^{3/2} \sigma_3 N^{-1} z^{1/2} \sigma_3} \right]_{12} = -2 \frac{d}{ds} (r(s^2)) \]  

exists and it is a solution of the equation for \( \ell_1 \) in the \( k \)th member of the PIII hierarchy, with the parameters \( \tau_0, \ldots, \tau_k \) given by 

\[ \tau_p = \begin{cases} 4^{2k+1} k^2, & \text{for } p = 0, \\ (-4)^{k+1} \alpha k, & \text{for } p = k, \\ 0, & \text{for } 0 < p < k. \end{cases} \]  

Moreover, \( y(s) = y_\alpha(s) \) has the following asymptotics as \( s \to +\infty \) and as \( s \to 0, \)

\[ y(s) = -\frac{8k}{2k+1} \left( \beta_{k-2} - \frac{3}{2} z_0 \right) s^{2k-1} + \mathcal{O}(1), \quad s \to +\infty, \]  

\[ y(s) = \mathcal{O}(s^{2k-1}) + \mathcal{O}(s^{2\alpha+1}), \quad s \to 0, \quad s > 0. \]
where we have used the constants

\[ z_0 = -\left(\frac{2^{k-1}(k-1)!}{(2k-1)!!}\right)^{-\frac{1}{2k-1}}, \]  

(1.35)

\[ \beta_j = -(-z_0)^{-\frac{1}{2k-1} + j} (2j + 1)!!, \]  

(1.36)

with \((2j + 1)!! = (2j + 1)(2j - 1)\ldots 3.1\) the double factorial.

**Remark 1.8.** In fact, we will prove a more general result in the sense that all \(\ell_j\)'s may be extracted from the model problem for \(\Psi\). To this end, we write the asymptotic expansion of \(\Psi\) as \(z \to \infty\) as

\[ \Psi(z) \sim \left(I + \sum_{j=1}^{\infty} C_j z^{-j}\right) z^{-\frac{1}{2s_0}} N e^{s_0 / 2s_3}, \quad C_j = \begin{pmatrix} q_j(s) & -ir_j(s) \\ ip_j(s) & \bar{q}_j(s) \end{pmatrix}. \]  

(1.37)

Define the formal power series

\[ m_2(z, s) = \sum_{j=1}^{\infty} \frac{r_j(s^2)}{s^{2j-1}z^j}, \]  

(1.38)

and define in addition formal power series \(m_1, m_3, m_4\) in \(z^{-1}\), \(m_1(z, s) = \sum_{j=1}^{\infty} m_{1,j}(s)z^{-j}\). The quantities \(m_3\) and \(m_4\) are defined in terms of \(m_1\) and \(m_2\) as

\[ m_3(z, s) := -\partial_s m_1 - \frac{r(s^2)(m_1 + 1)}{s} - \frac{1}{2} \partial_s^2 m_2 + m_2 \left(3r'(s^2) - \frac{r(s^2)^2}{2s^2} - \frac{3r(s^2)}{2s^2} + z\right), \]  

(1.39)

\[ m_4(z, s) := \frac{1}{2} \left(\frac{r(s^2)}{s} m_2 - \partial_s m_2\right), \]  

(1.40)

and \(m_1\) can be found recursively from the relation

\[ m_{1,j} = \frac{1}{2} (m_4^2 + m_2m_3)_j - \frac{1}{2} \sum_{i=0}^{j-1} m_{1,j-i} m_{1,i}, \]  

(1.41)

where \((m_4^2 + m_2m_3)_j\) denotes the coefficient of \(z^{-j}\) in the formal power series of \(m_4^2 + m_2m_3\). Note that upon substituting in the expressions for \(m_3\) and \(m_4\) in terms of \(m_1\) and \(m_2\), the right-hand side of (1.41) only contains \(m_{1,i}\) with \(i < j\) and therefore gives a well defined recursive relation for \(m_{1,j}\).
We now introduce the matrix
\[
K(z, s) := \begin{pmatrix} m_1 + m_4 + 1 & m_2 \\ m_3 + s^{-1}r(s^2)(m_1 + m_4 + 1) & m_1 - m_4 + s^{-1}r(s^2)m_2 + 1 \end{pmatrix},
\]
(1.42)
where \( r = r_1 \). We then obtain expressions for all \( \ell_j \) in terms of \( r_j \) via the relation
\[
4 \sum_{n=0}^{j} \ell_{j-n}(s)(4z)^n = \left( (4z)^{j+1} \text{Tr} \left[ (\partial_z K) K^{-1} + \frac{s}{2} K \sigma_- K^{-1} + \frac{1}{2z} K \left( s\sigma_+ - \frac{1}{2}\sigma_3 \right) K^{-1} \sigma_- \right] \right)_+,
\]
(1.43)
where the notation \((\ldots)_+\) denotes a projection on to the positive power parts of the power series. The above relation gives for the first few \( \ell_j \)'s,
\[
\ell_0(s) = \frac{s}{2},
\]
(1.44)
\[
\ell_1(s) = -4 sr'(s^2),
\]
(1.45)
\[
\ell_2(s) = \frac{8}{s} (r(s^2)r'(s^2) + 2s^2r'(s^2)^2 - 2r(s^2)r'(s^2) + 2s^2r''(s^2) - 2r_1(s^2)).
\]
(1.46)

**Remark 1.9.** There has appeared a distinct definition of a PIII hierarchy in the literature [23]. The model problem for \( \Psi \) may be connected with this alternative hierarchy if we choose a different time to act as the independent variable in the ODE. To see this, we generalize the \( \Psi \) model problem by altering the behavior at the origin to
\[
\Psi(z) = \Psi_0(s)(I + O(z)) e^{-\sum_{n=1}^{k} (-\frac{n}{4})/\alpha_3 z^2 \alpha_3 H_j},
\]
(1.47)
and then define
\[
\hat{\Psi}(z, s) := \Psi_0^{-1}(s) \Psi(z^{-1}, s).
\]
(1.48)
Using the asymptotic behavior of \( \hat{\Psi} \) in the definition of the Lax pair
\[
\hat{B} := \partial_z \hat{\Psi} \hat{\Psi}^{-1} \quad \text{and} \quad \hat{A} := \partial_z \hat{\Psi} \hat{\Psi}^{-1},
\]
(1.49)
we find
\[
\hat{B} = \begin{pmatrix} z & \hat{v}(s_1) \\ \hat{u}(s_1) & z \end{pmatrix},
\]
(1.50)
and \( \hat{A} = \sum_{j=-2}^{k-1} A_j(s_1) \), where \( A_j \) are \( s_1 \) dependent matrices and \( \hat{u} \) and \( \hat{v} \) are some undetermined functions. The form of these Lax matrices precisely matches those
proposed in [23] as forming a Lax pair for a PIII hierarchy. However, in the random matrix model under consideration, it is more natural to work with the variable \(s\) instead of \(s_1\), and this leads us to a different Painlevé hierarchy.

Double scaling limit for the partition functions in the perturbed LUE and GUE

Define the pLUE partition function as

\[
Z_{n,k,\alpha}^{\text{pLUE}}(t) = \frac{1}{n!} \int_{[0, +\infty)^n} \Delta(x)^2 \prod_{j=1}^{n} x_j^{\alpha} e^{-n(x_j^2 + \left(\frac{t}{2}\right)^2)} \, dx_j, \quad \alpha > -1, \tag{1.51}
\]

and the pGUE partition function as

\[
Z_{n,k,\alpha}^{\text{pGUE}}(t) = \frac{1}{n!} \int_{\mathbb{R}^n} \Delta(x)^2 \prod_{j=1}^{n} |x_j|^{2\alpha} e^{-\frac{n}{2}(x_j^2 + \left(\frac{t}{2}\right)^2)} \, dx_j, \quad \alpha > -\frac{1}{2}. \tag{1.52}
\]

Whereas for the pLUE and pGUE partition functions with \(k = 1\), large \(n\) asymptotics are described in terms of a special solution to the PIII equation [4, 28], when perturbing a unitary invariant ensemble with a pole of order \(k > 1\), the special solutions to the higher order analogs of PIII introduced before will appear.

**Theorem 1.10.** As \(n \to \infty\) and \(t \to 0\) in such a way that \(s_{n,t} := 2^{-\frac{1}{2}} n^{\frac{2k+1}{k}} t \to s\), we have the asymptotics

\[
Z_{n,k,\alpha}^{\text{pLUE}}(t) = Z_{n,k,\alpha}^{\text{pLUE}}(0) \exp \left( \frac{1}{2} \int_0^{s_{n,t}} \left( r(0) - r(\xi) \right) \frac{d\xi}{\xi} \right) (1 + \mathcal{O}(n^{-1})), \tag{1.53}
\]

\[
Z_{n,k,\alpha}^{\text{pGUE}}(t) = Z_{n,k,\alpha}^{\text{pGUE}}(0) \exp \left( \frac{1}{2} \int_0^{s_{n,t}} \left( -\alpha^2 - r_{\alpha-\frac{1}{2}}(\xi) - r_{\alpha+\frac{1}{2}}(\xi) \right) \frac{d\xi}{\xi} \right) \times (1 + \mathcal{O}(n^{-1})), \tag{1.54}
\]

where \(r_\alpha(s)\) has been defined in Remark 1.4 and is related to the Painlevé transcendent \(y_\alpha(s)\) by

\[
y_\alpha(s) = -2 \frac{d}{ds} (r_\alpha(s^2)), \quad r_\alpha(0) = \frac{1}{8} (1 - 4\alpha^2).
\]

In other words, we have

\[
r_\alpha(s) = \frac{1}{8} (1 - 4\alpha^2) - \frac{1}{2} \int_0^{\sqrt{s}} y_\alpha(\eta) \, d\eta. \tag{1.55}
\]
Double scaling limit of the correlation kernel

In what follows, we consider potentials $V$ which are real analytic on $[0, +\infty)$ and such that

$$\lim_{x \to +\infty} \frac{V(x)}{\log(x^2 + 1)} = +\infty. \quad (1.56)$$

The correlation kernel for the eigenvalues in the model (1.1) is expressed using orthogonal polynomials with respect to the weight

$$w(x) = x^\alpha e^{-nV_k(x)} = x^\alpha \exp\left[-n\left(V(x) + \left(\frac{t}{x}\right)^k\right)\right]. \quad (1.57)$$
on $[0, +\infty)$. Let $p_j, j = 0, 1, \ldots$ be the family of monic polynomials of degree $j$ characterized by the relations

$$\int_0^\infty p_j(x) p_m(x) w(x) \, dx = h_j \delta_{jm}. \quad (1.58)$$

The correlation kernel of the determinantal point process (1.5) can be written as

$$K_n(x, y) = n^{-1} \left(\frac{w(x)w(y)}{x - y}\right) \left(p_n(x)p_{n-1}(y) - p_n(y)p_{n-1}(x)\right). \quad (1.59)$$

Important quantities that can be computed directly from $K_n(x, y)$ are the $k$-point correlation functions. The one-point function, or limiting mean eigenvalue density, is given by

$$\rho(x) := \lim_{n \to \infty} \frac{1}{n} K_n(x, x), \quad (1.60)$$

and describes the macroscopic behavior of the eigenvalues in the large $n$ limit. For fixed $t > 0$, the measure $d\nu(x) = \rho(x) \, dx$ is characterized as the equilibrium measure which minimizes

$$I_k(\nu) = \int \log \frac{1}{|x - y|} d\nu(x) d\nu(y) + \int V_k(y) d\nu(y), \quad (1.61)$$
among all Borel probability measures $\nu$ on $[0, +\infty)$. If we let $n \to \infty$ and at the same time $t \to 0$, the limiting mean eigenvalue density is not affected by the singular perturbation and is equal to the equilibrium measure $d\mu = \psi(x) \, dx$ obtained from minimizing

$$I(\mu) = \int \log \frac{1}{|x - y|} d\mu(x) d\mu(y) + \int V(y) d\mu(y), \quad (1.62)$$
in which the singular part of $V_k$ has been dropped. It is this measure and density we will use in the remainder of the paper and refer to as the equilibrium measure. The measure
\( \mu \) is characterized by the Euler–Lagrange equations [22], stating that there exists \( \ell \in \mathbb{R} \) such that

\[
2 \int \log |x - y| \psi(y) \, dy - V(x) = \ell, \quad x \in \text{supp} \mu, \tag{1.63}
\]

\[
2 \int \log |x - y| \psi(y) \, dy - V(x) \leq \ell, \quad x \in [0, +\infty). \tag{1.64}
\]

We will require that \( V \) is such that the equilibrium measure \( \mu \) is supported on a single interval of the form \([0, b]\), which implies [8] that its density \( \psi \) can be written as

\[
\psi(x) = \frac{1}{2\pi} h(x) \sqrt{\frac{b - x}{x}}, \quad x \in [0, b], \tag{1.65}
\]

where \( h \) is a real analytic function, non-negative on \([0, b]\). We will also require that \( V \) is regular, in the sense that

(i) the density \( \psi \) is positive in the interior of its support \((0, b)\), that is, \( h(x) > 0 \) for \( 0 < x < b \),

(ii) \( \psi \) vanishes like a square root at the endpoint \( b > 0 \) and like an inverse square root at the endpoint \( 0 \), that is, \( h(b), h(0) \neq 0 \),

(iii) the variational inequality (1.64) is strict on \((b, +\infty)\).

Define functions \( \psi_j(x; s) \) in terms of the solution to the model RH problem for \( \Psi \) as follows. For \( z \in \Omega_1 \), let

\[
\begin{pmatrix}
\psi_1(z, s) \\
\psi_2(z, s)
\end{pmatrix} := \psi(z, s) \begin{pmatrix} 1 \\ 0 \end{pmatrix},
\]

and for \( z \in \Omega_2 \cup \Omega_3 \), we define \( \psi_1 \) and \( \psi_2 \) in such a way that they are analytic in \( \mathbb{C} \setminus \Sigma_1 \). This means in particular that

\[
\begin{pmatrix} \psi_1(x, s) \\ \psi_2(x, s) \end{pmatrix} = \psi_+(x, s) \begin{pmatrix} 1 \\ e^{-\pi i} \end{pmatrix},
\]

for \( x < 0 \).

Then, \( \psi_1, \psi_2 \) satisfy the system of equations (see Corollary 2.2),

\[
\partial_x \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} = \begin{pmatrix} 1 \\ s \end{pmatrix} \begin{pmatrix}
\hat{a} - \frac{1}{2} \hat{b} s^{-\frac{1}{2}} U(s) & -is^{-\frac{1}{2}} \hat{b} \\
iss^{-\frac{1}{2}} (\hat{c} + \hat{a} s^{-\frac{1}{2}} U(s) - \frac{1}{4} \hat{b} s^{-1} U(s)^2) & -\hat{a} + \frac{1}{2} \hat{b} s^{-\frac{1}{2}} U(s)
\end{pmatrix} \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix},
\]

and they are characterized as the unique solution with the asymptotic behavior

\[
\begin{pmatrix} \psi_1(z, s) \\ \psi_2(z, s) \end{pmatrix} = (I + \mathcal{O}(z^{-1})) z^{-\frac{i}{2} \sigma_3} N e^{z^{1/2} \sigma_3},
\]

for \( z \to \infty \).
as \( z \to \infty \) in \( \Omega_1 \) (and, more generally, for \( |\arg z| < \pi - \epsilon \) for any \( \epsilon > 0 \), and

\[
\begin{pmatrix}
\psi_1(z, s) \\
\psi_2(z, s)
\end{pmatrix} = \mathcal{O}(1) e^{-(-\frac{1}{2})^k \sigma_3 z^\frac{2k}{2} \sigma_3},
\]  

(1.70)

as \( z \to 0 \) for \( z \in \Omega_1 \). Here, \( U(s) = \int_0^{s^\frac{1}{2}} y(s') \, ds' \), \( \hat{a} = a(s^{-1} z, s^\frac{1}{2}) \), \( \hat{b} = b(s^{-1} z, s^\frac{1}{2}) \), \( \hat{c} = c(s^{-1} z, s^\frac{1}{2}) \), with

\[
a(z, s) = -\frac{1}{2} \partial_s b(z, s),
\]  

(1.71)

\[
c(z, s) = (z - u) b(z, s) - \frac{1}{2} \partial_s^2 b(z, s),
\]  

(1.72)

and

\[
b(z, s) = \frac{4}{(4z)^{k+1}} \sum_{n=0}^{k} \ell_{k-n}(s)(4z)^n.
\]  

(1.73)

**Theorem 1.11.** In the double scaling limit where \( n \to \infty \) and simultaneously \( t \to 0 \) in such a way that \( 2^{-\frac{1}{2}} c_1 n^{2k+1} t \to s > 0 \), with \( c_1 = bh(0)^2 \), we have

\[
\lim_{n \to \infty} \frac{1}{c_1 n^2} K_n \left( \frac{u}{c_1 n^2}, \frac{v}{c_1 n^2}; t \right) = K_{PII}^k(u, v; s),
\]  

(1.74)

for \( u, v > 0 \), where

\[
K_{PII}^k(u, v; s) = -e^{\pi i a} \frac{\psi_1(-u; s) \psi_2(-v; s) - \psi_1(-v; s) \psi_2(-u; s)}{2\pi i (u - v)}.
\]  

(1.75)

The limit is uniform for \( s \) in compact subsets of \((0, +\infty)\). □

**Remark 1.12.** For \( k = 1 \), our limiting kernel \( K_{PII}^1(u, v; s) \) is equal to the limiting kernel obtained in [27]. □

**Theorem 1.13.** The limiting kernel has the following limits:

\[
\lim_{s \to 0} K_{PII}^k(u, v; s) = J_a(u, v),
\]  

(1.76)

\[
\lim_{s \to +\infty} \frac{s^{\frac{2k}{c_2}}}{c_2} K_{PII}^k \left( s^\frac{k}{2} \left( -s^{-\frac{3}{2}} \frac{U}{C_2} \right), s^\frac{k}{2} \left( -s^{-\frac{3}{2}} \frac{V}{C_2} \right); s \right) = \hat{A}_a(u, v),
\]  

(1.77)
where $\eta = \frac{2k}{2k+1}$, $z_0$ was defined in (1.35) and $J_\alpha(u, v)$ and $A_\alpha(u, v)$ are the Bessel and Airy kernels defined as

\[ J_\alpha(u, v) = J_\alpha'(\sqrt{u})\sqrt{v}J_\alpha'\left(\sqrt{v}\right) - J_\alpha(\sqrt{u})\frac{u}{v}J_\alpha'\left(\sqrt{v}\right), \]

\[ A_\alpha(u, v) = \frac{\text{Ai}(u)\text{Ai}'(v) - \text{Ai}(v)\text{Ai}'(u)}{u-v}. \]

The constant $c_2$ has the explicit form

\[ c_2 = \left(\frac{3}{2}\right)^{\frac{3}{2}}(-z_0)^{-\frac{3}{2}}\sum_{j=0}^{k-1} \frac{(2j+1)!!}{2^j j!}. \]

Outline

In Section 2, we will study in more detail the model RH problem for $\psi$. Using Lax pair arguments, we will establish the relation between the RH problem and the PIII hierarchy. In addition, we will prove the solvability of the RH problem for $s > 0$, which implies that the PIII solution $y(s)$ has no singularities for $s > 0$. In Section 3, we will study the large $n$ asymptotics for the orthogonal polynomials associated to our random matrix model by means of the Deift/Zhou steepest descent method [11]. A crucial feature in this analysis will be the construction of a local parametrix near the origin in terms of the model RH problem for $\psi$. In Section 4, we will obtain large $s$ asymptotics for $\psi$ and for the PIII solution $y$ using an asymptotic analysis of the model RH problem. In Section 5, small $s$ asymptotics for $\psi$ and $y$ are obtained. The results from Section 2 together with the asymptotics from Sections 4 and 5 will lead to a proof of Theorem 1.7. In Section 6, we use the asymptotics for the orthogonal polynomials obtained in Section 3 to prove Theorem 1.11. In Section 7, we use a differential identity which enables us to derive asymptotics for the pLUE and pGUE partition functions from the asymptotics for the orthogonal polynomials, and to prove Theorem 1.10.

2 Properties of the Model RH Problem

2.1 Connection to the PIII hierarchy: proof of Theorem 1.7

We begin by introducing a new model RH problem for a function $\Phi$, obtained from the model problem for $\psi$ defined in Section 1. Let

\[ \Phi(z, s) := \left( \begin{array}{cc} 1 & 0 \\ s^{-1}r(s^2) & 1 \end{array} \right) s^{\frac{3}{2}} e^{\frac{i}{s}s_\alpha} \psi(s^2z, s^2), \]
with \( r \) defined by (1.21). Using the RH conditions for \( \Psi \), we find that \( \Phi \) satisfies the RH problem given as follows.

**RH problem for \( \Phi \)**

(a) \( \Phi : \mathbb{C} \setminus \Sigma \to \mathbb{C}^{2 \times 2} \) analytic.

(b) \( \Phi \) has the jump relations

\[
\Phi_+(z) = \Phi_-(z) \begin{pmatrix} 1 & 0 \\ -e^{\pi i \sigma} & 1 \end{pmatrix}, \quad z \in \Sigma_1, \tag{2.2}
\]

\[
\Phi_+(z) = \Phi_-(z) \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad z \in \Sigma_2, \tag{2.3}
\]

\[
\Phi_+(z) = \Phi_-(z) \begin{pmatrix} 1 & 0 \\ -e^{-\pi i \sigma} & 1 \end{pmatrix}, \quad z \in \Sigma_3. \tag{2.4}
\]

(c) As \( z \to \infty \), \( \Phi \) has the asymptotic behavior

\[
\Phi(z) = \begin{pmatrix} 1 & 0 \\ v(s) & 1 \end{pmatrix} \left( I + \frac{1}{z} \begin{pmatrix} w(s) & v(s) \\ h(s) & -w(s) \end{pmatrix} + O(z^{-2}) \right) e^{\frac{1}{2} i \sigma_3} z^{-\frac{1}{2} \sigma_3} N e^{\frac{1}{2} z^2 \sigma_3}, \tag{2.5}
\]

where \( N = \frac{1}{\sqrt{2}} (I + i \sigma_1) \) as before, and

\[
w(s) = s^{-2} q(s^2), \tag{2.6}
\]

\[
v(s) = s^{-1} r(s^2), \tag{2.7}
\]

\[
h(s) = s^{-3} p(s^2). \tag{2.8}
\]

(d) As \( z \to 0 \), there exists a matrix \( \Phi_0(s) \), independent of \( z \), such that \( \Phi \) has the asymptotic behavior

\[
\Phi(z) = \Phi_0(s) (I + O(z)) e^{\frac{1}{2} k \sigma_3} z^{\frac{1}{2} \sigma_3} H_j, \tag{2.9}
\]

for \( z \) in sector \( \Omega_j \), where \( H_1, H_2, H_3 \) are given in the model problem for \( \Psi \), see (1.23–1.25).

Under the assumption that the model RH problem is solvable for \( s > 0 \) (we will prove this assumption in Section 2.2), we are now in a position to prove Theorem 1.7. First we note that the limit in (1.31) exists by a simple application of (1.21), and that the
differentiability with respect to the parameter $s$ can be proved using general methods which involve re-writing the RH conditions as a singular integral equation. We have

$$y(s) = -2 \frac{d}{ds}(r(s^2)) = -2 \frac{d}{ds}(sv(s)). \quad (2.10)$$

For the relation to the PIII hierarchy we use well-known methods of isomonodromic deformation theory. In particular, we define the Lax matrices,

$$A := (\partial_s \Phi) \Phi^{-1} \quad \text{and} \quad B := (\partial_z \Phi) \Phi^{-1}, \quad (2.11)$$

and note that, due to the jump matrices of $\Phi$ being constant, the Lax matrices are meromorphic functions in $z$, and may only have isolated singularities. Using the asymptotic expansion of $\Phi$ near $z = \infty$ and $z = 0$ one can easily show that $A$ and $B$ are Laurent polynomials of the form

$$A(z; s) = \sum_{j=0}^{k+1} A_j(s) z^{-j}, \quad A_0 = \frac{s}{2} \sigma_-, \quad (2.12)$$

$$B(z; s) = \begin{pmatrix} 0 & 1 \\ z - u(s) & 0 \end{pmatrix}. \quad (2.13)$$

where $u = 2w(s) - v'(s) - v(s)^2$ and $\sigma_- = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}$. Computing the $(1, 2)$-entry of the $z^{-1}$ term in $B$ using the asymptotic behavior of $\Phi$ at $z = \infty$ together with the fact that $B$ is regular at zero implies

$$v'(s) - v(s)^2 + 2w(s) = 0. \quad (2.14)$$

We can also give explicit expressions for the elements of $A_j$ in terms of coefficients appearing in the asymptotic expansion of $\Phi$ near $z = \infty$. Although this will prove largely unnecessary, one important result obtained in this way is that

$$(A_1)_{12} = \frac{s}{2}, \quad (2.15)$$

$$(A_2)_{12} = sw(s) - \frac{1}{2}sv(s)^2 - \frac{1}{2}v(s) = -\frac{1}{2} \frac{d}{ds}(sv(s)) = y(s), \quad (2.16)$$

where in the second line we have used (2.14). To complete the proof we now show that $u(s)$ is the function appearing in (1.12). To this end, consider the compatibility condition,

$$\partial_z \partial_s \Phi = \partial_s \partial_z \Phi, \quad (2.17)$$
which, upon substituting in the expression (2.11) for the derivatives in terms of the Lax matrices, becomes,

$$\partial_z B - \partial_s A + [B, A] = 0. \quad (2.18)$$

If we parameterize $A$ as

$$A(z, s) = \begin{pmatrix} a(z, s) & b(z, s) \\ c(z, s) & -a(z, s) \end{pmatrix}, \quad (2.19)$$

then (2.18) is equivalent to three coupled ODEs,

$$a(z, s) = -\frac{1}{2} \partial_s b(z, s), \quad (2.20)$$

$$c(z, s) = (z - u)b(z, s) - \frac{1}{2} \partial_s^2 b(z, s), \quad (2.21)$$

$$\partial_s c(z, s) = 1 + 2(z - u(s))a(z, s). \quad (2.22)$$

The first two equations provide $a$ and $c$ in terms of $b$. Although the final equation can be used to obtain an equation for $b$, this is not the course we will follow here, however we will remark upon this possibility later.

So far we have only used the asymptotic behavior of $\Phi$ near zero to determine the order of the pole occurring at the origin in each Lax matrix. To complete the proof we now consider the behavior of $\Phi$ near zero in more detail. Working in $\Omega_1$, see Figure 1, write (2.9) as

$$\Phi(z) = \Phi_0(s)F(z) e^{\Delta(z)\sigma_3}, \quad (2.23)$$

where $F(z) = I + O(z)$ as $z \to 0$, and $\Delta$ can be written in the general form

$$\Delta(z) := -\Delta_0 \log z + \sum_{n=1}^{k} \frac{\Delta_n}{nz^n}, \quad (2.24)$$

$$\Delta_0 = -\frac{a}{2}, \quad \Delta_k = (-1)^{k+1}k, \quad \Delta_1 = \cdots = \Delta_{k-1} = 0. \quad (2.25)$$

Note that $\det A$ can be written as

$$\det A = \det(\partial_z \Phi \Phi^{-1}) = -\Delta'(z)^2 \det \left( 1 + \frac{1}{\Delta'(z)} \sigma_3 F(z)^{-1} F'(z) \right), \quad (2.26)$$

and that as $z \to 0$,

$$\Delta'(z) = O(z^{-k-1}), \quad (2.27)$$

$$F(z)^{-1} F'(z) = O(1). \quad (2.28)$$
Hence we obtain the estimate
\[
\det A = -\Delta'(z)^2 + \mathcal{O}(z^{-k-1}),
\] (2.29)
as \(z \to 0\). Using (2.20) and (2.21) and rearranging gives
\[
\frac{3}{4} (b')^2 + (z - u(s)) b^2 - \frac{1}{4} (b^2)'' - \left( \frac{d}{dz} \Delta(z) \right)^2 = \mathcal{O}(z^{-k-1}), \quad z \to 0,
\] (2.30)
where primes denote derivatives with respect to \(s\). The important observation is that the left-hand side behaves as \(\mathcal{O}(z^{-2k-2})\) as \(z \to 0\) which after comparing with the right-hand side yields \(k + 1\) equations. Explicitly, in (2.30), let
\[
b(z, s) = \frac{4}{(4z)^{k+2}} \sum_{j=0}^{k} \ell_{k-j}(s)(4z)^j,
\] (2.31)
with \(l_0 = s/2\). This gives
\[
\frac{4}{(4z)^{2k+2}} \sum_{j, m=0}^{k} \left[ \ell_{k-j} \ell_{k-m}(4z)^{j+m+1} - [\ell_{k-j} \ell_{k-m})'' - 3 \ell_{k-j} \ell_{k-m} + 4w \ell_{k-j} \ell_{k-m}] \right] (4z)^{j+m} = \left( \frac{d}{dz} \Delta(z) \right)^2 + \mathcal{O}(z^{-k-1}), \quad z \to 0.
\] (2.32)
After some rearrangement and dropping terms of order \(\mathcal{O}(z^{-k-1})\) the above equation can be written as
\[
\frac{4}{(4z)^{2k+2}} \sum_{p=0}^{k} \sum_{q=0}^{p} \ell_{k-p+q+1} \ell_{k-q} - (\ell_{k-p+q} \ell_{k-q})'' = 3 \ell_{k-p+q} \ell_{k-q} - 4wu \ell_{k-p+q} \ell_{k-q} \right) (4z)^p = \left( \frac{d}{dz} \Delta(z) \right)^2 + \mathcal{O}(z^{-k-1}), \quad z \to 0.
\] (2.33)
Finally, substituting in (2.24) and comparing coefficients yields (1.12), where \(\tau_p\) is a constant taking the form
\[
\tau_p = 4^{2k-p+1} \sum_{q=0}^{p} \Delta_{k-p+q} \Delta_{k-q}.
\] (2.34)
In our case, by (2.25), we have (1.32). This shows that \(u(s)\) appearing in (2.13) together with the quantities \(l_j\) satisfy the system of equations (1.12). The relation between \(l_1(s)\) and \(v(s)\) can be obtained from (2.10) and (2.16) together with the fact that \((A_2)_{12} = b_1 = \frac{1}{4} l_1\).
We now prove the statements appearing in Remark 1.8. We parameterize the behavior of $\Phi$ as $z \to \infty$ by

$$
\Phi(z) = \begin{pmatrix} 1 & 0 \\ v(s) & 1 \end{pmatrix} \left( I + \begin{pmatrix} m_1 + m_4 & m_2 \\ m_3 & m_1 - m_4 \end{pmatrix} \right) e^{\frac{1}{4} i \pi \sigma_3 z} e^{-\frac{1}{4} \sigma_3 N e^{\frac{s z}{2} \sigma_3}}.
\tag{2.35}
$$

where $m_i$ are formal power series in $z^{-1}$ and we note that this can be written as

$$
\Phi(z) = K(z, s) e^{\frac{1}{4} i \pi \sigma_3 z} e^{-\frac{1}{4} \sigma_3 N e^{\frac{s z}{2} \sigma_3}}.
\tag{2.36}
$$

Computing the Lax matrix $B$ using the above expression yields the relation

$$
z[\sigma_-, K] = \partial_s K - 2v'(s)\sigma_- K - [\sigma_+, K],
\tag{2.37}
$$

which upon substituting in $v(s) = r(s^2)/s$ gives (1.39) and (1.40). Furthermore, the fact that $\det K = 1$ yields the recursion relation (1.41). Finally, computing the Lax matrix $A$ using (2.36) gives

$$
A = (\partial_s K) K^{-1} + \frac{s}{2} K [\sigma_- K]^{-1} + \frac{1}{2z} K \left( s \sigma_+ - \frac{1}{2} \sigma_3 \right) K^{-1},
\tag{2.38}
$$

from which the $l_j$ may be extracted by projecting out the 1, 2 element of $A$.

**Remark 2.1.** Substituting (2.20) and (2.21) into (2.22) yields

$$
z \partial_s b(z, s) = \frac{1}{4} \left( \partial_s^3 b(z, s) + 4u(s) \partial_s b(z, s) + 2u'(s) b(z, s) \right) + \frac{1}{2}
\tag{2.39}
$$

We may compute $b(z, s)$ by substituting (2.31) into the above equation, which yields

$$
\ell'_{j+1} = \ell''_j + 4u \ell'_j + 2u' \ell_j,
\tag{2.40}
$$

for $j \geq 0$ subject to the conditions $\ell_0 = s/2$ and $\ell_{k+1} = 0$. By iterating the above equation, one obtains each $\ell_j$ as differential-integro polynomials in $u$. The final condition $\ell_{k+1} = 0$ yields an ODE for $u$ of order $3k + 1$, which is an equivalent way to characterize the $k$th PIII equation. The reason we prefer (1.12) is that it yields an ODE for $\ell_1$ of order $2k$ which coincides with the third Painlevé equation for $k = 1$.

Finally, it is interesting to note that (2.40) is precisely the recursion equation for the Lenard differential polynomials appearing in the definition of the PI and PII hierarchies. The difference between the PI, PII, and PIII hierarchies lies in the initial condition; in the PI case it is $\ell_0 = -4u$, for PII $\ell_0 = \frac{1}{2}$, and for PIII $\ell_0 = s/2$. This difference in initial condition has a large effect—in the case of PI and PII the left-hand side of
(2.40) is always a total derivative and therefore the recursion relation can be integrated at each order; this is not the case for the PIII hierarchy.

Recall the definition of $\psi_1, \psi_2$ in (1.66).

**Corollary 2.2.** The $\psi$-functions associated to $\Psi$, defined in (1.66), satisfy the ODE system

$$
\partial_z \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} = \frac{1}{s} \left( \begin{array}{cc}
\hat{a} - \frac{1}{2} \hat{b}s^{-\frac{1}{2}}U(s) & -is^{-\frac{1}{2}}\hat{b} \\
(\hat{c} + \hat{a}s^{-\frac{1}{2}}U(s) - \frac{1}{4} \hat{b}s^{-1}U(s)^2) & -\hat{a} + \frac{1}{2} \hat{b}s^{-\frac{1}{2}}U(s) 
\end{array} \right) \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix},
$$

(2.41)

where $U(s) = \int_0^{s^{\frac{1}{2}}} y(s') \, ds'$, $\hat{a} = a(s^{-\frac{1}{2}}z, s^{\frac{1}{2}})$, $\hat{b} = b(s^{-\frac{1}{2}}z, s^{\frac{1}{2}})$ and $\hat{c} = c(s^{-\frac{1}{2}}z, s^{\frac{1}{2}})$, and are characterized as the unique pair of solutions to (2.41) with the asymptotic behavior (1.69) and (1.70).

**Proof.** Substituting (2.1) in the first equation of (2.11), and using (2.19), we obtain (2.41). The asymptotic conditions are a consequence of conditions (c) and (d) of the RH problem for $\Psi$, and the fact that these determine the solution uniquely follows from the general theory for linear systems of ODEs.

2.2 *Proof of existence of $\Psi$*

In order to prove the solvability of the RH problem for $\Psi$, we consider its homogeneous version. This consists of the RH conditions (a), (b), and (d), and has condition (c) replaced by

$$
\Psi(z) = O(z^{-1}) \times z^{-\frac{1}{2}+\sigma_3} N e^{z^{3/2}\sigma_3}, \text{ as } z \to \infty.
$$

(2.42)

**Lemma 2.3** (vanishing lemma). Let $\Psi_0$ satisfy the RH conditions (a), (b), and (d) in the RH problem for $\Psi$, and the homogeneous asymptotic condition (2.42). Then, $\Psi_0(z) \equiv 0$.

**Proof.** This was proved in [27] for $k = 1$. The proof from [27] is easily extended to the case $k \in \mathbb{N}$: equations (2.20) and (2.24) in [27] have to be modified in the natural way, but with the function $H(z)$ as defined in equation (2.26) in [27], it is still true that $H(z) = O(1)$ as $z \to 0$. The remaining part of the proof relies on this fact, but not on a more precise description of the behavior near 0, and the value of $k$ is unimportant here.

For a general class of RH problems, the vanishing lemma (i.e., the fact that the homogeneous RH problem has only the trivial solution) implies the solvability of the non-homogeneous RH problem. This follows from the description of RH problems in
terms of singular integral equations. The existence of a solution of the RH problem is then equivalent to the bijectivity of a certain operator. This operator is a Fredholm operator of index zero and because of this, bijectivity follows from the fact that the kernel of the operator is trivial. Triviality of the kernel is equivalent to the vanishing lemma. This procedure works for a fairly general class of RH problems, as long as the RH problem is equivalent to a RH problem without singular points. The RH problem for $\Psi$ has a singular point at 0, but can be transformed to one without singular points using the representation (1.29).

Define

\[
\hat{\Psi}(z) = \begin{cases} 
\Psi(z), & \text{for } |z| > 1, \\
\hat{\Psi}_0(z), & \text{for } |z| < 1.
\end{cases}
\] (2.43)

Then, $\hat{\Psi}$ has no jumps inside the unit circle, but it has a new jump on the unit circle, which we choose with clockwise orientation, given by

\[
\hat{\Psi}_-^{-1}(z)\hat{\Psi}_+(z) = \hat{\Psi}_0^{-1}(z)\Psi(z) = \begin{pmatrix} 1 & f_2(z) \\ 0 & 1 \end{pmatrix} e^{(-\frac{i}{2}k^a_3 z^a_3 H_j k^a_3 z^a_3 H_j)k^a_3 z^a_3 H_j},
\] (2.44)

on the part of the unit circle in $\Omega_j$. The RH problem for $\hat{\Psi}$ has no singular points, and the vanishing lemma procedure thus applies to this RH problem, and to the RH problem for $\Psi$. It follows that the RH problem for $\Psi$ is solvable. For more details on the vanishing lemma and how it implies solvability of the non-homogeneous RH problem, we refer the reader to [9, 14–16, 19].

3 Asymptotic Analysis of the RH Problem for Orthogonal Polynomials

The steepest descent analysis we will perform follows closely the calculations in [26] (corresponding to the case $k = 0$) and in [27] (corresponding to $k = 1$) which we will refer to extensively. The main difference is in the extra condition imposed at $z = 0$. This will enforce us to construct a local parametrix near 0 which is not built out of Bessel functions, but in terms of our model RH problem associated to higher order PIII equations instead.

3.1 Equilibrium measure preliminaries

As stated in Section 1, a central role in the steepest descent analysis is played by the equilibrium measure $d\mu(x) = \psi(x) dx$. For our purposes, we only need that the measure $\mu$ is characterized by the conditions (1.63) and (1.64). Under our assumptions on $V$, namely
the fact that it is such that the equilibrium measure \( \mu \) is supported on a single interval \([0, b]\) and that it is regular, by (1.65), the equilibrium density has the form

\[
\psi(x) = \frac{1}{2\pi i} h(x) R_+(x) \chi_{[0, b]}(x),
\]

where

\[
R(z) = \left( \frac{z - b}{b} \right)^{1/2}.
\]

The right endpoint of the support \( b > 0 \) is a constant depending on the potential \( V \), \( h(x) \) is a real analytic function in \( x \) and \( \chi_{[0, b]} \) is the indicator function for the set \([0, b]\). The principal branch of the square root is taken in \( R \), so that \( R \) is analytic in \( \mathbb{C} \setminus [0, b] \) and positive for \( z > b \). Furthermore, we have \( h(x) > 0 \) for \( x \in [0, b] \).

In the steepest-descent analysis, the following functions will also prove useful. Firstly we define the “\( g \)-function”

\[
g(z) := \int \log(z - x) \, d\mu(x),
\]

where the principal branch of the logarithm is taken, meaning \( g \) is analytic on \( \mathbb{C} \setminus (-\infty, b] \). Under the one-cut regularity assumption which we imposed on \( V \), the \( g \)-function has a number of properties we will make use of, in particular there exists a constant \( \ell \) such that,

\[
g_+(x) + g_-(x) - V(x) - \ell = 0 \quad x \in [0, b],
\]

\[
g_+(x) + g_-(x) - V(x) - \ell < 0 \quad x \in (b, +\infty),
\]

\[
g_+(x) - g_-(x) = 2\pi i \int_x^b \psi(x) \, dx.
\]

Let us also define

\[
\xi(z) = -\frac{1}{2} \int_z^b h(s) R(s) \, ds \quad \text{for} \ z \in M \setminus (-\infty, b],
\]

where the integration path does not cross the real axis and \( M \) is some neighborhood or \( \mathbb{R} \). By (3.6) we have,

\[
g_+(x) - g_-(x) = 2\xi_+(x),
\]

and using (3.4), we obtain the identity

\[
2\xi_+(z) = 2g_+(z) - V(z) - \ell, \quad x \in [0, b].
\]
3.2 The RH problem for orthogonal polynomials

An effective way to characterize orthogonal polynomials with respect to a weight $w$ is via the well known RH problem due to Fokas-Its-Kitaev [13]. In our case the weight $w(x)$ takes the form

$$w(x) = x^\alpha \exp \left[ -n \left( V(x) + \left( \frac{t}{x} \right)^k \right) \right],$$

and the relevant RH problem is specified.

\textit{RH problem for Y}

(a) $Y: \mathbb{C} \setminus [0, +\infty) \to \mathbb{C}^{2 \times 2}$ is analytic.

(b) The limits of $Y$ as $z$ approaches $(0, +\infty)$ from above and below exist, are continuous on $(0, +\infty)$ and are denoted by $Y_+$ and $Y_-$, respectively. Furthermore, they are related by

$$Y_+(x) = Y_-(x) \begin{pmatrix} 1 & w(x) \\ 0 & 1 \end{pmatrix}, \quad x \in (0, +\infty).$$

(c) $Y(z) = (I + O(z^{-1}))z^{\alpha/1}$ as $z \to \infty$.

(d) $Y(z) = O\left( \begin{smallmatrix} 1 \\ 1 \end{smallmatrix} \right)$ as $z \to 0$.

\textbf{Remark 3.1.} The behavior given in (d) is perhaps surprising at first for those familiar with similar model problems in which the asymptotic behavior at the origin depends on $\alpha$. Here the behavior in (d) is valid for all $\alpha > -1$ due to the essential singularity suppressing any divergence associated with $\alpha$.

This RH problem has a unique solution,

$$Y(z) = \begin{pmatrix} p_n(z) \\ -\frac{2\pi i}{h_{n-1}} p_{n-1}(z) - \frac{2\pi i}{h_{n-1}} q_{n-1}(z) \end{pmatrix},$$

where $p_j$ is the degree $j$ monic orthogonal polynomial with respect to the weight $w(x)$, $h_j$ is the norm of $p_j$, as in (1.58), and

$$q_j(z) := \frac{1}{2\pi i} \int_{0}^{\infty} p_j(x) w(x) \frac{dx}{x - z}. $$
3.3 First transformation \( Y \rightarrow T \)

Define

\[
T(z) = e^{-\frac{\mu}{2} \sigma_3} Y(z) e^{-n_i g(x) - \frac{2}{3} \sigma_3} e^{-\frac{\tau}{2} \sigma_3} T(z).
\]  

(3.14)

The matrix \( T \) satisfies the RH problem as follows.

**RH problem for \( T \)**

(a) \( T : \mathbb{C} \setminus [0, +\infty) \rightarrow \mathbb{C}^{2 \times 2} \) is analytic.

(b) \( T \) has the jump relations

\[
T_+(x) = T_-(x) \begin{pmatrix} e^{-2n_i x} & x' \\ 0 & e^{-2n_i x} \end{pmatrix}, \quad x \in (0, b),
\]  

(3.15)

\[
T_+(x) = T_-(x) \begin{pmatrix} 1 & xe^{n_i(x)} \\ 0 & 1 \end{pmatrix}, \quad x \in (b, \infty).
\]  

(3.16)

(c) \( T(z) = I + O(z^{-1}) \) as \( z \rightarrow \infty \).

(d) \( T(z) = O(1) e^{-\frac{\tau}{2} \sigma_3} \) as \( z \rightarrow 0 \).

3.4 Second transformation \( T \rightarrow S \)

We now perform the standard technique of opening the lens. This involves introducing a contour \( \Sigma_S = (b, \infty) \bigcup_{i=1}^{3} \gamma_i \) as shown in Figure 2. As can be seen in the figure the contour divides the complex plane into three disjoint regions. We refer to the finite regions in the upper- and lower-complex half plane as the upper and lower lens respectively. We then define

\[
S(z) = \begin{cases} 
T(z), & \text{for } z \text{ outside the lens}, \\
T(z) \begin{pmatrix} 1 & 0 \\ -z^{-\alpha} e^{-2n_i(x)} & 1 \end{pmatrix}, & \text{for } z \text{ in the upper lens}, \\
T(z) \begin{pmatrix} 1 & 0 \\ z^{-\alpha} e^{-2n_i(x)} & 1 \end{pmatrix}, & \text{for } z \text{ in the lower lens}.
\end{cases}
\]  

(3.17)

Note that we require the lens contour to remain in the neighborhood of \( \mathbb{R} \) in which \( V \) is analytic. This ensures the above expressions are well defined. It is then a simple matter to verify that \( S \) satisfies the following conditions.
RH problem for $S$

(a) $S : \mathbb{C} \setminus \Sigma_S \to \mathbb{C}^{2 \times 2}$ is analytic.

(b) $S$ has the jump relations

\[ S_+(z) = S_-(z) \begin{pmatrix} 1 & 0 \\ z^{-\alpha} e^{-2n\xi(z)} & 1 \end{pmatrix}, \quad z \in \gamma_1 \cup \gamma_3, \quad (3.18) \]

\[ S_+(z) = S_-(z) \begin{pmatrix} 0 & z^\alpha \\ -z^{-\alpha} & 0 \end{pmatrix}, \quad z \in \gamma_2, \quad (3.19) \]

\[ S_+(z) = S_-(z) \begin{pmatrix} 1 & z^\alpha e^{2n\xi(z)} \\ 0 & 1 \end{pmatrix}, \quad z \in (b, \infty). \quad (3.20) \]

(c) $S(z) = I + \mathcal{O}(z^{-1})$ as $z \to \infty$.

(d) The asymptotic behavior of $S$ near zero is

\[ S(z) = \mathcal{O}(1) e^{-\frac{n}{2} \xi(z)} \begin{cases} I, & \text{for } z \text{ outside the lens,} \\ \begin{pmatrix} 1 & 0 \\ -z^{-\alpha} e^{-2n\xi(z)} & 1 \end{pmatrix}, & \text{for } z \text{ in the upper lens,} \\ \begin{pmatrix} 1 & 0 \\ z^{-\alpha} e^{-2n\xi(z)} & 1 \end{pmatrix}, & \text{for } z \text{ in the lower lens.} \end{cases} \quad (3.21) \]

Remark 3.2. It is important to note that on the contour $\gamma_1 \cup \gamma_3 \cup (b, \infty)$ away from the origin and $b$, the jump matrices tend to the identity matrix exponentially as $n \to \infty$, $t \to 0$. This suggests we may approximate $S$ by a global parametrix throughout the complex plane minus small neighborhoods around the origin and $b$ in which it will be necessary to construct local parametrices.
3.5 The global parametrix: \( P^{(\infty)} \)

Following on from Remark 3.2, a first approximation to \( S \) can be obtained by ignoring the entries of the jump matrices which are exponentially suppressed as \( n \to \infty \). We define the global parametrix \( P^{(\infty)}(z) \) as a solution to the RH problem obtained in this manner.

**RH problem for \( P^{(\infty)} \)**

(a) \( P^{(\infty)} : \mathbb{C} \setminus [0, b] \to \mathbb{C}^{2 \times 2} \) is analytic.

(b) \( P^{(\infty)} \) has the jump relations

\[
P^{(\infty)}_+(z) = P^{(\infty)}_-(z) \begin{pmatrix} 0 & z'' \\ -z' & 0 \end{pmatrix}, \quad z \in (0, b).
\] (3.22)

(c) \( P^{(\infty)}(z) = I + O(z^{-1}) \) as \( z \to \infty \).

Note that this RH problem does not define a solution uniquely, since nothing is imposed on the behavior of \( P^{(\infty)} \) near 0 and \( b \). A solution to the above RH problem can be obtained by defining

\[
P^{(\infty)}(z) = 2^{-\sigma} b^{-\sigma_3} N^{-1} \left( \frac{z - b}{z} \right)^{\frac{\sigma_1}{2}} N D(b^{-1} z)^{-\sigma_3} b^{-\sigma_3},
\] (3.23)

where \( N = 2^{-\frac{i}{2}} (I + i \sigma_1) \), and where \( D \) is the Szegő function

\[
D(z) := \frac{z^2}{\varphi(2z - 1)^2}, \quad \varphi(z) := z + \sqrt{z^2 - 1},
\] (3.24)

in which the branch is chosen such that \( \varphi(z) \sim 2z \) as \( z \to \infty \) and with cut on \([-1, 1]\).

3.6 Local parametrix near \( b \)

Given that the only difference between the RH problem for \( S \) appearing here and that of \([26]\) is the local condition (d) (3.21) near the hard edge 0, we see that the local parametrix required in a small disk \( U^{(b)} \) around the soft edge \( b \) will satisfy exactly the same RH problem (up to a rescaling by \( b \)) appearing in \([26, \text{Section 3.6}]\). As is shown in \([26, \text{Section 3.6}]\), and is by now very familiar, the local parametrix near the soft edge at \( b \) can be built using the Airy model problem, and it satisfies the following RH problem.

**RH problem for \( P^{(b)} \)**

(a) \( P^{(b)} : U^{(b)} \setminus \Sigma_S \to \mathbb{C}^{2 \times 2} \) is analytic.
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(b) $P^{(b)}$ has the same jumps as $S$ restricted to the contours $U^{(b)} \cap \Sigma_S$.

(c) $P^{(b)}(z) = P^{(\infty)}(z)(I + O(n^{-1}))$ as $n \to \infty$ uniformly for $z \in \partial U^{(b)}$.

(d) $S(z)P^{(b)}(z)^{-1}$ is analytic at $z = b$.

3.7 Local parametrix near the origin

We also require a local approximation to $S$ in a neighborhood of the origin. This will take the form of a local parametrix $P^{(0)}$ valid within a disk $U^{(0)}$ of fixed size, characterized by the following RH conditions.

**RH problem for $P^{(0)}$**

(a) $P^{(0)}(z) : U^{(0)} \setminus \Sigma_S \to \mathbb{C}^{2 \times 2}$ is analytic.

(b) $P^{(0)}$ has the same jumps as $S$ restricted to the contours $U^{(0)} \cap \Sigma_S$.

(c) $P^{(0)}(z) = P^{(\infty)}(z)(I + O(n^{-1}))$ uniformly for $z \in \partial U^{(0)}$, in the double scaling limit where $n \to \infty$ and simultaneously $t \to 0$ in such a way that $2^{-1/k} c_1 n^{2k+1} t \to s \in (0, +\infty)$.

(d) As $z \to 0$,

$$P^{(0)}(z) = O(1) e^{-\frac{\pi}{2} (\frac{1}{2})^k \sigma_3} \begin{cases} 1 & \text{for } z \text{ outside the lens} \\ \begin{pmatrix} 1 & 0 \\ -z^{-\alpha} e^{-2n\xi(z)} & 1 \end{pmatrix} & \text{for } z \text{ inside the upper lens} \\ \begin{pmatrix} 1 & 0 \\ z^{-\alpha} e^{-2n\xi(z)} & 1 \end{pmatrix} & \text{for } z \text{ inside the lower lens} \end{cases}$$

(3.25)

A convenient way to construct $P^{(0)}$ is to first transform the problem to one with constant jump matrices. This can be achieved by the transformation

$$\hat{P}^{(0)}(z) := P^{(0)}(z)(-z)^{\frac{1}{2} \alpha \sigma_3} e^{n\xi(z)\sigma_3}. \quad (3.26)$$

Applying this transformation, we obtain a RH problem for $\hat{P}^{(0)}$.

**RH problem for $\hat{P}^{(0)}$**

(a) $\hat{P}^{(0)} : U^{(0)} \setminus \Sigma_S \to \mathbb{C}^{2 \times 2}$ is analytic. This follows from the properties of $P^{(0)}$ together with the fact that $\xi_+(x) - \xi_-(x) = 2\pi i$ for $x \in (-\infty, 0)$. 


(b) \( \hat{P}^{(0)} \) has the jump relations,

\[
\begin{align*}
\hat{P}^{(0)}_+(z) &= \hat{P}^{(0)}_-(z) \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad z \in \gamma_2, \\
\hat{P}^{(0)}_+(z) &= \hat{P}^{(0)}_-(z) \begin{pmatrix} 1 & 0 \\ e^{\pi i \alpha} & 1 \end{pmatrix}, \quad z \in \gamma_1, \\
\hat{P}^{(0)}_+(z) &= \hat{P}^{(0)}_-(z) \begin{pmatrix} 1 & 0 \\ e^{-\pi i \alpha} & 1 \end{pmatrix}, \quad z \in \gamma_3.
\end{align*}
\] (3.27)

(c) \( \hat{P}^{(0)}(z) = P^{(\infty)}(z)(I + O(n^{-1}))(-z)^{1/2 \alpha \sigma_3} e^{n \xi(z) \sigma_3} \) uniformly for \( z \in \partial U^{(0)} \), in the double scaling limit where \( n \to \infty \) and simultaneously \( t \to 0 \) in such a way that

\[
2^{-1/k} c_1 n^{2k+1} t \to s \in (0, +\infty).
\] (3.28)

(d) As \( z \to 0 \),

\[
\hat{P}^{(0)}(z) = O(1) e^{-2^{(1/2 \alpha \sigma_3)}(-z)^{1/2 \alpha \sigma_3}} \begin{cases} 
I, & \text{for } z \text{ outside the lens}, \\
\begin{pmatrix} 1 & 0 \\ -e^{-i \pi \alpha} & 1 \end{pmatrix}, & \text{for } z \text{ inside the upper lens}, \\
\begin{pmatrix} 1 & 0 \\ e^{i \pi \alpha} & 1 \end{pmatrix}, & \text{for } z \text{ inside the lower lens}.
\end{cases}
\] (3.30)

We now make the connection to the model problem for \( \Psi(\zeta, s) \) by asserting that the function \( \hat{P}^{(0)} \) can be expressed as

\[
\hat{P}^{(0)}(z, t) = E(z) \Psi(n^2 f(z), 2^{-1/k} c_1 n^{2k+1} t) \sigma_3,
\] (3.31)

where \( c_1 = bh(0)^2 > 0 \) and \( E(z) \) and \( f(z) \) are functions which we will now define. We take \( f \) to be

\[
f(z) = \frac{1}{4} \left( \int_0^z h(s) R(s) \, ds \right)^2.
\] (3.32)

Then \( f \) is a conformal map from a neighborhood of 0 to a neighborhood of 0, with \( f'(0) = -c_1 \), and we have \( e^{n f(z)^{1/2}} = (-1)^n e^{n \xi(z)} \). This follows from the definition (3.7) of \( \xi \) together with the fact that \( \int_0^b \psi(x) \, dx = 1 \). Let

\[
s_{n,t} = 2^{-1/k} c_1 n^{2k+1} t,
\] (3.33)
and assume that $t$ depends on $n$ in such a way that $s_{n,t}$ lies in a compact subset of $(0, +\infty)$ for $n$ sufficiently large.

It can be checked in a straightforward way that (3.31) satisfies conditions (a), (b), and (d) of the RH problem for $\hat{P}_0$. To satisfy property (c), we take

\[ E(z) = (-1)^nP^{(\infty)}(z)\sigma_3(-z)^{\sigma_3 N^{-1}}(n^2 f(z))^{\sigma_3 \frac{2}{x}}. \tag{3.34} \]

Using the jump relation for $P^{(\infty)}$ and choosing the branch cuts for $(n^2 f(z))^{\sigma_3 \frac{2}{x}}$ and $(-z)^{\sigma_3}$ on the positive half-line, one shows that $E(z)$ is indeed analytic in $U^{(0)} \setminus \{0\}$, with a singularity at 0 which is removable. See [26] for further details. For $z \in \partial U^{(0)}$, we have that $n^2 f(z)$ is large, and using the asymptotics (1.21) of $\psi$ at infinity, which are uniform for $s$ in compact subsets of $(0, +\infty)$, one easily obtains condition (c) of the RH problem for $P$.

### 3.8 Final transformation: small norm RH problem

Define

\[
R(z) = \begin{cases} 
S(z)P^{(\infty)}(z)^{-1}, & \text{for } z \in \mathbb{C} \setminus (U^{(0)} \cup U^{(b)} \cup \Sigma_S), \\
S(z)P^{(0)}(z)^{-1}, & \text{for } z \in U^{(0)}, \\
S(z)P^{(b)}(z)^{-1}, & \text{for } z \in U^{(b)}. 
\end{cases} \tag{3.35}
\]

Then $R$ satisfies the following RH problem.

**RH problem for $R$**

(a) $R: \mathbb{C} \setminus \Sigma_R \to \mathbb{C}^{2 \times 2}$, with

$$\Sigma_R = \partial U^{(0)} \cup \partial U^{(b)} \cup (\Sigma_S \setminus (U^{(0)} \cup U^{(b)} \cup [0, b]))$$

is analytic, with the circles around 0 and $b$ oriented clockwise.

(b) $R$ satisfies the jump relation $R_+(z) = R_-(z)J_R(z)$ for $z \in \Sigma_R$, with

\[
J_R(z) = \begin{cases} 
P^{(0)}(z)P^{(\infty)}(z)^{-1}, & \text{for } z \in \partial U^{(0)}, \\
P^{(b)}(z)P^{(\infty)}(z)^{-1}, & \text{for } z \in \partial U^{(b)}, \\
P^{(\infty)}(z)J_S(z)P^{(\infty)}(z)^{-1}, & \text{for } z \in \Sigma_R \setminus (\partial U^{(0)} \cup \partial U^{(b)}), 
\end{cases} \tag{3.36}
\]

where $J_S$ denotes the jump matrix for $S$.

(c) As $z \to \infty$, we have

\[
R(z) = I + \frac{R_1}{z} + O(z^{-2}), \tag{3.37}
\]

where $R_1$ is independent of $z$ but depends on $n$. 
The above RH conditions are straightforward to verify using the properties of \( S, P^{(\infty)}, P^{(0)}, \) and \( P^{(b)} \). For condition (a), one needs to verify in particular that \( S(z) P^{(0)}(z)^{-1} \) is analytic at 0. To see this, one needs to make use of the local behavior of \( \Psi \) at the origin, see (1.22) or (1.29), and of the jump relations for \( S \) and \( P^{(0)} \).

From the matching conditions for \( P^{(0)} \) and \( P^{(b)} \) with \( P^{(\infty)} \), and the fact that the jump matrix for \( S \) is exponentially close to the identity on \( \Sigma_R \setminus (\partial U^{(0)} \cup \partial U^{(b)}) \) as \( n \to \infty \), we observe that

\[
J_R(z) = I + O(n^{-1}), \quad z \in \Sigma_R, \quad n \to \infty.
\] (3.38)

This estimate holds in the double scaling limit where \( n \to \infty \) and simultaneously \( t \to 0 \) in such a way that \( 2^{-1/k1} n^{2k1/k} t \to s \in (0, +\infty) \). By the general theory for small-norm RH problems [10, Section 7], this implies that

\[
R(z) = I + O(n^{-1}), \quad n \to \infty,
\] (3.39)

uniformly for \( z \) off the jump contour \( \Sigma_R \) in the double scaling limit.

3.9 Computation of the error

The estimate (3.39) will be sufficient for the proof of Theorem 1.11. For the proof of Theorem 1.10, we need more precise asymptotics for \( R \). To that end, let us be more precise in (3.38). In the remaining part of this section, we will specialize to the perturbed Laguerre case where \( V(x) = x \). Then, \( b = 1 \) and \( h(z) = 1 \). The estimates below are valid in the double scaling limit where \( n \to \infty \) and simultaneously \( t \to 0 \) in such a way that \( 2^{-1/k1} n^{2k1/k} t \to s \in (0, +\infty) \).

We can write

\[
J_R(z) = I + \frac{1}{n} J_1(z) + O(n^{-2}), \quad n \to \infty,
\] (3.40)

where the matrix \( J_1(z) \) is non-zero only on \( \partial U^{(0)} \) and \( \partial U^{(1)} \). We will express the first correction term \( R^{(1)} \) in the large \( n \) expansion for \( R \), given by

\[
R(z) = I + R^{(1)}(z)n^{-1} + O(n^{-2}), \quad z \in \mathbb{C} \setminus \Sigma_R, \quad n \to \infty,
\] (3.41)

in terms of \( J_1 \). On \( \partial U^{(0)} \), we can use (3.26), (3.31), and the asymptotics (1.21) for \( \Psi \) to conclude that

\[
J_1(z) = \frac{r}{2f(z)^{1/2}} P^{(\infty)}(z) \begin{pmatrix} 1 & i e^{-\pi iz} \varepsilon^{1/2} \\ i e^{\pi iz} z^{-\alpha} & -1 \end{pmatrix} P^{(\infty)}(z)^{-1},
\] (3.42)
for $z \in \partial U^{(0)}$. On the Airy disk, $J_1$ can also be computed using the explicit construction of the Airy parametrix and the asymptotic behavior of the Airy function for large arguments. After a lengthy computation which we do not include here, we obtain

$$J_1(z) = \frac{1}{24} \tilde{f}(z)^{3/2} P^{(\infty)}(z) \begin{pmatrix} 1 & 6iz \alpha \\ 6iz^{-\alpha} & -1 \end{pmatrix} P^{(\infty)}(z)^{-1}, \quad (3.43)$$

for $z \in \partial U^{(1)}$, where $\tilde{f}$ is a conformal map sending $1$ to $0$, with $\tilde{f}'(1) > 0$. Substituting the large $n$ expansion (3.40) in the jump relation $R^+ = R^- J_R$, and noting that $R(z) \to I$ as $z \to \infty$, we obtain

**RH problem for $R^{(1)}$**

(a) $R^{(1)} : \mathbb{C} \setminus (\partial U^{(0)} \cup \partial U^{(1)}) \to \mathbb{C}^{2 \times 2}$ is analytic,
(b) $R^{(1)}_+(z) = R^{(1)}_-(z) + J_1(z)$ for $z \in \partial U^{(0)} \cup \partial U^{(1)}$,
(c) $R^{(1)}(z) \to 0$ as $z \to \infty$.

This scalar additive RH problem for $R^{(1)}$ can be solved explicitly, and the solution is given by

$$R^{(1)}(z) = \frac{1}{2\pi i} \int_{\partial U^{(0)} \cup \partial U^{(1)}} \frac{J_1(\xi)}{\xi - z} \, d\xi, \quad (3.44)$$

where the integral is taken entry-wise. By (3.37) and (3.41), we obtain

$$R_1 = -\frac{1}{2\pi in} \int_{\partial U^{(0)} \cup \partial U^{(1)}} J_1(\xi) \, d\xi + \mathcal{O}(n^{-2}), \quad n \to \infty, \quad (3.45)$$

and the term of order $n^{-1}$ in this expression can be easily computed using residue calculus. In the Laguerre case where $V(x) = x$, we have as $n \to \infty$,

$$R_1 = \frac{1}{n} \begin{pmatrix} \frac{1}{16} - \frac{\alpha^2}{4} & \frac{i}{48} (12\alpha^2 + 24\alpha + 11) \\ \frac{i}{48} (12\alpha^2 - 24\alpha + 11) & -\frac{1}{16} + \frac{\alpha^2}{4} \end{pmatrix} - \frac{r}{2n} \begin{pmatrix} 1 & i \\ i & -1 \end{pmatrix} + \mathcal{O}(n^{-2}). \quad (3.46)$$

The first term comes from the Airy parametrix, the second term is the contribution of the parametrix near $0$, and contains the function $r$ related to the $k$th higher order PIII equation.
4 Asymptotic Analysis for $\psi$ as $s \to +\infty$

In this section, we compute the asymptotic behavior for $\psi(z, s)$ as $s \to \infty$. As a corollary, we also obtain the asymptotic behavior as $s \to \infty$ of the relevant solution to the $k$th PIII equation. Our approach in this section is based on a standard steepest-descent analysis.

4.1 Re-scaling of the model problem

We begin by performing a transformation $Y \mapsto T$ which rescales the variable $z$ in a convenient way. We define

$$T(z; s) = s^{\frac{k}{2\pi i} \sigma_3} \psi(s^{\frac{2k}{2\pi i}} z; s).$$ \hspace{1cm} (4.1)

Then we have the following RH problem for $T$.

RH problem for $T$

1. $T : \mathbb{C} \setminus \Sigma \to \mathbb{C}^{2 \times 2}$ is analytic, with $\Sigma$ the jump contour for $\psi$.
2. $T$ has the same jump relations as $\psi$,

$$T_+(z) = T_-(z) \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad z \in \Sigma_2,$$ \hspace{1cm} (4.2)

$$T_+(z) = T_-(z) \begin{pmatrix} 1 & 0 \\ -e^{\pi i \alpha} & 1 \end{pmatrix}, \quad z \in \Sigma_1,$$ \hspace{1cm} (4.3)

$$T_+(z) = T_-(z) \begin{pmatrix} 1 & 0 \\ -e^{-\pi i \alpha} & 1 \end{pmatrix}, \quad z \in \Sigma_3.$$ \hspace{1cm} (4.4)

3. As $z \to \infty$, $T$ has the asymptotic behavior

$$T(z) = \left( I + \frac{T_1(s)}{z} + \mathcal{O}(z^{-2}) \right) z^{-\frac{1}{2} \sigma_3} N e^{s^{\frac{k}{2\pi i}} z^{1/2} \sigma_3},$$ \hspace{1cm} (4.5)

where

$$T_1(s) = s^{-\frac{2k}{2\pi i}} s^{\frac{k}{2\pi i} \sigma_3} \begin{pmatrix} q(s) & -ir(s) \\ ip(s) & -q(s) \end{pmatrix} s^{-\frac{k}{2\pi i} \sigma_3}.$$ \hspace{1cm} (4.6)

4. As $z \to 0$, there exists a matrix $T_0(s)$, independent of $z$, such that $T$ has the asymptotic behavior

$$T(z) = T_0(s)(I + \mathcal{O}(z)) e^{(-1)^{k+1} s^{\frac{k}{2\pi i}} \sigma_3 z^{1/2} \sigma_3} H_j,$$ \hspace{1cm} (4.7)

for $z \in \Omega_j$. 

Fig. 3. The deformed jump contours appearing in the Riemann–Hilbert problem for $S$. The dashed lines denote the location of the original contours $\Sigma_1$ and $\Sigma_3$.

4.2 Contour deformation

We now note that we can deform the contours $\Sigma_1$ and $\Sigma_3$ to any contour in the upper-/lower-half plane. In particular we deform $\Sigma_1$ and $\Sigma_3$ to the union of $(z_0, 0)$ and $\Sigma'_1$ and $\Sigma'_3$, respectively, where $z_0 < 0$ is a fixed point which we specify later, and where $\Sigma'_1$, $\Sigma'_3$ are shown in Figure 3. Recall that the angle between $\Sigma'_1$, $\Sigma'_3$ (as for $\Sigma_1$, $\Sigma_3$) and the real line can be chosen freely between 0 and $\pi$.

We denote the collection of contours by $\Sigma'_S = \mathbb{R}^- \cup \Sigma'_1 \cup \Sigma'_3$. We see from the figure that this deformation results in new regions $\Omega'_j$. For $z$ in region $\Omega'_j$ for $j = 1, 2, 3$, we define $S$ to be the analytic continuation of $T$ from region $\Omega_j$ to region $\Omega'_j$.

**RH problem for $S$**

(a) $S : \mathbb{C} \setminus \Sigma'_S \to \mathbb{C}^{2 \times 2}$ is analytic.

(b) $S$ has the jump relations

$$S_+(z) = S_-(z) \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad z \in (-\infty, z_0), \tag{4.8}$$

$$S_+(z) = S_-(z) \begin{pmatrix} 1 & 0 \\ -e^{\pi i \alpha} & 1 \end{pmatrix}, \quad z \in \Sigma'_1, \tag{4.9}$$
\begin{equation}
S_+(z) = S_-(z) \begin{pmatrix} 1 & 0 \\ -e^{-\pi i \alpha} & 1 \end{pmatrix}, \quad z \in \Sigma_3', \tag{4.10}
\end{equation}

\begin{equation}
S_+(z) = S_-(z) \begin{pmatrix} e^{-\pi i \alpha} & -1 \\ 0 & e^{\pi i \alpha} \end{pmatrix}, \quad z \in (z_0, 0). \tag{4.11}
\end{equation}

(c) As \( z \to \infty \), \( S \) has the asymptotic behavior

\begin{equation}
S(z) = \left( I + \frac{T_1(s)}{z} + \mathcal{O}(z^{-2}) \right) z^{-\frac{1}{2} \sigma_3} Ne^{\frac{k}{2\pi i} z^{1/2} \sigma_3}. \tag{4.12}
\end{equation}

(d) As \( z \to 0 \),

\begin{equation}
S(z) = T_0(s)(I + \mathcal{O}(z)) e^{(-1)^{k+1} \frac{z^{2k}}{2^{k+1}} \sigma_3} z^{\sigma_3}. \tag{4.13}
\end{equation}

Note that the only remaining sector around the origin is now \( \Omega_1' \), and this is the reason why \( H_j \) in RH condition (d) is replaced by \( H_1 = I \).

### 4.3 The \( g \)-function

We define the \( g \)-function as follows:

\begin{equation}
g(z) = (z - z_0)^{3/2} p_{k-1}(z) z^{-k}, \tag{4.14}
\end{equation}

where \((z - z_0)^{3/2}\) is defined to be analytic on \( \mathbb{C} \setminus (\infty, z_0] \) and positive for \( z > z_0 \), and where \( p_{k-1} \) is a monic polynomial of degree \( k - 1 \) fixed by the condition

\begin{equation}
g(z) = (-1)^{k+1} z^{-k} + \mathcal{O}(1), \quad z \to 0. \tag{4.15}
\end{equation}

This fixes the polynomial \( p_{k-1} \) and the constant \( z_0 \), we have

\begin{equation}
p_{k-1}(z) = z^{k-1} + \sum_{j=0}^{k-2} \beta_j z^j, \tag{4.16}
\end{equation}

\begin{equation}
\beta_j = (-1)^{j+k-1} (z_0)^{\frac{3}{2} - j} (2j + 1)!! \frac{2j}{2j!}, \tag{4.17}
\end{equation}

\begin{equation}
z_0 = - \left( \frac{2^{k-1}(k-1)!}{(2k-1)!!} \right)^{-\frac{3}{2}}. \tag{4.18}
\end{equation}

where \((2j+1)!! = (2j+1)(2j-1)\ldots3.1\). Note that we have

\begin{equation}
g(z) = z^{\frac{1}{2}} + g_1 z^{-1/2} + g_2 z^{-3/2} + \mathcal{O}(z^{-5/2}), \quad z \to \infty, \tag{4.19}
\end{equation}
where
\[ g_1 = \beta_{k-2} - \frac{3}{2} z_0, \quad (4.20) \]
\[ g_2 = \frac{3}{8} z_0^2 + \beta_{k-3} - \frac{3}{2} z_0 \beta_{k-2}. \quad (4.21) \]

We end this subsection by proving the following proposition which will be needed to show that the jump matrices for \( U \) (defined below) tend to \( I \) as \( s \to +\infty \), for \( z \) away from the origin.

**Proposition 4.1.**

(i) For \( z_0 < z < 0 \), we have Re \((g(z)) < 0.\)

(ii) There exists a \( \theta \in (0, \pi) \) such that for \( \theta < |\arg(z - z_0)| < \pi \), Re \((g(z)) > 0. \) □

**Proof.** We rewrite \((4.14)\) as
\[ g(z) = -(-z_0)^{-k} \left( \frac{z}{z_0} \right)^{-k} \left( 1 - \frac{z}{z_0} \right)^{\frac{3}{2}} \tilde{p}_{k-1} \left( \frac{z}{z_0} \right), \quad (4.22) \]

where
\[ \tilde{p}_{k-1}(z) := \sum_{j=0}^{k-1} \frac{(2j + 1)!!}{2^j j!} z^j. \quad (4.23) \]

Now note that for \( 0 < z/z_0 < 1, g(z) < 0, \) thereby proving the first part of the proposition. The second part follows from the Cauchy–Riemann conditions if we demonstrate that Im \( g'_+(z) < 0 \) for \( z < z_0 \). To this end we compute
\[ g'(z) = (-z_0)^{-k-1} \left( \frac{z}{z_0} \right)^{-k-1} \left( 1 - \frac{z}{z_0} \right)^{\frac{1}{2}} \tilde{q}_{k-1} \left( \frac{z}{z_0} \right), \quad (4.24) \]

where
\[ \tilde{q}_{k-1}(z) := -k \left( 1 + \sum_{j=1}^{k} \frac{(2j - 1)!!}{2^j j!} z^j \right). \quad (4.25) \]

Due to the negative coefficients in \( \tilde{q} \), we have indeed that Im \( g'_+(z) < 0 \) for \( z/z_0 > 1, \) from which the proposition follows. □
4.4 Normalization at \( \infty \) and 0 of the RH problem

We now use the \( g \)-function to normalize the behavior of the RH solution near the origin and at infinity. Define

\[
U(z; s) = (I + is\frac{k}{2\pi i} g_1 \sigma_-)S(z; s) e^{-s\frac{2k}{2\pi i} g(z)\sigma_3}. \tag{4.26}
\]

This transformation leaves the jump contours unchanged and gives us the following RH problem for \( U \).

**RH problem for \( U \)**

(a) \( U : \mathbb{C} \setminus \Sigma'_S \to \mathbb{C}^{2 \times 2} \) is analytic.

(b) \( U \) has the jump relations

\[
U_+(z) = U_-(z) \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad z \in (-\infty, z_0), \tag{4.27}
\]

\[
U_+(z) = U_-(z) \begin{pmatrix} 1 & 0 \\ -e^{\pi i s} e^{-2s\frac{k}{2\pi i} g(z)} & 1 \end{pmatrix}, \quad z \in \Sigma'_1, \tag{4.28}
\]

\[
U_+(z) = U_-(z) \begin{pmatrix} 1 & 0 \\ -e^{-\pi i s} e^{-2s\frac{k}{2\pi i} g(z)} & 1 \end{pmatrix}, \quad z \in \Sigma'_3, \tag{4.29}
\]

\[
U_+(z) = U_-(z) \begin{pmatrix} e^{-\pi i s} & -e^{2s\frac{k}{2\pi i} g(z)} \\ 0 & e^{\pi i s} \end{pmatrix}, \quad z \in (z_0, 0). \tag{4.30}
\]

(c) As \( z \to \infty \), \( U \) has the asymptotic behavior

\[
U(z) = \left(I + \frac{U_1(s)}{z} + \mathcal{O}(z^{-2})\right) z^{-\frac{1}{2} \sigma_3 N}, \tag{4.31}
\]

with

\[
U_1(s) = \left(I + is\frac{k}{2\pi i} g_1 \sigma_-\right) \times \left(T_1(s)(I - is\frac{k}{2\pi i} g_1 \sigma_-) \right.
\]

\[
+ \frac{1}{2}s\frac{k}{2\pi i} g_1^2 I + is\frac{k}{2\pi i} g_1 \sigma_+ - i(s\frac{k}{2\pi i} g_2 + \frac{1}{6}s\frac{k}{2\pi i} g_1^3)\sigma_-. \tag{4.32}
\]

(d) As \( z \to 0 \),

\[
U(z) = U_0(s) (I + \mathcal{O}(z)) z^\frac{\alpha_3}{4}. \tag{4.33}
\]
Note that we have
\[(U_1)_{12}(s) = i s^{\frac{k}{2}} g_1(s) + (T_1)_{12}(s), \quad (4.34)\]
and hence, by (4.6),
\[r(s) = i s^{\frac{k}{2}} (U_1)_{12}(s) + s^{\frac{2k}{3}} g_1(s). \quad (4.35)\]

By Proposition 4.1, if we choose \(\Sigma_1', \Sigma_2'\) close enough to \((-\infty, z_0)\), we have that the jump matrices for \(U\) converge to the identity as \(s \to +\infty\) on the part of the jump contour away from the real line. The off-diagonal entry of the jump matrix on \((z_0, 0)\) also tends to 0. The convergence is not uniform near \(z_0\), and therefore we need to construct a local Airy parametrix near \(z_0\) to model the jumps near \(z_0\), and a global parametrix to model the jumps on the real line.

4.5 Global parametrix

Ignoring exponentially small jumps and a small neighbourhood of \(z_0\), we have the following RH problem which we will solve explicitly.

**RH problem for \(P^{(\infty)}\)**

(a) \(P^{(\infty)} : \mathbb{C} \setminus \mathbb{R}^{-} \to \mathbb{C}^{2 \times 2}\) is analytic.

(b) \(P^{(\infty)}\) has the jump relations
\[P_+^{(\infty)}(z) = P_-^{(\infty)}(z) \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad z \in (-\infty, z_0), \quad (4.36)\]
\[P_+^{(\infty)}(z) = P_-^{(\infty)}(z) e^{-\pi i \alpha \sigma_3}, \quad z \in (z_0, 0). \quad (4.37)\]

(c) As \(z \to \infty\), \(P^{(\infty)}\) has the asymptotic behavior
\[P^{(\infty)}(z) = (I + P_1^{(\infty)} z^{-1} + O(z^{-2})) z^{-\frac{1}{2} \sigma_3} N. \quad (4.38)\]

(d) As \(z \to 0\), \(P^{(\infty)}\) has the asymptotic behavior
\[P^{(\infty)}(z) = O(1) z^{\frac{1}{2} \sigma_3}. \quad (4.39)\]

The solution to this RH problem can be constructed from the one in [27] and is given by
\[P^{(\infty)}(z) = \begin{pmatrix} 1 & 0 \\ i \alpha (-z_0)^{\frac{1}{2}} & 1 \end{pmatrix} (z - z_0)^{-\frac{1}{2} \sigma_3} N \left( \frac{\sqrt{z - z_0} + (-z_0)^{\frac{1}{2}}}{\sqrt{z - z_0} - (-z_0)^{\frac{1}{2}}} \right)^{-\frac{1}{2} \sigma_3}. \quad (4.40)\]
4.6 Local parametrix near \(z_0\)

Using the model RH problem for the Airy function, a solution to the following RH problem can be constructed in a fixed size disk \(D\) around \(z_0\).

**RH problem for \(P^{(z_0)}\)**

(a) \(P^{(z_0)}\) is analytic in \(D \setminus \Sigma'_A\).

(b) For \(z \in D \cap \Sigma'_A\), \(P^{(z_0)}\) satisfies exactly the same jump relations as \(U\).

(c) For \(z \in \partial D\), \(P^{(z_0)}(z) = P^{(\infty)}(I + \mathcal{O}(s^{-\frac{1}{s+\epsilon}})), s \to +\infty\). (4.41)

(d) \(U(z)P^{(z_0)}(z)^{-1}\) is analytic at \(z_0\).

The construction of \(P^{(z_0)}\) proceeds in the standard way. We first introduce the matrix-valued function

\[
\Upsilon(z) := M_A \times \begin{cases}
\begin{pmatrix}
\text{Ai}(z) & \text{Ai}(\omega^2 z) \\
\text{Ai}'(z) & \omega^2 \text{Ai}'(\omega^2 z)
\end{pmatrix} e^{-\frac{\pi i}{6} \sigma_3}, & \text{for } z \in \Omega_{A,1}, \\
\begin{pmatrix}
\text{Ai}(z) & \text{Ai}(\omega^2 z) \\
\text{Ai}'(z) & \omega^2 \text{Ai}'(\omega^2 z)
\end{pmatrix} e^{-\frac{\pi i}{6} \sigma_3} \begin{pmatrix} 1 & 0 \\ -1 & 1 \end{pmatrix}, & \text{for } z \in \Omega_{A,2}, \\
\begin{pmatrix}
\text{Ai}(z) & -\omega^2 \text{Ai}(\omega z) \\
\text{Ai}'(z) & -\text{Ai}'(\omega z)
\end{pmatrix} e^{-\frac{\pi i}{6} \sigma_3} \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix}, & \text{for } z \in \Omega_{A,3}, \\
\begin{pmatrix}
\text{Ai}(z) & -\omega^2 \text{Ai}(\omega z) \\
\text{Ai}'(z) & -\text{Ai}'(\omega z)
\end{pmatrix} e^{-\frac{\pi i}{6} \sigma_3}, & \text{for } z \in \Omega_{A,4},
\end{cases}
\]

with \(\omega = e^{\frac{2\pi i}{3}}\), \(\text{Ai}\) the Airy function,

\[
M_A := \sqrt{2\pi} e^{\frac{\pi i}{6}} \begin{pmatrix} 1 & 0 \\ 0 & -i \end{pmatrix},
\]

and the regions \(\Omega_{A,i}\) defined as in Figure 4. The function \(\Upsilon\) solves the following RH problem.

**Airy model RH problem**

(a) \(\Upsilon : \mathbb{C} \setminus \Sigma_A \to \mathbb{C}^{2 \times 2}\) is analytic where \(\Sigma_A = \bigcup_{i=1}^{4} \Sigma_{A,i}\).
Fig. 4. The jump contour $\Sigma_A$ for the Airy model problem.

(b) $\Upsilon$ has the jump relations

$$\Upsilon_+(z) = \Upsilon_-(z) \begin{pmatrix} 1 & 0 \\ -1 & 1 \end{pmatrix}, \quad z \in \Sigma_{A,1}, \quad (4.44)$$

$$\Upsilon_+(z) = \Upsilon_-(z) \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad z \in \Sigma_{A,2}, \quad (4.45)$$

$$\Upsilon_+(z) = \Upsilon_-(z) \begin{pmatrix} 1 & 0 \\ -1 & 1 \end{pmatrix}, \quad z \in \Sigma_{A,3}, \quad (4.46)$$

$$\Upsilon_+(z) = \Upsilon_-(z) \begin{pmatrix} 1 & -1 \\ 0 & 1 \end{pmatrix}, \quad z \in \Sigma_{A,4}. \quad (4.47)$$

(c) As $z \to \infty$, we have

$$\Upsilon(z) = z^{-\frac{2}{3}} N(I + \mathcal{O}(z^{-\frac{1}{2}})) e^{-\frac{2}{3} z^{3/2} \sigma_3}. \quad (4.48)$$

Using the Airy model problem we can then write $P^{(z_0)}$ as

$$P^{(z_0)}(z) = E_1(z) \Upsilon(s^{\frac{2k}{3}} f_1(z)) e^{-s^{\frac{k}{3\sigma_3}} g(z) \sigma_3} \theta(z), \quad (4.49)$$
where \( \theta(z) = e^{\pm \frac{1}{2} \pi i \sigma_3} \) for \( \pm \text{Im } z > 0 \), and \( f_1 \) is given by

\[
f_1(z) := \frac{3}{2} (-z_0)^{- \frac{2k}{3}} \left( 1 - \frac{z}{z_0} \right) \left[ \left( \frac{z}{z_0} \right)^{- k} \tilde{p}_{k-1} \left( \frac{z}{z_0} \right) \right]^\frac{1}{3}.
\]  

(4.50)

Note that the specific form of \( f_1 \) has been chosen to satisfy \(- \frac{2}{3} (s \frac{2k}{3} f_1) \hat{s} = s \frac{2k}{3} g\). Furthermore, using properties of \( \tilde{p}_{k-1} \) it is straightforward to show that \( f_1 \) is conformal in \( D \) when \( D \) is sufficiently small, with \( f_1'(z_0) > 0 \). Finally, we let

\[ E_1(z) = P^{(\infty)}(z) \theta(z)^{-1} N^{-1} (s \frac{2k}{3} f_1(z))^{\frac{1}{3}}. \]  

(4.51)

Again it is straightforward to demonstrate that \( E_1 \) is analytic in \( D \) thus showing that (4.49) possesses the correct jumps. The specific form of \( E(z) \) is chosen as to satisfy the boundary condition (c) in the RH problem for \( P(z_0) \).

### 4.7 Small norm RH problem

Define

\[
R(z) = \begin{cases} 
U(z) P^{(\infty)}(z)^{-1}, & \text{for } z \in \mathbb{C} \setminus \bar{D}, \\
U(z) P(z_0)(z)^{-1}, & \text{for } z \in D.
\end{cases}
\]  

(4.52)

Then \( R \) is the solution to a RH problem normalized at infinity and with jump matrices uniformly close to the identity as \( s \to +\infty \). One shows that

\[
R(z, s) = I + O(s^{-\frac{1}{3k+1}}), \quad \frac{d}{ds} R(z, s) = O(s^{-1-\frac{1}{3k+1}}),
\]  

(4.53)

uniformly for \( z \) off the jump contour for \( R \), as \( s \to +\infty \). Defining \( R_1 \) in terms of the large \( z \) expansion of \( R \),

\[
R(z) = I + \frac{R_1}{z} + O(z^{-2}),
\]  

(4.54)

we have in particular that \( R_1(s) = O(s^{-\frac{k}{3k+1}}) \).

### 4.8 Asymptotics for \( r(s) \) and \( \gamma(s) \)

For \( z \) large, we have

\[
U(z) = R(z) P^{(\infty)}(z).
\]  

(4.55)

Comparing the large \( z \) expansions (4.31), (4.38), and (4.54) for \( U, P^{(\infty)} \), and \( R \), respectively, we obtain

\[
U_1(s) = P_1^{\infty}(s) + R_1(s) = P_1^{\infty}(s) + O(s^{-\frac{k}{3k+1}}), \quad s \to \infty.
\]  

(4.56)
It follows from (4.35), (4.20), and the large $z$ expansion of $P^{(\infty)}$ given by (4.40) that

$$r(s) = s^\frac{3k}{2\pi i} \left( \beta_{k-2} - \frac{3}{2} z_0 \right) - (-z_0)^{\frac{1}{2}} s^\frac{1}{2\pi i} \alpha + O(1),$$

as $s \to \infty$. By (2.10), we obtain (1.33).

5 Asymptotic Analysis for $\Psi$ as $s \to 0$

In this section, we compute the asymptotic behavior of $\Psi(z, s)$ as $s \to 0$. As a corollary, we obtain the asymptotic behavior as $s \to 0$ of the associated solution to the $k$th PIII equation.

5.1 The Bessel model RH problem

If we set $s = 0$ in the RH problem for $\Psi$, we obtain a RH problem which is equivalent to the Bessel model RH problem used in [26, 27]. This suggests that the solution to the Bessel model problem will be a good approximation to $\Psi$. For $z$ close to the origin, this is not true anymore because of the singular behavior of $\Psi$ near $0$ for $s \neq 0$, which is not present for $s = 0$. This is the reason why we will need to construct a local parametrix near the origin.

**Bessel RH for $\Upsilon$**

(a) $\Upsilon : \mathbb{C} \setminus \Sigma \to \mathbb{C}^{2 \times 2}$ analytic, with

$$\Sigma = \Sigma_1 \cup \Sigma_2 \cup \Sigma_3$$

as in Figure 1.

(b) $\Upsilon$ has the jump relations

$$\Upsilon_+(z) = \Upsilon_-(z) \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad z \in \Sigma_2,$$  \hfill (5.1)

$$\Upsilon_+(z) = \Upsilon_-(z) \begin{pmatrix} 1 & 0 \\ -e^{\pi i \alpha} & 1 \end{pmatrix}, \quad z \in \Sigma_1,$$  \hfill (5.2)

$$\Upsilon_+(z) = \Upsilon_-(z) \begin{pmatrix} 1 & 0 \\ -e^{-\pi i \alpha} & 1 \end{pmatrix}, \quad z \in \Sigma_3.$$  \hfill (5.3)
As $z \to \infty$, $\mathcal{Y}$ has the asymptotic behavior

$$\mathcal{Y}(z) = (I + \mathcal{O}(z^{-1}))z^{-\frac{i}{2} \sigma_3} Ne^{\sigma_1 \sigma_3},$$

where $N = \frac{1}{\sqrt{2}}(I + i \sigma_1)$.

(d) Conditions as $z \to 0$:

(i) If $\alpha < 0$, then $\mathcal{Y}(z) = \mathcal{O}\left(\frac{1}{z^{\frac{\alpha}{2}}} \log \frac{1}{z} \log \frac{1}{|z|}\right)$.

(ii) If $\alpha = 0$, then $\mathcal{Y}(z) = \mathcal{O}\left(\log \frac{1}{z} \log \frac{1}{|z|}\log \frac{1}{|z|}\right)$.

(iii) If $\alpha > 0$, then

$$\mathcal{Y}(z) = \begin{cases} 
\mathcal{O}\left(\frac{1}{z^{\frac{\alpha}{2}}} |z|^{-\frac{\alpha}{2}} \right), & \text{for } z \in \Omega_1, \\
\mathcal{O}\left(\frac{1}{z^{\frac{\alpha}{2}}} |z|^{-\frac{\alpha}{2}} \right), & \text{for } z \in \Omega_2 \cup \Omega_3.
\end{cases}$$

The solution to the above RH problem can be constructed using Bessel functions [26, 27], we have

$$\mathcal{Y}(z) = \begin{pmatrix} I_\alpha(z^{\frac{1}{2}}) & \frac{i\pi}{\pi i z^{\frac{1}{2}}} K_\alpha(z^{\frac{1}{2}}) \
\pi i z^{\frac{1}{2}} I'_\alpha(z^{\frac{1}{2}}) & -z^{\frac{1}{2}} K'_\alpha(z^{\frac{1}{2}}) \end{pmatrix} H_j. \quad (5.6)$$

when $z \in \Omega_j$. In the construction of the local parametrix for $\Psi$ near the origin, we will also require more detailed knowledge of the behavior of $\mathcal{Y}$ at the origin. It can be verified that for $z \in \Omega_j$ and $\alpha \notin \mathbb{Z}$, we have

$$\mathcal{Y}(z) = \mathcal{Y}_0(z) z^{\frac{\alpha}{2}} \begin{pmatrix} 1 & 1 \\
0 & \frac{1}{2i \sin \pi \alpha} \end{pmatrix} H_j, \quad (5.7)$$

whereas for $\alpha \in \mathbb{Z}$, we have

$$\mathcal{Y}(z) = \mathcal{Y}_0(z) z^{\frac{\alpha}{2}} \begin{pmatrix} 1 & \frac{i}{\pi} (-1)^{\alpha+1} \log \frac{\sqrt{z}}{2} \\
0 & 1 \end{pmatrix} H_j. \quad (5.8)$$

In both cases $\mathcal{Y}_0(z)$ is an entire function.

5.2 The local parametrix near the origin

Around the origin, $\mathcal{Y}$ ceases to be a good approximation to $\Psi$ due to the singular behavior of $\Psi$. We therefore construct a local parametrix $F$ around the origin in a disk of the
form $D = \{ z \in \mathbb{C} : |z| < \epsilon \}$ with $\epsilon > 0$ fixed but sufficiently small. The construction done here deviates from the construction done in [27]. We prefer this modified construction because it is more natural given the behavior of $\Psi$ near 0 given in (1.29).

**RH problem for $F$**

(a) $F : D \setminus \Sigma \to \mathbb{C}^{2 \times 2}$ is analytic.

(b) $F$ has the same jumps as $\Psi$ on $\Sigma$.

(c) On the circle $|z| = \epsilon$ we have the following matching conditions as $s \to 0$,

$$
F(z, s) = \begin{cases} 
\Upsilon(z)(I + O(s^k)) & \text{for } \alpha \notin \mathbb{Z}, \\
\Upsilon(z)(I + O(s^k)) & \text{for } \alpha \in \mathbb{Z}.
\end{cases}
$$

(5.9)

(d) The function $\Psi F$ is bounded near $z = 0$.

The solution to this problem takes the following form:

$$
F(z, s) = \Upsilon_0(z) \begin{pmatrix} 1 & h(z) \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & f_2(z, s) \\ 0 & 1 \end{pmatrix} z^\alpha e^{-(\alpha^k/s)} H_j,
$$

(5.10)

where $f_2(z, s)$ is given in (1.28), $\Upsilon_0$ in (5.7) and (5.8), $H_j$ in (1.23–1.25), and

$$
h(z) = -f_2(z, 0) + \frac{1}{2i \sin \pi \alpha} z^\alpha, \quad \text{if } \alpha \notin \mathbb{Z},
$$

(5.11)

$$
h(z) = -f_2(z, 0) + i \frac{\log \sqrt{2}}{\pi} z, \quad \text{if } \alpha \in \mathbb{Z}.
$$

(5.12)

It is easily verified that $h$ is an entire function.

Conditions (a) and (b) of the RH problem are direct, since $F$ is of the form

$$
\text{Analytic function } \times \begin{pmatrix} 1 & f_2(z, s) \\ 0 & 1 \end{pmatrix} z^\alpha e^{-(\alpha^k/s)} H_j,
$$

just like $\Psi$, see (1.29), and therefore $F$ has precisely the same jump conditions as $\Psi$. To verify condition (c), note that for $|z| = \epsilon$, $\alpha \notin \mathbb{Z}$, by (5.7),

$$
F(z) \Upsilon(z)^{-1} = \Upsilon_0(z) \begin{pmatrix} 1 & h(z) + f_2(z, s) \\ 0 & 1 \end{pmatrix} e^{-(\alpha^k/s)} \begin{pmatrix} 1 & -z^\alpha \\ 0 & 2i \sin \pi \alpha \end{pmatrix} \Upsilon_0(z)^{-1}
$$

(5.13)
Condition (d) follows from (1.29) and (5.10). In the case $\alpha \in \mathbb{Z}$, the RH conditions are checked in a similar way.

5.3 Small norm RH problem

We can now construct a small norm RH problem. Define

$$R(z, s) = \begin{cases} \Psi(z, s)Y^{-1}(z), & \text{for } |z| > \epsilon, \\ \Psi(z, s)F(z, s)^{-1}, & \text{for } |z| < \epsilon. \end{cases}$$

(5.14)

Then $R$ is a small norm RH problem and we have

$$R(z, s) = I + O(s^k), \quad s \to 0,$$

(5.15)

and

$$\frac{d}{ds} R(z, s) = O(s^{k-1}), \quad s \to 0,$$

(5.16)

uniformly for $z$ off the jump contour for $R$.

5.4 Asymptotics for $r(s)$ as $s \to 0$

To obtain the initial condition for $r$, we compute $(\psi e^{-z^{1/2} \sigma_3 N^{-1} z^{\sigma_3}})_{12}$ as $z \to \infty$ in two different ways; firstly using (1.21) and secondly using the small $s$ asymptotics obtained above. This gives

$$r(s) = \frac{1}{8} (1 - 4\alpha^2) + O(s^k), \quad r'(s) = O(s^{k-1}), \quad s \to 0, \quad s > 0,$$

(5.17)

valid for any $\alpha > -1$. By (2.10), (5.15), and (5.16), we obtain (1.34).

**Remark 5.1.** Recall the asymptotic condition (1.21) for $\Psi(z, s)$ as $z \to \infty$. We used before that this condition holds uniformly for $s$ in compact subsets of $(0, +\infty)$. As a consequence of the asymptotic analysis as $s \to 0$ done in this section, it follows that this expansion is uniform even for $s$ small. This implies that the matching condition between the global parametrix and the local parametrix near $0$ in the asymptotic analysis for the orthogonal polynomials holds also for $s_n, t$ small, and that the error term $O(n^{-2})$ for $R$ in (3.41) is uniform also as $n \to \infty$ and $t \to 0$ in such a way that $2^{-1/k} c_1 n^{\frac{2k+1}{k}} t \to 0$. We will use this fact later on.
6 Asymptotics for the Kernel Near the Origin

The correlation kernel (1.59) can be expressed in terms of the matrix $Y$ as

$$K_n(x, y; t) = \frac{1}{2\pi i} \frac{\sqrt{w(x)w(y)}}{x - y} (0 \ 1) Y_+(y, t)^{-1} Y_+(x, t) \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.$$  \hspace{1cm} (6.1)

To prove Theorem 1.11, we use the large $n$ asymptotics obtained from the steepest descent analysis in Section 3. By inverting the sequence of transformations $Y \mapsto T \mapsto S \mapsto R$, we may express $Y(z)$ for $z$ in the upper lens region as

$$Y(z) = e^{\frac{1}{2} \pi i \sigma_3} R(z) E(z) \Psi(n^2 f(z), 2^{-\frac{1}{2}} c_1 n^{\frac{2k-1}{2}} t) e^{\frac{\pi i}{2} \sigma_3} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} w(z)^{-\frac{1}{2} \sigma_3}.$$  \hspace{1cm} (6.2)

Inserting this into (6.1), we obtain

$$K_n(x, y; t) = \frac{1}{2\pi i (x - y)} (-1, -1) e^{-\frac{\pi i}{2} \sigma_3} \Psi_+(n^2 f(y), s_{n,t})^{-1} L^{-1}(y)$$

$$\times L(x) \Psi_+(n^2 f(x), s_{n,t}) e^{\frac{\pi i}{2} \sigma_3} (1, -1)^T,$$  \hspace{1cm} (6.3)

where $L(z) := R(z) E(z)$ and $s_{n,t}$ given by (3.33). The boundary value $\Psi_+$ is taken according to the oriented contour $\Sigma$ in Figure 1, which means that we take the limit from region $\Omega_3$. We now zoom in on the origin by defining $x = -c_1^{-1} n^{-2} u$ and $y = -c_1^{-1} n^{-2} v$, with (as before) $c_1 = -f'(0)$, and consider the asymptotics of $K_n(x, y; t)$ in the double scaling limit where $n \rightarrow \infty, t \rightarrow 0$ in such a way that $s_{n,t}$ remains bounded. First we note that

$$L^{-1}(y)L(x) = I + (u - v) O(n^{-2}), \hspace{1cm} n \rightarrow \infty.$$  \hspace{1cm} (6.4)

Additionally we have

$$n^2 f(x) = u(1 + O(n^{-2})), \hspace{1cm} n \rightarrow \infty,$$  \hspace{1cm} (6.5)

and similarly for $n^2 f(y)$. If $s_{n,t} \rightarrow s$ as $n \rightarrow \infty, t \rightarrow 0$, with $s \in (0, +\infty)$, we have

$$\Psi_+(n^2 f(y), s_{n,t}) \rightarrow \Psi_+(v, s), \hspace{1cm} \Psi_+(n^2 f(x), s_{n,t}) \rightarrow \Psi_+(u, s).$$  \hspace{1cm} (6.6)

Substituting (6.4–6.6) into (6.3), and moreover expressing $\Psi_+$ in terms of the functions $\psi_1$ and $\psi_2$ by (1.67), we obtain

$$\lim_{n \rightarrow \infty} \frac{1}{c_1 n^2} K_n \left( \frac{u}{c_1 n^2}, \frac{v}{c_1 n^2}; \frac{s}{c_2 n^{2+1/k}} \right) = e^{\pi i \alpha} \frac{\psi_1(u; s) \psi_2(v; s) - \psi_1(v; s) \psi_2(u; s)}{2\pi i (u - v)},$$  \hspace{1cm} (6.7)

after a straightforward calculation. This proves Theorem 1.11.
Finally, using the asymptotics of $\Psi(z, s)$ as $s \to \infty$ and $s \to 0$, we can prove Theorem 1.13. In the case $s \to 0$, we have

$$
\Psi_+(z, s) = (I + O(s^k)) \Upsilon_+(z) \left( \frac{1}{-e^{-\pi i a}} \right),
$$

(6.8)

uniformly for $z$ bounded away from zero. Now we can substitute the above expression and the expression (5.6) for $\Upsilon$ in terms of Bessel functions into (1.67). Using the resulting expression for $\psi_i$ together with the definition of $K_{PIII}$, we obtain, in a similar way as in [27, Section 5.2], the first part of the theorem.

The limit of the kernel as $s \to \infty$ is more complicated; one must invert the sequence of transformations performed in Section 4 which mapped the RH problem for $\Psi$ to the Airy model RH problem. The result of this is that, for $z$ close to $z_0$, we have the $s \to \infty$ asymptotics

$$
\Psi(z, s) = s^{-\frac{1}{2} \eta \sigma_3} (I - is^2 g_1 \sigma_-) R(s^{-\eta} z, s) E_1(s^{-\eta} z, s)
\times \Upsilon(s^2 f_1(s^{-\eta} z)) \vartheta(z) \begin{cases}
I & \text{for } z \in \Omega_1 \cup \Omega_2 \cup \Omega_3', \\
\begin{pmatrix}
1 & 0 \\
-e^{-i \pi a} & 1
\end{pmatrix} & \text{for } z \in \Omega_1' \cap \Omega_3, \\
\begin{pmatrix}
1 & 0 \\
-e^{i \pi a} & 1
\end{pmatrix} & \text{for } z \in \Omega_1' \cap \Omega_2.
\end{cases}
$$

(6.9)

where $\eta = 2k/(2k + 1)$. Using the above expression in (1.67) we can compute asymptotics for $\psi_i$ as $s \to \infty$ in the regions $\Omega_3'$ and $\Omega_1' \cap \Omega_3$, and in particular on the negative real line. Substituting these asymptotics into the definition of $K_{PIII}$, we obtain the second part of the theorem.

7 Asymptotics for the Partition Function

In this section, we will prove Theorem 1.10 by deriving large $n$ asymptotics for the partition functions in the perturbed LUE and perturbed GUE.

7.1 The partition function in the pLUE

The main ingredient required to obtain asymptotics for $Z_{n,k,\alpha}^{pLUE}$ is a differential identity with respect to the perturbation parameter $t$. More general identities of the form below
were obtained in [3, 4], but for completeness we give a proof of the differential identity relevant to us.

We note that the function $z\text{Tr}(Y^{-1}(z)Y'(z)\sigma_3)$ is not analytic at infinity: indeed it has a discontinuity on the real line. However, since the discontinuity becomes exponentially small as $z \to \pm \infty$, $z\text{Tr}(Y^{-1}(z)Y'(z)\sigma_3)$ does admit a full asymptotic expansion in negative powers of $z$ as $z \to \infty$. We have

$$z\text{Tr}(Y^{-1}(z)Y'(z)\sigma_3) = \frac{c_1}{z} + O(z^{-2}), \quad \text{(7.1)}$$

where $c_1$ is a constant distinct from the constant appearing in Theorem 1.11. Let us denote $\text{Res}_{z=\infty}(z\text{Tr}(Y^{-1}(z)Y'(z)\sigma_3)) = -c_1$, although strictly speaking this is not the residue at infinity, because infinity is not an isolated singularity. The integral

$$\oint z\text{Tr}(Y^{-1}(z)Y'(z)\sigma_3) \, dz$$

over a large counter-clockwise oriented circle $\{z : |z| = M\}$ is not exactly equal to $2\pi i c_1$, but it tends to $2\pi i c_1$ as the radius $M$ tends to infinity. This observation will be important in the proof of the following lemma.

**Lemma 7.1** (cf. [3, 4]). We have

$$\frac{d}{dt} \log Z_{n,k,\alpha}^{\text{pLUE}}(t) = \frac{n^2 + \alpha n}{t} + \frac{n}{2t} \text{Res}_{z=\infty}(z\text{Tr}(Y^{-1}(z)Y'(z)\sigma_3)). \quad \text{(7.2)}$$

**Proof.** Recall (1.6), which, after the substitution $x_i = t\xi_i$, becomes

$$Z_{n,k,\alpha}^{\text{pLUE}} = t^{n^2 + \alpha n} \tilde{Z}_{n,k,\alpha}^{\text{pLUE}}, \quad \text{(7.3)}$$

where

$$\tilde{Z}_{n,k,\alpha}^{\text{pLUE}} := \frac{1}{n!} \int_{[0, +\infty)^n} \Delta(\xi)^2 \prod_{j=1}^n e^{-n(t\xi_j + \xi^{-k})} \, d\xi_j. \quad \text{(7.4)}$$

To evaluate $\tilde{Z}_{n,k,\alpha}^{\text{pLUE}}$, we introduce monic orthogonal polynomials $\tilde{p}_j$ satisfying

$$\int_0^\infty \tilde{p}_i(x) \tilde{p}_m(x) \tilde{w}(x) \, dx = \tilde{h}_{i,m}, \quad \tilde{w}(x) = x^\alpha \exp[-n(tx + x^{-k})]. \quad \text{(7.5)}$$

Recalling the orthogonality conditions for $p_n$ given in (1.58), we easily obtain

$$\tilde{p}_n(x) = t^{-n}p_n(tx), \quad \tilde{h}_n = t^{-(2n+\alpha+1)}h_n. \quad \text{(7.6)}$$
A similar calculation for the Cauchy transform \( q_n \) appearing in (3.12) shows that

\[
\tilde{q}_n(z) = \frac{1}{2\pi i} \int_0^\infty \frac{\tilde{p}_n(x)\tilde{w}(x)}{x-z} \, dx = t^{-n-\alpha} q_n(tz). \tag{7.7}
\]

Summarizing, if we define

\[
\tilde{Y}(z) := \begin{pmatrix} \tilde{p}_n(z) & \tilde{q}_n(z) \\ \frac{2\pi i}{\tilde{h}_{n-1}} \tilde{p}_{n-1}(z) & \frac{2\pi i}{\tilde{h}_{n-1}} \tilde{q}_{n-1}(z) \end{pmatrix}, \tag{7.8}
\]

we obtain the relationship

\[
\tilde{Y}(z) = t^{-\nu_3} t^{-\frac{\alpha}{2}} Y(tz) t^{\frac{\sigma_3}{2}}. \tag{7.9}
\]

Expressing \( \tilde{Z}_{n,k,\alpha}^{\text{pLUE}} \) as \( \tilde{Z}_{n,k,\alpha}^{\text{pLUE}} = \prod_{i=0}^{n-1} \tilde{r}_i \) and taking the logarithmic derivative of both sides, we get

\[
\frac{d}{dt} \log \tilde{Z}_{n,k,\alpha}^{\text{pLUE}} = \int_0^\infty \left( \sum_{j=0}^{n-1} \tilde{p}_j^2(x) \right) \frac{\partial \tilde{w}(x)}{\partial t} \, dx, \tag{7.10}
\]

where we have made use of the orthogonality of the polynomials. This expression can be written as

\[
\frac{d}{dt} \log \tilde{Z}_{n,k,\alpha}^{\text{pLUE}} = -n \int_0^\infty x \tilde{K}_n(x, x) \, dx, \tag{7.11}
\]

where

\[
\tilde{K}_n(x, y) := \sqrt{\tilde{w}(x)\tilde{w}(y)} \sum_{j=0}^{n-1} \frac{\tilde{p}_j(x)\tilde{p}_j(y)}{\tilde{h}_j}. \tag{7.12}
\]

The expression for the kernel \( \tilde{K}_n \) in terms of \( \tilde{Y} \), similar to (6.1), together with the jump condition for \( \tilde{Y} \) implies the identity

\[
\tilde{K}_n(x, x) = -\frac{1}{4\pi i} (\text{Tr}(\tilde{Y}_+^{-1}(x)\tilde{Y}_+^{-1}(x)\sigma_3) - \text{Tr}(\tilde{Y}_-^{-1}(x)\tilde{Y}_-^{-1}(x)\sigma_3)), \tag{7.13}
\]

for \( x \in \mathbb{R} \), which combined with the fact that \( \text{Tr}(\tilde{Y}_+^{-1}(x)\tilde{Y}_+^{-1}(x)\sigma_3) = t \text{Tr}(Y^{-1}(tx)Y(tx)\sigma_3) \), gives

\[
\frac{d}{dt} \log \tilde{Z}_{n,k,\alpha}^{\text{pLUE}} = \frac{n}{4\pi it} \int_0^\infty \left( \text{Tr}(Y_+^{-1}(x)Y_+^{-1}(x)\sigma_3) - \text{Tr}(Y_+^{-1}(x)Y_+^{-1}(x)\sigma_3) \right) \, dx. \tag{7.14}
\]

To prove the lemma, by (7.3), we need to show that the above is equal to

\[
\frac{n}{2t} \text{Res}_{x=\infty}(z \text{Tr}(Y^{-1}(z)Y'(z)\sigma_3)).
\]
To see this, consider the integral of $z \text{Tr}(Y^{-1}(z) Y'(z) \sigma_3)$ over the contour $C$ depicted in Figure 5. One one hand, this integral is equal to zero because the integrand is analytic inside the integration contour.

On the other hand, condition (d) of the $Y$-RH problem implies that for sufficiently small $\epsilon$, $\text{Tr}(Y^{-1}(z) Y'(z) \sigma_3)$ is bounded on the circle $C_3$, uniformly in $\epsilon$. Furthermore, condition (c) of the $Y$-RH problem implies

$$\text{Tr}(Y^{-1}(z) Y'(z) \sigma_3) = O(z^{-2}), \quad z \to \infty.$$ 

Therefore, letting $\epsilon \to 0$, letting the radius of the large circle $C_1$ tend to infinity, and letting $C_2, C_4$ approach the positive half-line, we arrive at the identity

$$-2\pi i \text{Res}_{z=\infty}(z \text{Tr}(Y^{-1}(z) Y'(z) \sigma_3)) + \int_0^\infty x \text{Tr}(Y_+^{-1}(x) Y_+(x) \sigma_3) \, dx - \int_0^\infty x \text{Tr}(Y_-^{-1}(x) Y_-(x) \sigma_3) \, dx = 0. \quad (7.15)$$

Substituting this into (7.14), we obtain the result. \hfill ■

We may now give the proof of the first part of Theorem 1.10. We proceed by computing the residue at infinity in (7.1). The expression for the matrix $Y$ that is valid
away from the support of the equilibrium measure (i.e., outside the disks near 0 and \(b\), and outside the lens-shaped region) is

\[
Y(z) = e^{\frac{\mu_1}{z}} R(z) P^{(\infty)}(z) e^{\frac{1}{z}(g(z) - 1)} e^{\frac{n}{2}(1)k}. \tag{7.16}
\]

To obtain an expression for the residue, we compute the expansion as \(z \to \infty\) of the above expression and substitute them into \(\text{Tr}(Y^{-1}Y'\sigma_3)\), giving as \(z \to \infty\),

\[
\text{Tr}(Y^{-1}Y'\sigma_3)(z) = \frac{1}{Z} \left( -\frac{nkt^k}{z^k} + 2n \left( 1 + \frac{\mu_1}{z} \right) - \frac{1}{z} \text{Tr}(P_1\sigma_3) - \frac{1}{z} \text{Tr}(R_1\sigma_3) + O(z^{-2}) \right). \tag{7.17}
\]

Here, the quantity \(\mu_1\) arises from the expansion of the \(g\)-function and is the first moment of the equilibrium measure,

\[
\mu_1 := \int_0^b x\psi(x) \, dx. \tag{7.18}
\]

and the quantities \(P_1\) and \(R_1\) are defined as the functions of \(t\) appearing in the \(z \to \infty\) asymptotics of \(P^{(\infty)}\) and \(R\),

\[
P^{(\infty)}(z) = I + \frac{P_1}{z} + O(z^{-2}), \tag{7.19}
\]

\[
R(z) = I + \frac{R_1}{z} + O(z^{-2}). \tag{7.20}
\]

In the Laguerre case, we have \(\mu_1 = 1\), \(\text{Tr}(P_1\sigma_3) = -2\alpha\), and \(R_1\) is given by (3.46). Recall from Remark 5.1 that the asymptotics for \(R_1\) are uniform also when \(t \to 0\) very rapidly. Substituting all this in the differential identity (7.2), and integrating between 0 and \(t\), we therefore obtain

\[
\log \frac{Z_{n,k}^{\text{pLUE}}(t)}{Z_{n,k}^{\text{pLUE}}(0)} = n^2 t\delta_{k,1} + \frac{1}{2} \int_0^t \left( \frac{1}{8} (1 - 4\alpha^2) - r(2^{-\frac{1}{k}} n^{\frac{2k+1}{k}} t') \right) \frac{dt'}{t'} + O(n^{-1}), \tag{7.21}
\]

in the double scaling limit where \(n \to \infty\), \(t \to 0\) in such a way that \(s_{t,n} = 2^{-\frac{1}{k}} n^{\frac{2k+1}{k}} t \to s \in (0, +\infty)\). After the change variables \(\xi = 2^{-\frac{1}{k}} n^{\frac{2k+1}{k}} t\), we obtain (1.53).

### 7.2 The partition function in the pGUE

**Proposition 7.2.** Let \(Z_{n,k,\alpha}^{\text{pLUE}}\) be the partition function in the pLUE, defined by (1.51), and let \(Z_{n,k,\alpha}^{\text{pGUE}}\) be the partition function in the pGUE, defined by (1.52). Then we have the
following identities:

\[
\begin{align*}
\log Z_{2n,k,\alpha}^{GUE}(t) &= \log Z_{n,k,\alpha-\frac{1}{2}}^{LUE}(t) + \log Z_{n,k,\alpha+\frac{1}{2}}^{LUE}(t), \\
\log Z_{2n+1,k,\alpha}^{GUE}(t) &= \left(n + \alpha + \frac{1}{2}\right) \left[n \log \frac{2n}{2n+1} + (n+1) \log \frac{2n+2}{2n+1}\right] \\
&\quad + \log Z_{n+1,k,\alpha-\frac{1}{2}}^{LUE}\left(\frac{2n+1}{2n+2} t\right) + \log Z_{n+1,k,\alpha+\frac{1}{2}}^{LUE}\left(\frac{2n+1}{2n} t\right).
\end{align*}
\]

\[
(7.22)
\]

**Proof.** Let \( p_j(x; n, k, \alpha), \ j = 0, 1, \ldots, \) be the monic perturbed Laguerre polynomials defined by the orthogonality relations

\[
\int_{0}^{+\infty} p_j(x) p_\ell(x) x^{\alpha} e^{-n(x+\frac{1}{2}t)} \, dx = h_j(n, \alpha, k) \delta_{j\ell}.
\]

Then it is well known that

\[
\log Z_{n,k,\alpha}^{LUE} = \sum_{j=0}^{n-1} \log h_j(n, k, \alpha).
\]

(7.25)

A similar identity holds for the monic perturbed Hermite polynomials \( \hat{p}_j(n, k, \alpha), \ j = 0, 1, \ldots \) defined by

\[
\int_{\mathbb{R}} \hat{p}_j(x) \hat{p}_\ell(x) x^{2\alpha} e^{-\frac{1}{2}(x^2+(\frac{1}{2}t)^2)} \, dx = \hat{h}_j(n, k, \alpha) \delta_{j\ell}.
\]

(7.26)

We have

\[
\log Z_{n,k,\alpha}^{GUE} = \sum_{j=0}^{n-1} \log \hat{h}_j(n, k, \alpha).
\]

(7.27)

Using (7.24) and (7.26) and the uniqueness of the orthogonal polynomials defined by those orthogonality conditions, it is straightforward to derive the following identities (similar identities can be found in [1, Appendix B; 17, Exercise 4.4]):

\[
\hat{p}_{2j}(u; 2n, k, \alpha) = p_j\left(u^2; n, k, \alpha - \frac{1}{2}\right),
\]

\[
(7.28)
\]

\[
\hat{p}_{2j+1}(u; 2n, k, \alpha) = u p_j\left(u^2; n, k, \alpha + \frac{1}{2}\right).
\]

\[
(7.29)
\]

This implies that

\[
\hat{h}_{2j}(2n, k, \alpha) = h_j\left(n, k, \alpha - \frac{1}{2}\right), \quad \hat{h}_{2j+1}(2n, k, \alpha) = h_j\left(n, k, \alpha + \frac{1}{2}\right).
\]

\[
(7.30)
\]
Using those relations together with (7.27) and (7.25), we obtain

\[
\log Z_{2n,k,\alpha}^{\text{pGUE}} = \sum_{j=0}^{n-1} \log \hat{h}_j(2n, k, \alpha) + \sum_{j=0}^{n-1} \log \hat{h}_{j+1}(2n, k, \alpha)
\]  

\[
= \sum_{j=0}^{n-1} \log h_j \left( n, k, \alpha - \frac{1}{2} \right) + \sum_{j=0}^{n-1} \log h_j \left( n, k, \alpha + \frac{1}{2} \right)
\]  

\[
= \log Z_{n,k,\alpha-\frac{1}{2}}^{\text{pLUE}} + \log Z_{n,k,\alpha+\frac{1}{2}}^{\text{pLUE}}.
\]  

Similarly,

\[
\log Z_{2n+1,k,\alpha}^{\text{pGUE}} = \sum_{j=0}^{n} \log \hat{h}_j(2n+1, k, \alpha) + \sum_{j=0}^{n-1} \log \hat{h}_{j+1}(2n+1, k, \alpha)
\]  

\[
= \sum_{j=0}^{n} \log h_j \left( n + \frac{1}{2}, k, \alpha - \frac{1}{2} \right) + \sum_{j=0}^{n-1} \log h_j \left( n + \frac{1}{2}, k, \alpha + \frac{1}{2} \right)
\]  

\[
= \log A \left( n + 1, n + \frac{1}{2}, k, \alpha - \frac{1}{2} \right) + \log A \left( n, n + \frac{1}{2}, k, \alpha + \frac{1}{2} \right),
\]  

where

\[
A(n, N, k, \alpha) = \frac{1}{n!} \int_{[0, +\infty)^n} \Delta(x)^2 \prod_{j=1}^{n} x_j^\alpha e^{-N(x_j + \frac{1}{n^2})} \, dx_j.
\]  

We have

\[
A(n, N, k, \alpha) = \left( \frac{n}{N} \right)^{n^2+n\alpha} Z_{n,k,\alpha}^{\text{pLUE}} \left( \left( \frac{N}{n} \right)^{\frac{k+1}{2}} \right).
\]  

Substituting this into (7.34) completes the proof. ■

The proof of (1.54) can now easily be completed by substituting (1.53) into (7.22) and (7.23).
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