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Abstract

Virtual prototyping of power electronics systems can enable rapid and iterative design process, and can satisfy the need for higher power density. Thermal modelling is a key part in the multi-physics virtual prototyping. In this paper, the T-type steady-state lumped-parameter model (LPM) for a naturally cooled heat sink with a power device on top is established. Empirical equations for the convection heat-transfer coefficient calculation are provided, which prove to be much faster compared with computational fluid dynamics (CFD) with acceptable error. The sensitivity of the predicted temperature to the mesh size of the heat sink for the LPM method is analysed, providing a way to find the most efficient mesh size. Lastly, the LPM is compared to the finite difference method (FDM) in steady state and shows competitive advantages in terms of speed and accuracy.

1 Introduction

Power electronics systems are very complex, including electrical, magnetic, thermal and mechanical domains and their coupling effect. The electrical and magnetic aspects have been the main research focus for a long time. Nevertheless, due to the demanding for higher power density, the thermal analysis and management of power electronics systems is becoming more and more important.

Most of the power electronics system design processes still depend on the empirical methods for the geometry and layout design, such as the heat sink selection, fan selection, and position arrangement of the components in the system. Multi-domain modelling and design tools based on virtual prototyping approaches [1-4] are needed to accurately determine the physical location and geometry of components for a high-density system. The virtual prototyping approach can enable quick evaluation of a large number of design possibilities on a computer. A key requirement for virtual prototyping is to generate a fast thermal analysis model which can be easily integrated with other models in different domains.

A lot of papers have been published on the thermal analysis model of power electronics systems. The research subject can be categorized into three levels: device/module level, board level and system level. The device/module level problems [5-8] establish thermal models for the substrate and the physical layers in the power electronic module, aiming to locate and calculate the temperature of the hotspot of the module. On the board level [9, 10], the power module is modelled as a unit, and the thermal performance of the power modules and other components on the heat sink or board is analysed. The system level [1, 11] includes all the components in a whole converter system. In this paper, the board level problem is analysed, as shown in Fig.1, which includes a natural cooled heatsink and a heat source representing a power electronics device, e.g. IGBT.

Fig.1 Dimension of the heat sink and power device

The methods that have been used in thermal analysis of power electronics are: computational fluid dynamics (CFD), finite element method (FEM), compact thermal model or empirical lumped-element model [5, 12], finite difference method (FDM) with model order reduction (MOR) [3], and lumped-parameter model (LPM) or physical lumped-element model [10]. In the methods above, CFD software can simulate the conduction and convection heat transfer together, which provides the most accurate and detailed temperature distribution of the power electronic system. But it is also the most demanding in terms of computer resources and computational time. The other methods can only simulate the conduction heat transfer, with the convection heat-transfer coefficient need to be calculated from empirical equations. As a numerical method, the speed and computation source usage of FEM are its disadvantages compared with the other three methods. The compact thermal model or empirical lumped-element model [5, 12] is quite simple and fast to solve, but the extraction process to get the model is very computationally
Lumped-parameter thermal model

Analogous to electric circuits, the LPM for thermal analysis, as a kind of analytical method, represents the heat transfer path by connecting a series of thermal resistances. And the heat source is represented by current source in the model. There are three thermal phenomenon in the power electronics system: radiation, conduction and convection. Correspondingly, there are three types of thermal resistances: radiation, conduction and convection thermal resistances, among which radiation is always ignored compared to conduction and convection.

2.1 Conduction thermal resistances

The conduction exists in solid materials. Based on the steady state heat diffusion equation (1) and the Fourier’s law (2) [15], the LPM T-network for one dimensional heat transfer is shown in Fig.2 and the thermal resistances are shown in Equation (3-4) [14]. It can be seen that the conduction thermal resistances can be calculated easily from the geometry dimension and the material thermal properties.

\[
\frac{\partial^2 T}{\partial x^2} = -\frac{q_x}{k}
\]  
\[q_x = -k_x A_x \frac{\partial T}{\partial x}
\]
\[R_{x1} = R_{x2} = \frac{l_x}{2k_x A_x}
\]
\[R_{x3} = \frac{l_x}{6k_x A_x}
\]

Where, \(q_x\) is the heat-transfer rate (W), \(\partial T/\partial x\) is the temperature gradient in the direction of heat flow (°C/m), \(k_x\) is the thermal conductivity of the material (W/(m·°C)), \(A_x\) is the cross area in the direction of heat flow (m²), and \(l_x\) is the length of the solid material in the direction of heat flow (m).

2.2 Convection thermal resistances

The convection heat transfer occurs on the surface between the solid components and air or liquid, depending on the cooling method used. Water-cooling, forced-air cooling and natural air cooling are the most common cooling methods in power electronics systems. The convection plays an important part in the cooling of power electronic system, thus the accuracy of convection thermal resistance estimation is important for the thermal analysis.
In LPM, based on the Newton’s law of cooling (5), the convection thermal resistance is shown as Equation (6).

\[ q = hA(T_w - T_\infty) \]  \hspace{1cm} (5)

\[ R = \frac{\Delta T}{q} = \frac{1}{hA} \]  \hspace{1cm} (6)

Where, \( T_w \) is the solid surface temperature (°C), \( T_\infty \) is the fluid temperature (°C), \( h \) is the convection heat-transfer coefficient (W/(m²·°C)) and \( A \) is the surface area (m²).

The convection heat-transfer coefficient is the key parameter for the convection thermal resistance determination. There are three types of methods for convection heat-transfer coefficient estimation: analytical solution [15], CFD [16] and empirical equations [15]. Analytical solutions can only be available for very limited conditions. CFD, as a numerical method, is quite accurate, but it is much demanding in terms of computer resources and computational time. By contrast, empirical equations which are the results of experimental data have a broader application and are easy and fast to get the convection heat-transfer coefficient. Therefore, normally empirical equations are used in LPM.

For the problem discussed in this paper, the natural convection heat-transfer coefficient of the heat sink is the key parameter, the empirical equations for which in [17] are used, as shown in Equation (7-9).

\[ Ra = \frac{\rho^2 g \beta c_p z^4 (T_w - T_\infty)}{\mu L} \]  \hspace{1cm} (7)

\[ Nu = \frac{Ra}{24} \left(1 - e^{-35/Re} \right)^{3/4} \]  \hspace{1cm} (8)

\[ h = k \cdot Nu / z \]  \hspace{1cm} (9)

Where, \( Ra \) is the Rayleigh number, \( Nu \) is the Nusselt number, \( \rho \) is the air density (kg/m³), \( \beta \) is the coefficient of cubical expansion (1/K), \( c_p \) is the specific air heat capacity (kJ/(kg·°C)), \( \mu \) is the air dynamic viscosity (kg/(s·m)), \( k \) is the air thermal conductivity (W/(m·°C)), \( g \) is the gravitational attraction force (m/s²), \( z \) is the heat sink fin spacing (m), \( L \) is the heat sink fin length (m).

2.3 Comparison of LPM and CFD

In this section, the problem is analysed using LPM and CFD to verify the LPM. The heat sink is divided/meshed into cuboids each of which is represented by the T-network as shown in Fig.3. The LPM for this problem is shown in Fig.4, in which the grey blocks represent the T-network for heat sink cuboid divisions, the red block represents the T-network for IGBT, the voltage source represents the temperature of the ambient air, and the resistances represent the convection thermal resistances between heat sink and the ambient air. The natural convection heat-transfer coefficient is calculated from the empirical equations (7-9). MATLAB is applied to generate the LPM netlist in NGSpice. Fig.4 shows the schematic diagram of the LPM in which the heat sink is divided into 44 elements. To get a more detailed temperature distribution, the heat sink is divided into 6592 elements, the temperature distribution of which is shown in Fig.5.

To test the accuracy of LPM method, the problem is also analysed by CFD in ANSYS. The temperature distribution of the heat sink and IGBT is shown in Fig.6. Table 1 gives the analysis results, including the convection heat-transfer coefficient of the heat sink calculated from the empirical equations and from the CFD, the temperature of IGBT calculated from LPM and from CFD, as well as the time used by LPM and CFD.

From the results in Table 1, two conclusions can be derived. Firstly, it can be seen that results difference between these two lumped-parameter models of different detail level is less than 1%. The reason is that the equations of conduction thermal resistances for regular geometries, such as cuboids and cylinders, are analytical solutions of the energy partial differential equation, which is weekly impacted by the mesh size, quite different from the numerical methods. Therefore, quite accurate results can be got from simple model, saving computational time and computer resources. Secondly, compared to CFD, the error of convection heat-transfer
coefficient calculated from empirical equations is acceptable, and the speed is much faster than CFD simulation.

<table>
<thead>
<tr>
<th></th>
<th>( h_{\text{heatsink}} ) (W/(m K))</th>
<th>( T_{\text{IGBT}} ) (°C)</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPM_Fig4</td>
<td>9.60</td>
<td>106.88</td>
<td>1 second</td>
</tr>
<tr>
<td>LPM_Fig5</td>
<td>9.65</td>
<td>106.40</td>
<td>1 hour</td>
</tr>
<tr>
<td>CFD</td>
<td>8.6</td>
<td>108</td>
<td>20 hours</td>
</tr>
</tbody>
</table>

Table 1 Results of LPM and CFD

3 Sensitivity of LPM

As stated in section 2, the results difference between two lumped-parameter models of different detail level is less than 1%, however, the time consumed by the larger model is much longer. So in this section, the sensitivity of LPM is researched, which means to search how the mesh size of each element determines the temperature accuracy and to find the most efficient mesh size for heat sink LPM thermal analysis.

The dimensions of the heat sink and IGBT discussed in this paper are shown in Fig.1. And the results for the sensitivity analysis are shown in Table 2. In this analysis, the ANSYS and LPM use the same natural convection heat-transfer coefficient, and the ANSYS result is the reference for LPM sensitivity analysis. In Table 2, the mesh sizes in x, y and z direction are changed successively to discuss how the mesh size in each direction influences the results accuracy.

Firstly, in x direction, as the fin length is 10 millimetres, the maximum mesh size of the heat sink fin should be 10mm. As the fin gap is also 10mm, to represent the geometry of the heat sink clearly and to give an accurate position of the IGBT which locates at 30mm in the x direction, the maximum mesh size of the heat sink base is also 10mm. The maximum mesh size of the IGBT is 10mm, which is the total length of the IGBT in x direction. The “LMP-X2” row in Table 2 shows the results error to be 1.16% when the heat sink fin, heat sink base and IGBT mesh size in x direction is 10mm. The “LMP-X1” row increases the mesh size in y direction to be 50/10/20, which results in a small change of error with ten times of time consumed. Therefore, in y direction, the mesh size which is the largest mesh size to describe the position of IGBT is the most efficient. In z direction, the same conclusion can be achieved. And the mesh sizes in x, y and z direction to “LPM-Z1” row are the most efficient with a quite small error.

Based on the analysis above, the most efficient mesh size for LPM is the largest one which can give clear geometry description, and the results error can be quite small.

4 Comparison of LPM and FDM

Finite difference method (FDM) is a kind of numerical methods for solving the partial differential equation (PDE) [18]. The PDE for 3D transient state thermal analysis is shown as Equation (10). The principle of FDM for solving steady state PDE can be summarised as the following steps. Firstly, the research subject is meshed into cuboid elements. Then the second derivatives in PDE are replaced by the finite difference approximations according to Taylor’s series expansion, as shown in Equation (11). In this way, the PDEs of the study area are discretised into a large system of algebraic equations on nodes. For transient state problems the time space is discretised and the steady state equations are solved at each time point.

MOR is introduced to speed up the transient state FDM solving process [3]. The feature of MOR techniques is their simplification of the large system of equations into a system with fewer equations and fewer unknown variables. A smaller equation system is generated using the MOR technique for the steady state equations firstly, then the smaller equation system is solved at each time points to get the transient solutions. Therefore, MOR can speed up the transient FDM dramatically. However, as the computational cost of generating the reduced order model, the MOR does not maintain its advantage in steady state. In this paper, the results of LPM are compared with the FDM without MOR for the steady state thermal analysis.

\[
cp \frac{\partial T}{\partial t} - k \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} + \frac{\partial^2 T}{\partial z^2} \right) = q \quad (10)
\]
Where, $c$ is the specific heat capacity of the material (J/(kg·°C)), $h$ is the mesh size (m).

The large system of equations can be transferred into matrix equation format, the coefficient matrix of which is very sparse, with each row having maximum 7 non-zeros for 3D problems. Two solvers are used to solve the large matrix equation. One is the successive over relaxation (SOR) method, a kind of iterative solution method. The other one is the KLU method [19], which is a solver for sparse matrix.

The IGBT temperature and the time consumed by using FDM with SOR and KLU solvers and by LPM method are shown in Table 3, where the ANSYS result is the reference.

The temperature distribution of the FDM is shown in Fig. 7.

\[
\frac{\partial^2 T}{\partial x^2} \approx \frac{1}{h^2} \left( T_{i-1,j,k} - 2T_{i,j,k} + T_{i+1,j,k} \right) \quad (11)
\]

Table 2 Sensitivity analysis results

<table>
<thead>
<tr>
<th>Mesh number</th>
<th>T_{IGBT}</th>
<th>Error (%)</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1104</td>
<td>80.16</td>
<td>-21</td>
<td>1</td>
</tr>
<tr>
<td>70656</td>
<td>100.64</td>
<td>-1.3</td>
<td>15</td>
</tr>
<tr>
<td>1104</td>
<td>85.75</td>
<td>-16</td>
<td>7</td>
</tr>
<tr>
<td>70656</td>
<td>97.18</td>
<td>-4.7</td>
<td>100</td>
</tr>
<tr>
<td>34</td>
<td>103.47</td>
<td>1.43</td>
<td>1</td>
</tr>
<tr>
<td>ANSYS</td>
<td>102.01</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3 Results of LPM and FDM

It can be seen that KLU solver is much faster than the SOR solver. When the mesh number is about 70K, the time consumed by KLU solver is 15 seconds, while for SOR it is 1600s. However, the SOR solver gets more accurate results at the same mesh size. When the mesh number is 70K, the error of KLU is ~1.3% while for SOR the error is only 0.11%. In addition, as a type of numerical method, the FDM results are influenced largely by the mesh size. For FDM with KLU solver, the error changes from ~2.1% with 1K meshes to ~ 1.3% with 70K meshes. By contrast, the LPM can get quite accurate results with small mesh numbers at much faster...
speed. The error for LPM is 1.43% with only 34 meshes in less than 1 second time.

5 Conclusion

This work has established the LPM for the steady state thermal analysis of the basic power electronics system element (heat sink and power device). And sensitivity analysis of the temperature accuracy to the mesh size of the LPM shows that the LPM can estimate the temperature very accurately with small mesh numbers in short time. Although the research subject in this paper is quite simple, the other components in power electronics system, such as the conductors, capacitors and transformers, can also be simplified to regular geometry, such as cuboids and cylinders, which can also be modelled in the same way. Similarly, this method can also be applied for the module level analysis. Therefore, LPM for different detail levels of power electronics system can be established depending on the specific problem and target. In the future work, the LPM will be used for the transient state thermal analysis of power electronics system, the result accuracy and speed of which will be compared to the FDM with MOR method.
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