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[1] It is widely believed that andesitic magmas erupted at arc-volcanoes are stored in shallow reservoirs prior to eruption, but high-resolution images of focused regions of magma in the shallow crust are rare. We integrate seismic tomography with numerical models of magma chamber growth to constrain the magma chamber beneath Soufrière Hills Volcano, Montserrat. Our approach reveals the characteristics and dynamics of the magmatic system with a level of detail that no single method has yet achieved. The integrated analysis suggests that a magma chamber of 13 km$^3$ with over 30% melt fraction formed between 5.5 and at least 7.5 km depth, a significantly higher melt fraction than inferred from the seismic data alone. The magma chamber may have formed by incremental sill intrusion over a few thousand years and is likely to be a transient, geologically short-lived feature. These volume and geometry estimates are critical parameters to model eruption dynamics, which in turn are key to hazard assessment and eruption forecasting.
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1. Introduction

Modeling of magmatic system dynamics requires accurate estimates of magma chamber geometry and properties, but attempts to constrain these characteristics with seismic and other techniques have produced mixed and sometimes conflicting results [Lees, 2007; Voight et al., 2010a]. Uncertainty in the rheological properties of the crust and insensitivity of ground deformation to source shape make it hard to uniquely constrain magma storage regions with geodetic techniques [Voight et al., 2010a; Mattioli et al., 2010; Foroozan et al., 2010]. Broad low-seismic-velocity regions, often interpreted as evidence of melt, have been identified with both active and passive seismic tomography techniques beneath many active volcanoes, but high-resolution images of focused magma storage regions are rare [Lees, 2007; Bransdottir et al., 1997; Alfaro et al., 2007]. No such images exist for andesite volcanoes, since active seismic experiments at island arcs have lacked the resolution to image the details of upper-crustal magmatic systems [Christeson et al., 2008]. Despite these difficulties, active seismic surveys are well suited to image volcanoes in oceanic settings, where a large number of artificial seismic signals can be generated by towed airguns, and arrays of land and seafloor seismometers can record these signals and provide high-resolution images of the subsurface even in the presence of complex three-dimensional structures [Seher et al., 2010; Evangelidis et al., 2004]. Using this approach we present here a new three-dimensional seismic velocity model of the upper crust at Montserrat, Lesser Antilles, from active-source wide-angle seismic data [Voight et al., 2010b].

The island of Montserrat, in the Lesser Antilles, is an ideal target for a seismic tomography experiment, because of its small size, relatively simple volcanic history, and the need to better understand the 1995 eruption. Montserrat is composed of the lava domes and associated pyroclastic deposits of three andesite volcanoes, Silver Hills (SH, 2600–1200 ka), Centre Hills (CH, 950–550 ka) and the Soufrière Hills Volcano (SHV, 170 ka–present) (Figure 1). The three volcanoes have very similar petrology and a clear age progression from north to south [Harford et al., 2002], making it possible to study them comparatively. Volcanic activity started in 1995 after over three centuries of quiescence and was preceded by a series of periods of increased seismic activity [Shepherd et al., 1971; Aspinall et al., 1998]. The activity is characterized by the growth of an andesite lava dome and associated dome collapses, explosions and pyroclastic flows. The eruption is still ongoing in 2011 and has so far consisted of five eruptive phases of continuous lava extrusion interrupted by periods of quiescence.

The magmatic system of SHV is thought to be composed of four main elements: a primary source of mafic magma in the mantle wedge [Zellmer et al., 2003], a mid-crustal magma storage region where andesite is generated by fractionation of basalt [Elsworth et al., 2008], a shallow magma reservoir, where andesite resides prior to eruption and undergoes further transformation [Murphy et al., 2000], and a strato-volcano, consisting of a core of lava domes and a soft apron of volcaniclastic deposits [Harford et al., 2002; Paulatto et al., 2010a; Shalev et al., 2010]. Some characteristics of the shallow magma reservoir have been constrained with petrological and geodetic data. Analysis of SHV andesites and modeling of ground deformation and magma efflux suggest that the shallow magma chamber lies at approximately 5–7 km depth, but details on its geometry are debated [Murphy et al., 2000; Voight et al., 2006; Elsworth et al., 2008; Voight et al., 2010a; Mattioli et al., 2010; Foroozan et al., 2010]. Pyroxene geothermometry indicates that the magma is relatively cool (~850°C) and highly crystalline (60–65 vol%) [Murphy et al., 2000]. Tomographic studies imaged the subsurface at
Montserrat [Paulatto et al., 2010a; Shalev et al., 2010], but have lacked the resolution beyond 5 km depth to constrain the shallow crustal magma chamber. We present an improved three-dimensional seismic velocity model obtained by regularized inversion of first arrival travel-times [Hobro et al., 2003] from additional active-source wide-angle seismic data recorded on an array of land and ocean-bottom seismometers (OBSs).

2. Experiment and Data

The data set analyzed in this study was collected in December 2007 as part of the SEA-CALIPSO project [Voight et al., 2010b]. The tomographic inversion is based on 181,665 first arrival traveltimes from 4414 airgun shots recorded on a land-sea seismic station array (Figure 1). The array consisted of 10 ocean bottom seismometers, provided by the UK Ocean Bottom Instrumentation Consortium [Minshull et al., 2005] and 244 land seismometers including 28 three-component short-period seismometers and 209 vertical geophones, provided by the Incorporated Research Institutions for Seismology, and 7 broad-band seismometers of the Montserrat Volcano Observatory permanent seismic network. The OBSs were equipped with a hydrophone and a one- or three-component seismometer. To pick travel-times we mostly used the hydrophone channels since they were generally of higher quality. The vertical components of 61 land stations were used in this study, selected to provide a regular coverage of the island. The seismic source was a 2600 cu. in. (42.61 l) airgun array consisting of eight Sercel G-guns fired at 2000 psi (1.382 \times 10^7 Pa) and towed behind the RRS James Cook at 10 m depth. The firing interval was 60 s and the average speed was 4.5 knots (2.3 m s^{-1}), giving an

Figure 1. Topographic map of survey area with recording array and shot positions. Contour interval is 200 m. A total of 4414 shots were fired at approximately 140 m spacing (red line). Shot numbers are labeled every 100 shots. The locations of the sections shown in Figure 9 are marked with black dashed lines. The stations corresponding to the data shown in Figures 2 and 3 are highlighted in red. (right) The location of Montserrat in the Lesser Antilles. Plate boundaries from Coffin et al. [1998]. Digital elevation model from Le Friant et al. [2004] and the GEBCO_08 Grid (http://www.gebco.net).
average shot spacing of 139 m. Shooting was performed continuously over a series of radial lines and circles around the island of Montserrat (Figure 1). Coincident multichannel reflection data were also collected during the survey [Kenedi et al., 2010].

Example receiver gathers for a hydrophone channel on an ocean-bottom instrument and a land seismometer vertical component are shown in Figures 2 and 3 respectively. First arrivals can be identified at up to 50 km offset and were picked for 10–92% of the shot recordings depending on noise levels. Pick uncertainties were estimated visually and first assigned depending on source-receiver offset: 30 ms for offset <10 km, 40 ms for 10 km < offset <20 km, 50 ms for 20 km < offset <30 km, 60 ms for 30 km < offset <40 km, 70 ms for offset >50 km. Uncertainties were then corrected by a factor of 1.0, 1.5 or 2.0 based on general noise levels of the stations. Wide-angle reflections were also observed and were used in the preliminary 2D inversion of a subset of the data [Paulatto et al., 2010a]. Only first arrivals were used in the 3D inversion as it was not possible to identify a consistent reflection from acoustic basement or any other interface in the wide-angle and zero-offset data over the whole survey area. Examples of observed secondary phases are marked in Figures 2b and 2d. The absence of a clear and consistent acoustic basement is likely due to the complex and long history of the Lesser Antilles arc.

Horizontal components were available for some instruments, including 7 three-component OBSs, 28 short-period seismometers and 7 broad-band seismometers. Converted shear waves can provide a more robust characterization of fluid content, but were not used in this study as we could not identify and pick them confidently. Identification is difficult because of the complex shooting geometry and the low signal-to-noise ratios for raypaths crossing SHV. In addition there’s no abrupt impedance contrast at top of basement, so it may be that mode conversions are weak or absent.

Some characteristics of the upper crustal structure can be inferred directly from the raw data. Field recordings at OBS stations show delayed first arrivals and decreased signal-to-noise ratio for
seismic waves undershooting SHV (Figure 4), a signature often associated with the presence of magma bodies. The delay is matched closely by synthetic first arrivals for the final model but not by first arrivals from an earlier smoother model (Figure 5, iteration 36), suggesting that the source of the delay is captured in our final model. The delay is larger for offsets of 30–40 km, corresponding to rays turning at 6–7 km depth, and has a maximum of about 0.2 s. The reduced signal-to-noise ratio is likely due to the shadow zone of a low-seismic velocity body and to enhanced attenuation caused by strong scattering by geological heterogeneities corresponding to solidified intrusions and/or by the presence of partial melt beneath SHV [Paulatto et al., 2010b].

3. Three-Dimensional Seismic Velocity Model

3.1. Seismic Tomography Method

We inverted first arrival travel-times to generate a three-dimensional seismic velocity model using a tomography code based on the regularized least squares approach [Hobro et al., 2003]. The algorithm allows a realistic multilayer model parameterization. Seismic velocities are defined by interpolating a quadratic b-spline polynomial over a regular rectangular grid. The grid spacing was set to 1 km in all directions in the early inversion iterations. The vertical grid spacing was reduced to 0.5 km after iteration 36 (Figure 5) to allow stronger vertical velocity gradients. The model is continuous and smooth within each layer, but it can be discontinuous across interfaces separating different layers. Interfaces are defined by interpolation of a cubic b-spline polynomial over a regular 200 m grid. The starting model (Figure 5) was composed of three laterally homogeneous layers, separated by interfaces representing the seabed and sea surface. The top or first layer is an air layer with constant $v_P = 0.34$ km s$^{-1}$. The second layer is a water layer with $v_P$ decreasing from 1.53 km s$^{-1}$ at the surface to 1.49 km s$^{-1}$ at 1 km depth. The third layer is a solid layer with initial laterally homogeneous velocity structure determined from a two-dimensional inversion of a subset of the data [Paulatto et al., 2010a].
The best fitting model was estimated by iteratively minimizing a linearized-least squares functional of the form

$$
\Psi(\delta m) = \delta t^T C_D^{-1} \delta t + \lambda \delta m^T C_M^{-1} \delta m
$$

(1)

where $\delta m$ is the model update vector, $m_0$ is the previous model and $\delta t = r - A \delta m$ is the misfit vector, with $r$ the travel-time residuals and $A$ the matrix of Fréchet derivatives. Synthetic travel-times and Fréchet derivatives were calculated with a ray shooting approach [Virieux and Farra, 1991].

The functional is designed to reduce the data residuals while keeping the model roughness low, to avoid introducing features that are not required by the data. The first term of the functional represents the misfit, i.e. the quadratic difference between recorded and synthetic travel-times. The travel-time misfits are weighted by the elements of the diagonal data covariance $C_D$ which are proportional to the reciprocals of the squares of the pick uncertainties. The second term is a smoothing operator governed by the model covariance matrix $C_M$ and its relative magnitude can be varied by changing the regularization constant $\lambda$. In this case $C_M$ is defined by a Laplace operator [Hobro et al., 2003].

3.2. Inversion in Practice

The inversion process consists of iteratively modifying the starting model to gradually reduce the objective function. At the beginning of the inversion the regularization constant is kept high to derive a smooth average model, ensuring that the subsequent steps do not depend on the starting model and reducing the operator bias. Then the smoothing is gradually reduced and more detailed structure is allowed to appear in the model (Figure 5). After iteration 48 the average residual of each station was adopted as station correction to...
account for shallow variations that have spatial dimensions smaller than the grid spacing. The inversion was halted when the residuals were on average of the same magnitude as the travel-time uncertainties (normalized chi squared = 1). The root mean square (RMS) residual was reduced from 891 ms in the starting model to 55 ms in the final model. The initial RMS residual and initial chi squared are very large because the starting model was built based on OBS data alone and is therefore representative of the offshore structure but not of the island structure. Average station residuals for the starting model are low for all OBS stations and large and negative for most land stations (Figure 6), suggesting that the seismic velocity beneath the island is faster than in the surroundings, as already observed in previous studies [Paulatto et al., 2010a; Shalev et al., 2010] and confirmed by our velocity model.

### 3.3. Model Resolution

[12] A first estimate of the model resolution was obtained by calculating the ray density in each model cell. The deepest rays turn at about 12 km depth and the shallowest at a few hundred meters beneath the seabed (Figure 7). The ray coverage is densest at about 3 km depth beneath the island and decreases beneath 5 km depth where most land-station rays reach their deepest point. Beneath this depth the model is constrained predominantly by

---

**Figure 5.** S-N sections along DD′ through the model at different stages of the inversion, from starting to final model.
rays undershooting the island, recorded at seafloor instruments.

Checkerboard tests [Zelt, 1998] were carried out with patterns of varying lateral and vertical dimension. Each test consisted of inverting a synthetic data set obtained by ray tracing in a perturbed model built by superimposing an 8% three-dimensional sinusoidal seismic velocity perturbation to the final model. Random Gaussian errors with variance equal to the original pick uncertainties were added to the synthetic travel-times to simulate the effect of noise in the recordings. In regions where the difference between the initial and recovered perturbation is small the model is well resolved. The similarity between the initial and recovered perturbation was assessed by calculating the semblance with a spherical convolution operator [Zelt, 1998; Seher et al., 2010]. For each cell size the calculation was repeated with checkerboard pattern shifted by a half of a cell size in each direction, giving a series of eight different patterns for each cell size, to avoid biasing the result with a particular choice of pattern alignment. The mean semblance for each cell size is plotted in Figure 8 next to an example recovered perturbation. In areas of the model with semblance above 0.7 the pattern is generally thought to be well constrained [Zelt, 1998; Seher et al., 2010] and our results confirm this convention. The low-velocity volume (LVV) is about the size of a cell of pattern C (Figure 8e), therefore it is well constrained to a depth of up to 7.5 km.

The seismic resolution length was estimated throughout the model by interpolation and is given by the cell size that would yield a semblance of 0.7. The resolution is limited in the top 2 km by the irregular sampling and by the fact that most rays are sub-parallel and is best between 2 and 6 km where the ray coverage is higher and rays cover a large range of azimuths. Between 6 and 7.5 km the resolution is still acceptable, but decreases gradually and then drops quickly beneath 7.5 km depth.

4. Results

4.1. Seismic Velocity Structure

The final seismic velocity model shows that the three volcanic centers share a similar shallow
structure, characterized by a prominent high-seismic-velocity core, likely comprising lava domes and intrusions, surrounded by a lower-seismic-velocity apron of volcaniclastic and pelagic sediments, in agreement with previous tomographic models [Paulatto et al., 2010a; Shalev et al., 2010] (Figure 9). At depths larger than 4 km, the three volcanoes are strikingly different: beneath CH and SH core seismic velocities remain higher than their surroundings, but beneath SHV we observe a LVV. Calculation of the seismic velocity anomaly with respect to the structure of the older volcanic centers (Figure 10a) shows that the LVV is 6 to 8 km wide and at least 4 km high, with a volume of over 100 km$^3$. The maximum seismic velocity reduction is of 0.7 km/s or 12% with respect to CH. The top is at about 3 km depth but the base is not resolved since our resolution analysis shows that objects of the size of the LVV can be resolved at depths of up to 7.5 km but not greater. The volume of the LVV shallower than 7.5 km, with seismic velocity reduced by more than 0.5 km/s, is about 20 km$^3$. The seismic velocity model would commonly be tested with gravity data but in this case the absence of a gravity base station on Montserrat prevents the integration of onshore and offshore data sets that would be critical to such an analysis.

4.2. Inverse Temperature and Melt Fraction Estimate

[16] The LVV may be caused by variations in lithology, by elevated temperatures and/or by the

Figure 7. Ray density. (a) W-E section. (b) S-N section. (c, d) Horizontal sections at 2 and 7 km depth respectively.
presence of partial melt. Significant variations of lithology are unlikely as the three volcanoes have similar compositions [Harford et al., 2002]. To separate the relative contributions of temperature and melt we first assumed that no melt was present and estimated the temperature anomaly expected from the seismic velocity anomaly. We used an expression for the dependence of seismic velocity

Figure 8. Resolution analysis. Figures 8a–8h are examples of (left) checkerboard tests and (right) mean semblance panels. (a, b) Pattern A: 4 × 4 × 2 km cell size in the x, y and z directions respectively. (c, d) Pattern B: 6 × 6 × 3 km cell size. (e, f) Pattern C: 8 × 8 × 4 km cell size. (g, h) Pattern D: 10 × 10 × 5 km cell size. The 2% contours of the initial perturbation are overlain on the recovered perturbation for reference. (i) Resolution length calculated from interpolation of mean resolvabilities.
Figure 9. Final seismic velocity model. (a–c) W-E sections through the three major volcanic centers. The high-seismic-velocity cores of the volcanoes are marked with white dashed lines representing 0.25 km/s seismic velocity anomaly contour with respect to the average seismic velocity of the island. (d) S-N section. Dashed frame marks the section of model shown in Figures 10–12. (e, f) Horizontal sections at 2 and 7 km depth below sea level respectively. The coastline and the 200 m depth contour are marked with thick black lines. The white circles bound the area over which the reference model for seismic velocity anomalies was calculated (Figure 10a). Lighter areas have no ray coverage.
\[ \frac{\partial \ln v_p}{\partial T} = \frac{\partial \ln v_p}{\partial T} \bigg|_{\text{anharmonic}} - F(\kappa) \frac{Q^{-1}(f, T) H^*}{\pi RT^2} \]

where \( R \) is the gas constant, \( H^* \) is the activation enthalpy for seismic attenuation, and \( F(\kappa) \) is a factor that depends on the exponential dependence of \( Q \) on frequency. The anharmonic term was assumed to have a constant value of \( 8.1 \times 10^{-5} \) [Christensen, 1979] and the anelastic term was calculated assuming no frequency dependence \( (F = 1) \), a relatively low quality factor, \( Q = 200 \) [Paulatto et al., 2010b], and activation enthalpy \( H^* \) of 276 kJ/mol [Carlsten, 1982]. We assumed a geothermal gradient of 50°C/km.

Maximum calculated temperatures exceed the solidus of andesite (\( \sim 700^\circ \text{C} \)) (Figure 10b), indicating the presence of partial melt. Next, estimated temperatures were clipped at the solidus of andesite (assumed to be 700°C) and the part of the velocity anomaly, within the 700°C isotherm, not accounted for by the raised temperatures, was used to estimate melt fraction. In this calculation the temperatures are assumed to be constant at 700°C, since seismic velocities are much more sensitive to the presence of melt than temperature variations. The effect of melt on seismic velocity depends on the geometry and connectivity of the melt pockets and carries a large uncertainty [Berryman, 1980; Dunn et al., 2000]. We used different melt pocket geometries to estimate maximum and minimum values of melt fraction, using a self-consistent approach for multi-phase composites [Berryman, 1980].

The elastic moduli of the composite \( K^* \) and \( \mu^* \) were calculated by solving a pair of coupled equations by numerical iteration:

\[
\sum_{i=1}^{N} c_i (K_i - K^*) P_i^{\text{ref}} = 0 \]

\[
\sum_{i=1}^{N} c_i (\mu_i - \mu^*) Q_i^{\text{ref}} = 0 \]

where \( c_i \) are the volume fractions of the constituents and \( P_i^{\text{ref}} \) and \( Q_i^{\text{ref}} \) are geometric coefficients that depend on the shape of the grains or melt pockets [Berryman, 1980]. The sums are calculated over the constituents that make up the composite. The approach is termed self-consistent because the effect of each grain (or melt pocket) is considered as if it was embedded in a homogeneous material with elastic properties of the composite to be determined. Since the constituents are treated equally and none acts as a matrix the two phases are interchangeable and the approach is valid even for high melt contents.
We considered a medium composed of two phases: solid spherical grains with elastic moduli calculated from the seismic velocities from the tomographic model after the temperature correction, and sphericoidal pockets filled with silicic melt with density of 2.3 kg m\(^{-3}\) and \(P\)-wave velocity of 2.343 km s\(^{-1}\) [Rivers and Carmichael, 1987], giving a bulk modulus \(K = 12.7\) MPa and shear modulus \(G = 0\) MPa.

We estimated a melt fraction of 3% if the melt pockets are interconnected thin lenses (Figure 10c) and 10% if the pockets are spherical and not interconnected (Figure 10d) [Dunn et al., 2000]. Possible melt fraction values range between 1–15%, when uncertainties in attenuation coefficient \(Q\), geotherm, and other parameters are considered. The two most significant factors are the melt geometry and the attenuation coefficient. A significantly lower \(Q\) would mean that more of the anomaly could be explained by variations in temperature alone and would yield a lower melt estimate. In any case these estimates are considerably lower than petrological observations that indicate \(~35\)% melt. However, limited resolution in seismic tomography often leads to underestimated magnitude of LVVs [Hammond and Humphreys, 2000], and in turn underestimated melt fraction. In our study the LVV is likely to be considerably smoothed since its dimensions are comparable to the seismic resolution length.

5. Numerical Models of Magma Chamber Growth

To understand the effect of smoothing introduced by seismic tomography and to test compatibility of our model with previous geological and geodetic constraints on the magma chamber properties, we integrated our tomographic results with numerical models of magma chamber growth. We modeled the three-dimensional temperature and melt distribution in the upper crust from incremental growth of a magma chamber by repeated injection of sills at specified depths [Annen et al., 2008]. This model of magma emplacement is supported by observations of intrusive bodies elsewhere [Searle et al., 2003; de Saint-Blanquat et al., 2006; Michel et al., 2008] and by seismic imaging of horizontal reflectors beneath Montserrat that are interpreted as sills [Byerly et al., 2010].

Magma-chamber models were generated by simulating the accumulation and evolution of melt by intrusion of disc-shaped andesite sills in the crust [Annen et al., 2008]. The models are three-dimensional but have a cylindrical symmetry centered on a vertical axis running through the summit of SHV. The cylindrical symmetry allows the three-dimensional volume to be modeled approximately with a two-dimensional grid of square cells. Heat transfer is calculated with an explicit finite difference algorithm [Tannehill et al., 1997]. The boundary conditions are a constant temperature of 0°C at the surface, a symmetry condition on the left boundary and constant temperatures corresponding to the geothermal gradient of 50°C/km on the right boundary. For the bottom boundary we calculate the heat flux due to the presence of a spherical magma reservoir 6 km in radius with a top at a depth of 12.5 km to simulate the presence of a deeper mid-crustal magma reservoir, as proposed by geodetic models based on ground deformation at Montserrat [Elsworth et al., 2008]. Beyond the horizontal extent of this reservoir, the boundary condition is a fixed temperature as determined by the geothermal gradient. To simulate the emplacement of a sill, the cells corresponding to the location and dimensions of the sill and the cells corresponding to a central conduit extending between the lower boundary of the domain and the depth of the sill are set to a temperature of 850°C and to a melt fraction of 35%, which are the estimated characteristics of SHV magma from petrology [Murphy et al., 2000]. The cells beneath the intruded sill are shifted downward to accommodate the new intrusion (Figure 11). This mechanism of floor depression is based on the assumption of mass exchange between a deeper reservoir and the shallow magma chamber we are modeling and is observed in plutons [Cruden, 1998]. There is evidence that emplacement depth is determined by crustal rigidity contrasts and stress orientation as well as by density contrast [Menand, 2011]. The release of latent heat during crystallization of the magma is modeled with a linear melt/temperature relationship between the solidus at 700°C and a melt fraction of 35% at 850°C. We used the same physical parameters for magma and country rock. Latent heat is 3.5 \(\times 10^5\) J/kg, thermal conductivity is temperature dependent and is derived from diffusivity using equations (1) and (2) of Whittington et al. [2009], specific heat is 1000 J/kg°C and density is 2500 kg m\(^{-3}\).

We ran thermal simulations on different time-scales (2–60 ka) and for different sill dimensions \((r = 1 – 2\) km) and emplacement geometries, to predict temperature and melt distribution in the crust. Two models that reflect best understanding of the recent volcanic history and productivity are shown in Figure 12. The temperature and melt...
distributions predicted by these models were used to estimate seismic velocity anomalies using the same methods employed in the inverse estimation of temperature and melt. First, a correction to a background seismic velocity model was calculated by considering the effect of elevated temperatures with the method of Karato [1993]. Temperatures were clipped at the solidus of andesite (700°C) since above this temperature the effect of melt would have a much larger effect. Second, the effect of melt distribution was considered with the self-consistent approach of Berryman [1980]. The shape of the melt pockets was assumed to be dependent on the melt fraction. Simple models of melt pocket growth, supported by laboratory experiments and field observations suggest that melt develops in thin tubular pockets along crystal edges [Smith, 1964; Waff and Bulau, 1979; Mavko, 1980]. As the melt fraction increases the tubes become thicker. To model this behavior we used spheroidal pockets with aspect ratio equal to half the square root of the reciprocal of the melt fraction (prolate spheroids: aspect ratio <1; oblate spheroids: aspect ratio >1). Melt pockets were assumed to be interconnected (low-frequency approximation). This model gives similar results to the simpler assumption of spherical melt pockets (Figure 13).

[23] The resulting anomalies have much sharper edges and a larger magnitude than the observed seismic velocity anomaly (Figure 12c and 12g). Several factors contribute to the smoothing in seismic tomography: the finite source bandwidth and spatial sampling, picking uncertainties, numerical and theoretical approximations and regularization during inversion [Nolet, 1991; Hansen et al., 1999; Tarantola, 1987]. At the depth of the LVV, the main cause of smoothing is the limited bandwidth of the seismic signal. We estimated this effect by smoothing the synthetic magma chamber models with a depth-dependent three-dimensional Gaussian filter with width equal to the estimated Fresnel radius for a signal with dominant frequency of 6–25 Hz (see Appendix A for more details on the smoothing filter).
The filter output estimates the sharpest model that can be recovered with travel-time tomography (Figures 12d and 12h).

The filtered synthetic magma chamber models show that only 10–30% of the actual anomaly amplitude is recovered by seismic tomography. The observed LVV is consistent with a magma chamber with size and geometry similar to model A (Figures 12a–12d), which has a volume (with melt fraction greater than 30%) of approximately 13 km$^3$ between 5.5 km and 7.5 km depth and a maximum melt fraction just below 35%. The total intruded volume is about twice this amount. These estimates are subject to large uncertainties. One of the most significant is the choice of partial melt geometry.

Other factors include the timescale of magma chamber accretion, the efficiency of heat transfer (values of thermal diffusivity, possible occurrence of magma convection or hydrothermal circulation), the choice of parameters in the relationship between seismic velocity and temperature, and the design of the smoothing filter. A larger magma chamber (~20 km$^3$) could be accommodated if it extended deeper than 7.5 km. Alternatively the magma chamber could be smaller (with volume of ~5 km$^3$ above 7.5 km depth) if melt was distributed in thin films along crystal faces, since in this case a smaller melt fraction is needed for any given seismic velocity anomaly (Figure 13). The results of model B (Figures 12e–12h) show that a magma chamber with radius smaller than 1 km yields too small a

Figure 12. Models of magma chamber accretion and predicted seismic velocity anomaly. Figure 12a–12d: Model A: two successive events of under-accretion of 300-m-thick sills with 2 km radius at 400-year intervals, each starting at 5 km depth and lasting 4000 years, with a 15,000-year repose period. (a) Present-day temperature distribution, corresponding to 4000 years after start of second intrusion event (Figure 11, third panel from left). (b) Melt fraction. (c) P-wave velocity anomaly. (d) P-wave velocity anomaly of filtered model. (e–h) Model B: same as Figures 12a–12d for sills with 1 km radius.
seismic velocity anomaly to fit the tomographic results. We conclude that the magma chamber has a radius of 1–2 km and extends from 5.5 to at least 7.5 km depth.

6. Discussion and Conclusions

Integration of seismic tomography with the numerical models allows us to go beyond simple static constraints on present-day melt distribution. In our models the magma chamber formed by repeated intrusion of andesite sills over a few thousand years, however different emplacement histories can produce similar melt and temperature distributions. A single longer series of sill injections with a slower accretion rate would give a similar present-day seismic anomaly as two shorter series with a faster accretion rate separated by a repose period. Magma chamber growth over several tens of thousand years or more induces thermal anomalies that are too cool and too broad to fit the tomography data. Over-accretion and under-accretion give similar results, but the latter is more consistent with field observations of exhumed granitic plutons [Wiebe and Collins, 1998]. In fast-growing magma chambers the emplacement dynamics are likely to be more complex, so under-accretion represents a simplified model. In our preferred model the magma chamber would become almost completely solidified 37,000 years after the last emplacement (Figure 11). Shallow magma chambers of similar volume to our model can become solid over a few thousand to a few tens of thousand years if they are not continuously replenished by new influx [Annen et al., 2008]. This result reinforces the hypothesis that typical arc-volcano magma chambers are transient features, which only exist during active phases.

Our experiment highlights that even a 13 km$^3$ shallow magma chamber is difficult to detect and constrain with seismic tomography and that associated low-seismic-velocity anomalies may be significantly underestimated. Deeper or smaller magma chambers may be impossible to detect with travel-time seismic tomography. Where an LVV is detected, melt content is poorly constrained by the seismic data, so interpretation must rely on independent constraints. Melt fraction estimated from the velocity anomaly is only 3–10%, similar to estimates at other magmatic systems [Menke et al., 2002; Haslinger et al., 2001]. However, with the use of thermal models and by taking into consideration the smoothing imposed by limited seismic resolution we show that the observed LVV is consistent with the presence of a magma chamber with more than 30% melt as indicated by the observed petrology. Our approach, based on integrating seismic tomography with numerical models of magma chamber formation, incorporating petrological and geodetic constraints, can reveal the characteristics and dynamics of magmatic systems with a level of detail that none of these methods alone has yet achieved.

Appendix A: Fresnel Filter

The finite frequency of the illuminating seismic source means that the travel-time of a seismic wave along a ray depends not only on the seismic velocity of the medium along the ray, but also within a volume surrounding the ray that depends on the frequency content of the signal. This volume is called the Fresnel volume [Nolet, 1991] and its radius can be calculated analytically for simple cases [Williamson, 1991]. In the upper part of our model the smoothing is dominated by limitations in spatial sampling and the regularization required to compensate for these limitations, but at the depth of the magma chamber, the finite frequency effect becomes dominant. We filtered the synthetic magma chamber models by convolution with a depth-varying smoothing filter designed as a discrete
three-dimensional Gaussian function with full width at half maximum equal to the Fresnel radius of the seismic signal.

For refracted rays, if the seismic signal is monochromatic and the seismic velocity is constant along the ray, the Fresnel radius can be calculated as [Williamson, 1991]

\[
R = \frac{\pi}{\sqrt{\frac{1}{\lambda^2} + \frac{1}{L^2}}}
\]

where \( L \) is the length of the ray and \( \lambda \) is the wavelength of the signal. To express the Fresnel radius as a function of depth we estimated the average length \( L(z) \) of refracted rays turning at depth \( z \) and the minimum wavelength \( \lambda_{\text{min}}(z) \) that can be resolved in the signals turning at such depth. \( L(z) \) was estimated by linear regression of data from ray tracing in our final model, giving \( L(z) = 4.59 \cdot z \). \( \lambda_{\text{min}}(z) \) was calculated from the average vertical velocity \( v(z) \) and the maximum frequency of the signals \( f_{\text{max}}(z) \). We assumed that the pick uncertainties are equal to half the period corresponding to the dominant frequency of the signal. If the signal is a Ricker wavelet the maximum frequency is approximately double the dominant frequency therefore the reciprocal of the picking error is a good approximation of the maximum frequency of the signal. The resulting filter width varies between 0.5 km at 1 km depth and 4 km at 10 km depth.
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