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A New Proof of Reichert’s Theorem

Sara Y. Zhang, Jason Z. Jiang and Malcolm C. Smith

Abstract—Reichert’s theorem (1969), a fundamental theorem of network synthesis, completely characterises minimum reactive synthesis of positive-real biquadratic impedances. The crucial part of the original approach depends on a complicated topological argument. This paper provides an alternative proof using the recently introduced concept of regular positive-real functions.

I. INTRODUCTION

Reichert’s theorem [1] asserts that any impedance of a one-port electrical network which can be realised with two reactive elements and an arbitrary number of resistors can be realised with two reactive elements and three resistors. In Reichert’s original German language publication [1], use is made of a characterisation of realisable biquadratic impedances published by Auth [2]. The crucial part of the proof in [1] is a topological argument that a certain system of polynomial equations has no solution in some region of its variable parameters. Even through this part has been further clarified in [3], a more transparent proof is preferable.

The approach of the present paper builds on [4], [5] and [6]. By using Cederbaum’s necessary condition for the realisation of a purely resistive n-port network [7], five six-element networks with four resistors have been identified in [5], which can cover all biquadratic impedances realisable with two reactive elements. In [4], the concept of a regular positive real function was introduced. It has been shown that five-element networks with two reactive elements were sufficient to realise any regular biquadratics and only two bridge networks in this class can realise non-regular biquadratics. Based on the concept and properties of regularity [4], it was published out in [6] that three of the five networks in [5] can only realise regular biquadratics. Hence, to show the correctness of Reichert’s theorem, the only step left is to prove that the remaining two networks in [5] cannot realise any non-regular biquadratics that cannot be realised by the two non-regular bridge networks in [4]. This step turns out to be not straightforward at all. The present paper fills in the gap and provides a complete alternative proof of Reichert’s theorem. For reasons of space, full proofs of some lemmas are presented in the supplementary material [8].

II. PRELIMINARIES

In this section, we review the concept of network quartet, regular positive-real functions and some key conclusions in [4] and [5]. The classification of networks is facilitated by the following transformations on the impedance $Z(s)$:

1) Frequency inversion: $s \rightarrow s^{-1}$

2) Impedance inversion: $Z \rightarrow Z^{-1}$

The first transformation corresponds to replacing inductors with capacitors of reciprocal value (and vice versa), and the second to taking the network dual. These transformations allow networks to be arranged into groups of four, which we call network quartets [9], [4] shown in Fig. 1. It should be noted that a network quartet may sometimes reduce to two or even one distinct network(s). We now recall the concept of a regular positive-real function.

Definition([6]): A positive-real function $Z(s)$ is defined to be regular if the smallest value of $\Re(Z(j\omega))$ or $\Re(Z^{-1}(j\omega))$ occurs at $\omega = 0$ or $\omega = \infty$.

For a biquadratic function

$$Z(s) = \frac{As^2 + Bs + C}{Ds^2 + Es + F},$$

where $A$, $B$, $C$, $D$, $E$, and $F \geq 0$, it is well known [10], [11], [12] that $Z(s)$ is positive real if and only if $\sigma = BE - \left(\sqrt{AF - CD}\right) \geq 0$.

Lemma 1 ([4]). A positive-real biquadratic impedance (1) is regular if and only if the conditions of at least one of the following four cases are satisfied:

Case 1. $AF - CD \geq 0$ and

$\lambda_1 = E(BF - CE) - F(AF - CD) \geq 0$,

Case 2. $AF - CD \geq 0$ and

$\lambda_2 = B(AD - BD) - A(AF - CD) \geq 0$,

Case 3. $AF - CD \leq 0$ and

$\lambda_3 = D(AF - CD) - E(AB - BD) \geq 0$,

Case 4. $AF - CD \leq 0$ and

$\lambda_4 = C(AF - CD) - B(AB - CE) \geq 0$.

Lemma 2 ([4]). Let $Z(s)$ be a regular positive-real function. Then $\alpha Z(s)$, $Z(\beta s)$, $Z(s^{-1})$, $Z^{-1}(s)$ are all regular, where $\alpha, \beta > 0$. 

Fig. 1: Transformations relating members of a network quartet.
From the analysis above, we can see that an alternative proof of Reichert’s theorem would follow if it can be shown that there are no non-regular biquadratic impedances \((1)\) that can be realised by the networks of Figs. 2(d) and (e) that cannot be realised by the networks of Fig. 3. It can be seen that Fig. 2(e) is the \(s \leftrightarrow s^{-1}\) transformation of Fig. 2(d). Hence, we just need to compare the non-regular realisable region of Fig. 2(d) with that of Fig. 3(a) and Fig. 3(b).

Without loss of generality, we assume all element values of Fig. 2(d) to be positive and finite.

The rest part of this section focuses on the analysis of the non-regular biquadratics that are realisable by Fig. 2(d). Lemmas 5, 6, 7, 9 and 10 show that when \(AF - CD \geq 0\), Fig. 2(d) can realise non-regular biquadratics which can also be realised by Fig. 3(a). Lemma 11 demonstrates that with the condition \(AF - CD < 0\), Fig. 2(d) can only realise regular biquadratics.

A. The Network of Fig. 2(d) with \(AF - CD \geq 0\)

For the network shown in Fig. 2(d), the parameters \(A, B, \ldots, F\) of the biquadratic function \((1)\) can be expressed as:

\[
A = \frac{L_1(R_1R_2R_3U_4 + R_1R_2 + R_1R_3 + R_2R_3)}{k}, \quad (2)
\]

\[
B = \frac{L_1S_1(R_1 + R_3)(R_2U_4 + 1) + R_1R_2R_3}{k}, \quad (3)
\]

\[
C = \frac{R_2(R_1 + R_3)S_1}{k}, \quad (4)
\]

\[
D = \frac{L_1(R_2 + R_3)(R_1U_4 + 1)}{k}, \quad (5)
\]

\[
E = \frac{n_1}{k}, \quad (6)
\]

\[
F = \frac{(R_1 + R_2 + R_3)S_1}{k}, \quad (7)
\]

where

\[
U_4 = \frac{1}{R_4}, S_1 = \frac{1}{C_1}, \quad (8)
\]

and \(n_1 = L_1S_1(U_4(R_1 + R_2 + R_3) + 1) + R_1(R_2 + R_3)\). It can be calculated that \(AF - CD = -n_2/k^2\), where

\[
n_2 = L_1R_1S_1(R_1R_2^2U_4 - R_1R_2 - R_1R_3 - 2R_2R_3 - R_3^2). \quad (9)
\]

Hence \(AF - CD \geq 0\) is equivalent to \(U_4 \leq x_1\), where

\[
x_1 = \frac{R_1R_2 + R_1R_3 + 2R_2R_3 + R_3^2}{R_1R_2}. \quad (10)
\]

Lemma 5. When \(U_4 = x_1\), the network of Fig. 2(d) can only realise regular biquadratics.

**Proof.** When \(U_4 = x_1\), \(AF - CD = 0\). The result follows immediately from Lemma 4.
Proof. Since $U_3 > 0$ and $U_4 > 0$ when $U_4 \neq U_3$, we can compare the positive roots for $\lambda_1 = 0$ and $\lambda_2 = 0$.

It can be calculated that the positive root for $\lambda_1 = 0$ is $y_{1+}$, where

$$y_{1+} = \frac{(R_2 + R_3 + \sqrt{\Delta_{\lambda_2}})R_1R_3}{(R_1 + R_2 + R_3)U_4 + 1}$$

and $\Delta_{\lambda_1} = (R_2 + R_3)(R_1 + R_2 + R_3)(R_1U_4 + 1)$. The positive root for $\lambda_2 = 0$ can be expressed as $y_{21+}$ and $y_{22+}$, for the cases $0 < U_4 < U_3$ and $x_3 < U_4 < x_1$ respectively, where

$$y_{21+} = \frac{(R_2 + R_3)(R_1R_2 + R_3) + \sqrt{\Delta_{\lambda_2}}}{R_1R_2 + R_1R_3 + R_3R_1}$$
$$y_{22+} = \frac{(R_2 + R_3)(R_1R_2 + R_3) - \sqrt{\Delta_{\lambda_2}}}{R_1R_2 + R_1R_3 + R_3R_1}$$

and $\Delta_{\lambda_2} = (R_2 + R_3)(R_1R_2R_3U_4 + R_1R_2R_3 + R_2R_3 + R_1R_3)$. The expressions of $y_{1+}$, $y_{21+}$ and $y_{22+}$ can be regarded as functions of $U_4$, with $R_1$, $R_2$ and $R_3$ as parameters. Since the positive root for $\lambda_2 = 0$ has different expressions with $U_4 \in (0, x_3)$ and $(x_3, x_2)$, we consider these two cases separately.

(i) $U_4 \in (0, x_3)$, for the extreme case, where $U_4 = 0$ (this happens when the network of Fig. 2(d) collapses down to Fig. 3(a)), it can then be calculated that the condition $y_{21+} \geq y_{1+}$ is equivalent to $x_2 \geq 0$, where $x_2$ can be found in [8]. The curves of $y_{1+}$ and $y_{21+}$ versus $U_4 \in (0, x_3)$ are plotted in Figs. 5 and 6 to illustrate the cases $x_2 \geq 0$ and $x_2 < 0$ respectively.

**Lemma 7** ([8], Lemma 3). When $U_4 \in (0, x_3)$ and $x_2 \geq 0$, the network of Fig. 2(d) can only realise regular biquadratics.

From Fig. 6, we obtain that $y_{1+}$ can be greater than $y_{21+}$ with $x_2 < 0$, which means the network of Fig. 2(d) can realise non-regular biquadratics. In order to compare the non-regular realisable region of Fig. 2(d) with Fig. 3(a), the following lemma is derived, based on the necessary and sufficient realisability conditions for network of Fig. 3(a) and regularity conditions for biquadratics in [4]:

**Lemma 8.** A non-regular biquadratic impedance can be realised by the network of Fig. 3(a) with $R_1$, $R_2$, $R_3$, $L_1$ and $C_1$ positive and finite if and only if:

$$AF - CD > 0,$$
Fig. 6: The curves of $y_{1+}$ and $y_{21+}$, with $U_4 \in (0, x_3)$, $R_1 = 0.7$, $R_2 = 0.5$ and $R_3 = 0.8$ for the case $x_2 < 0$. 

\[ \eta_1 \geq 0, \tag{18} \]
\[ \eta_2 > 0, \tag{19} \]

where
\[ \eta_1 = (AF - CD)(AF - 9CD) + 4BCDE - \]
\[ (AE - BD)(BF - CE), \tag{20} \]
\[ \eta_2 = (AE - BD)(BF - CE) - \]
\[ (AD - CD)(AF - 3CD). \tag{21} \]

By analysing whether the non-regular biquadratics realisable by Fig. 2(d) can satisfy the conditions in Lemma 8, we can obtain the following lemma for the case $x_2 < 0$:

**Lemma 9** ([8], Lemma 4). When $U_4 \in (0, x_3)$ and $x_2 < 0$, a non-regular biquadratic (1) can be realised by Fig. 2(d) only if it can be realised by Fig. 3(a).

**Proof Sketch.** Since $U_4 \in (0, x_3)$, (17) has been satisfied, then we need to prove (18) and (19) can also be satisfied in this case.

By substituting (2)- (7) into $\eta_1$ and $\eta_2$ in (20) and (21), the following equations can be obtained:
\[ \eta_1 = (R_1 + R_3)^2 f_1 y_2^2 + 2R_1R_2(R_2 + R_3) \]
\[ (R_1 + R_3)f_2 y + R_3^2 R_2^2 (R_2 + R_3)^2 f_5, \tag{22} \]
\[ \eta_2 = -(R_1 + R_3)^2 (R_2 R_2 U_3 - R_3)^2 y^2 - \]
\[ 2R_1R_2(R_2 + R_3)(R_1 + R_3)f_4y^2 - \]
\[ R_1^4 R_2^2 (R_2 + R_3)^2, \tag{23} \]

where $f_1$, $f_2$, $f_3$, and $f_4$ can be found in [8].

It can be seen from (22) that $\eta_1$ is a convex quadratic function of $y$. By calculating the discrimination of $\eta_1$, we obtain
\[ \Delta(\eta_1) = \frac{16R_1^3 R_3^2 U_4}{k^8} (R_2 + R_3)^2 \]
\[ \times (R_1 U_4 + 1) (x_1 - U_4)/f_5, \tag{24} \]

where $f_5$ can be found in [8]. It can be obtained that $\eta_1 > 0$ since $x_2 < 0$ and $\Delta(\eta_1) < 0$.

Then we need to prove $\eta_2 > 0$ if $y_{21+} < y_{1+}$ holds. It can be seen that $\eta_2$ is a concave quadratic function of $y$ and it can be proved that $\eta_2 = 0$ has two positive roots which have been noted as $y_{31+}$ and $y_{32+}$, respectively, with $y_{31+} < y_{32+}$.

Then, it can be shown that $y_{21+} > y_{31+}$ and $y_{32+} > y_{1+}$ with $U_4 \in (0, x_3)$ and $x_2 < 0$. So, when $y_{21+} < y_{1+}, y_{31+} < y_{21+} < y_{1+} < y_{32+}$ always holds. Based on the property of concave quadratic function, $\eta_2 > 0$ holds when $y \in (y_{21+}, y_{1+})$. The details of the proof can be found in [8].

(ii) $U_4 \in (x_3, x_1)$, the curves of $y_{1+}$ and $y_{22+}$ are drawn in Fig. 7 as functions of $U_4$ with $U_4 \in (x_3, x_1)$. By comparing $y_{22+}$ with $y_{1+}$, the following lemma can be obtained with $U_4 \in (x_3, x_1)$.

**Lemma 10** ([8], Lemma 5). When $U_4 \in (x_3, x_1)$, the network of Fig. 2(d) can only realise regular biquadratics.

**Proof Sketch.** Subtracting $y_{22+}$ and $y_{1+}$, we obtain:
\[ y_{22+} - y_{1+} = \frac{f_6 + f_7 + f_8}{R_1 R_2 (R_1 + R_2 + R_3) U_4 + 1} \times \]
\[ 1 \left( \frac{R_1 + R_3 (R_2 U_4 + 1)}{(R_1 + R_3) U_4 - x_3} \right) \] \tag{25} 

The expressions of $f_6$, $f_7$, $f_8$ can be found in [8]. First, it can be proved that $f_8$ is positive. Then it can be further proved that $f_6 + f_7 + f_8 > 0$ when $U_4 \in (x_3, x_1)$. Hence, $y_{22+} - y_{1+} > 0$ always holds with $U_4 \in (x_3, x_1)$, which means at least one of $\lambda_1 > 0$ or $\lambda_2 > 0$ holds. The detailed proof can be found in [8].

**B. The Network of Fig. 2(d) with $AF - CD < 0$**

It has been shown above that Fig. 2(e) is the $s \leftrightarrow s^{-1}$ transformation of Fig. 2(d). From the regularity conditions shown in Lemma 1, it can be seen that frequency inversion ($s \leftrightarrow s^{-1}$) will not change the regularity of the biquadratics $Z(s)$. Hence, we can consider the network of Fig. 2(e) with $AF - CD > 0$ alternatively. For the network shown in Fig. 2(e), the parameters $A, B, \cdots, F$ of the biquadratic function (1) can be expressed as:
\[ A = \frac{R_2 (R_1 + R_3) S_1}{k}, \tag{26} \]
\[ B = \frac{R_1 R_2 R_3 + L_1 (R_1 + R_3) S_1 (R_2 U_4 + 1)}{k}, \tag{27} \]
\[ C = \frac{L_1 (R_1 R_2 R_3 U_4 + R_1 R_2 + R_1 R_3 + R_2 R_3)}{k}, \tag{28} \]
\[ D = \frac{(R_1 + R_2 + R_3) S_1}{k}. \tag{29} \]
\[ E = \frac{R_1(R_2 + R_3) + L_1 S_1 (1 + U_4 (R_1 + R_2 + R_3))}{k}, \tag{30} \]

\[ F = \frac{L_1 (R_2 + R_3) (R_1 U_4 + 1)}{k}. \tag{31} \]

where \( U_4 \) and \( S_1 \) are defined in (8). It can be calculated that \( AF - CD = n_2/k^2 \), with \( n_2 \) defined in (9). Hence \( AF - CD > 0 \) is equivalent to \( U_4 > x_1 \), with \( x_1 \) defined in (10). Then \( \lambda_1 \), \( \lambda_2 \) can be expressed as quadratic function of \( y \), where

\[ \lambda_1 = \frac{(R_1 + R_2 + R_3) U_4 + 1}{k}, \tag{32} \]

\[ \lambda_2 = \frac{(R_1 + R_3)^2 (R_2 U_4 + 1) S_1 y^2}{k^3} + \frac{2 R_1 R_2^2 (R_1 + R_3)^2 S_1 y}{k^4} - \frac{R_2^2 S_1 R_1^2 R_3}{k^3}, \tag{33} \]

with \( y \) shown in (13).

By showing the network of Fig. 2(e) can only realise regular biquadratics with the condition \( AF - CD > 0 \), and based on Lemma 2, we can obtain the following lemma:

**Lemma 11** ([8], Lemma 6). **When \( U_4 > x_1 \), the network in Fig. 2(d) can only realise regular biquadratics.**

**Proof Sketch.** From previous analysis, similar to the network of Fig. 2(d), to find out the regularity of the impedance of Fig. 2(e) with \( A F - CD > 0 \), one needs to check whether \( \lambda_1 \) and \( \lambda_2 \) shown in (32), (33) can both be negative for a given positive \( y \). Hence, we need to compare the positive roots for \( \lambda_1 = 0 \) and \( \lambda_2 = 0 \). It can be calculated that the positive real roots for \( \lambda_1 = 0 \) and \( \lambda_2 = 0 \) are \( y_{1+} \) and \( y_{2+} \), respectively, where

\[ y_{1+} = \frac{(R_2 + R_3 + \sqrt{\Delta_2})(R_2 + R_3) R_1}{((R_1 + R_2 + R_3) U_4 + 1)(R_2 U_4 - R_3)}, \tag{34} \]

\[ y_{2+} = \frac{R_1 R_2 (R_1 + R_3 + \sqrt{\Delta_2})}{(R_2 U_4 + 1)(R_1 + R_3)} \tag{35} \]

Subtracting \( y_{2+} \) and \( y_{1+} \), we can obtain

\[ y_{2+} - y_{1+} = \frac{R_1}{f_{12}} (f_9 + f_{10} + f_{11}) \tag{36} \]

The expressions of \( f_9, f_{10}, f_{11} \) and \( f_{12} \) have been derived in [8]. It can be checked that \( f_{10} \) is negative, \( f_9 \) is positive and \( f_{11} \) is always positive when \( U_4 > x_1 \) holds. By separating the positive and negative parts in (36), we then define

\[ f_{13} = (f_9 + f_{11})^2 - f_{10}^2 = (R_1 + R_3)(R_1 + R_2 + R_3) U_4 + 1)(f_{14} + f_{15}) \]

where \( f_{14}, f_{15} \) can be found in [8]. Then it can be proved that \( f_{14} \) and \( f_{15} \) are both monotonically increasing regarding to \( U_4 \) when \( U_4 > x_1 \). By calculating \( (f_{14} + f_{15}) |_{U_4 = x_1} = 0, f_{13} \)

is always positive, which means \( y_{2+} \) is always greater than \( y_{1+} \). So the network of Fig. 2(e) can only realise regular biquadratics with \( AF - CD > 0 \).

**IV. CONCLUSION**

**Theorem 5** (Reichert’s theorem 1969, [1]). **Any impedance function of a one-port electrical network which can be realised with two reactive elements and an arbitrary number of resistors can be realised with two reactive elements and three resistors.**

**Proof.** If \( Z(s) \) is realisable by two reactive elements and an arbitrary number of resistors, based on Theorem 4, it can either be regular or non-regular but realisable by the network of either Fig. 2(d) or (e). For the case that \( Z(s) \) is regular, based on Theorem 2, it can be realised by series-parallel networks with two reactive elements and three resistors. For the case that \( Z(s) \) is non-regular but realisable by the network of Fig. 2(d), based on Lemmas 5, 6, 7, 9, 10 and 11, it can also be realised by Fig. 3(a), which has three resistors. The case that \( Z(s) \) is non-regular but realisable by the network of Fig. 2(e) can be proved similarly observing the fact that Fig. 2(e) and Fig. 3(b) are the \( s \leftrightarrow s^{-1} \) transformations of Fig. 2(d) and Fig. 3(a), respectively.
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