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Abstract

Piecewise smooth dynamical systems make use of discontinuities to model switching between regions of smooth evolution. This introduces an ambiguity in prescribing dynamics at the discontinuity: should the dynamics be given by a limiting value on one side or other of the discontinuity, or a member of some set containing those values? One way to remove the ambiguity is to regularize the discontinuity, the most common being either to smooth it out, or to introduce a hysteresis between switching in one direction or the other across it. Here we show that the two can in general lead to qualitatively different dynamical outcomes. We then define a higher dimensional model with both smoothing and hysteresis, and study the competing limits in which hysteretic or smoothing effects dominate the behaviour, only the former of which correspond to Filippov’s standard ‘sliding modes’.

1 Introduction

The existence of solutions to a system of ordinary differential equations is well established if they are sufficiently smooth [18]. Even at places where the equations are discontinuous, the existence of solutions can be proven using the theory of differential inclusions [8]. To explicitly describe those solutions is another problem, however.
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The most commonly used formalism is due to Filippov [8] and its application to control by Utkin [21]. They essentially approximate chattering to-and-fro across a discontinuity by a steady flow precisely along the discontinuity. Utkin’s method is sometimes misinterpreted as being different to Filippov’s if taken literally (when in fact the intended outcome is the same, see e.g. [23]). Whereas Filippov describes a linear (and hence convex) combination of vector fields, \( \lambda f^+ + (1 - \lambda) f^- \) for \( \lambda \in [0, 1] \), Utkin describes a function \( f(x, u) \) where \( u \in [0, 1] \) and \( f(x, 1) \equiv f^+, f(x, 0) \equiv f^- \). While Utkin intends this function to be exactly Filippov’s linear combination (i.e. \( u = \lambda \)), expressing it as a general function \( f(x, u) \) does raise the question: what if the dependence on \( \lambda \) or \( u \) is nonlinear? It is well known that nonlinear dependence on the switching quantity can produce different dynamics (see [14]), but the precise conditions under which it does so are a subject of ongoing study. This distinction is an important one, since the burgeoning theory of discontinuity-induced bifurcations relies heavily on the canonical form of dynamics due to Filippov, and very little of the established theory applies for nonlinear dependence on \( \lambda \) in general.

Important contributions to the theory of these methods include [1, 2, 5, 9, 10, 17], and while alternatives exist they do not resolve the ambiguity at the discontinuity [11, 12, 14, 20]. Most authors follow Filippov by convention, particularly in the growing theory of discontinuity-induced singularities and bifurcations. Much generality is lost from the current theory by ignoring this issue, however, and unnecessarily so, for the same methods used to study Filippov systems can be extended to the more general systems admitting nonlinear switching.

We can illustrate the disparity between dynamics subject to linear and nonlinear switching with a simple example proposed by Filippov and Utkin themselves (given in [8, 23]). Consider the planar piecewise-smooth system

\[
\begin{align*}
\dot{x} &= 0.3 + u^3 , \\
\dot{y} &= -0.5 - u , \\
u &= \text{sign}(y).
\end{align*}
\]

In \( y \neq 0 \) the solutions are simply straight trajectories that travel towards \( y = 0 \), called the switching surface, and hit it in finite time. Since they cannot then leave \( y = 0 \), the solutions for all later times must satisfy \( \dot{y} = 0 \), and are said to slide along the switching surface. We use this condition to find the value of \( u \) on \( y = 0 \). Filippov’s and Utkin’s manners of finding these sliding trajectories imply a linear or nonlinear treatment of (1):

- nonlinear (Utkin’s formulation): the vector field as written above has a continuous dependence on \( u \) with \( u \in [-1, +1] \), so simply solve \( \dot{y} = -0.5 - u = 0 \) on \( y = 0 \) to find \( u = -0.5 \), then taking the expression

\[
\begin{align*}
\dot{x} &= 0.3 + (-0.5)^3 , \\
\dot{y} &= -0.5 - (-0.5) = 0 , \\
u &= \text{sign}(y).
\end{align*}
\]
for \( \dot{x} \) we have

\[ \dot{x} = 0.3 + (-0.5)^3 = 0.175. \]

- linear (Filippov’s formulation): the vector \((\dot{x}, \dot{y})\) jumps between the values \((1.3, -1.5)\) and \((-0.7, 0.5)\) across \(y = 0\), so assume on \(y = 0\) it is a convex combination \((\dot{x}, \dot{y}) = \lambda(1.7, -1.5) + (1 - \lambda)(-0.7, 0.5)\) with \(\lambda \in [0, 1]\), and solve \(\dot{y} = 0\) to find \(\lambda = 0.25\), then the convex combination of \(\dot{x}\) values gives

\[ \dot{x} = 0.25(1.3) + (1 - 0.25)(-0.7) = -0.2. \]

Not only are the magnitudes of the two sliding velocities different, but they are in opposite directions. Along \(y = 0\), Filippov’s approach predicts motion to the left while Utkin’s predicts motion to the right! These are illustrated in Figure 1.

![Figure 1: The vector field (1) with a switching surface \(y = 0\), and sliding motion along the surface to the right according to the nonlinear formulation, or to the left according to the linear formulation. The two figures agree for \(y \neq 0\), but give opposing solutions on \(y = 0\).](image)

Clearly, to decide between the contrary outcomes we must improve the discontinuous model, but we must be aware of tautologies: both limiting solutions can be rigorously proven to be valid under different assumptions, as we will demonstrate. We clarify the situation by showing that introducing hysteresis in the switch implies that solutions lie close to Filippov’s, while smoothing out the switch implies that solutions lie close to Utkin’s. That is, we replace an ideal switch with a boundary layer which is, in some sense, negative in the Filippov case and positive in the Utkin case. In Section 3 we unify these contradictory behaviours by proposing a model with both smoothing and hysteresis, achieved by embedding the planar problem in a three dimensional slow-fast system.

Invoking the names of Filippov and Utkin for the two approaches neglects the deeper and more general investigations by these authors, and
their various works are highly recommended for further reading. In [23] Utkin suggests that his ‘equivalent control’ method should only be used when \( u \) appears linearly in (2), which is precisely the case when it is equivalent to Filippov’s method [8]. Filippov’s convex combination is actually just a restriction from his more general *inclusions* [8], but much of his theory relies on the convex combination, and much use is made of it by other authors, as a simple way of deriving definite solutions at the discontinuity. The approaches taken by Filippov and Utkin are both powerful and, as we shall see, both correct in differing scenarios, and it is those scenarios that we seek to better understand here.

Before continuing we make a remark on dimensionality. The reader will lose nothing by considering \( x, y \) and \( u \) to be scalars, but all of the following analysis is written in such a way that it applies also when \( x \) is a vector. For convenience we use terms such as ‘curve’, ‘surface’, etc. as if \( x \) were a scalar (e.g. the set \( y = 0 \) is therefore a plane in the space of \( x, y, u \), and the set \( u = y = 0 \) is a line, though more generally these are sets of codimension one and two, respectively). The analysis can also be extended to multiple discontinuities by letting \( u \) be a vector of parameters \( u_1, u_2, \ldots \), each component having a different discontinuity surface \( y_1 = 0, y_2 = 0, \ldots \), however this extension is not trivial and requires further analysis at points where different discontinuity surfaces intersect, see for example [6, 13].

The paper is arranged as follows. In Section 2 we review the two canonical methods for solving dynamics at a discontinuity due to Filippov and Utkin, showing that they can be seen as limits of hysteresis and smoothing respectively. Our main results are in Section 3, where we embed our non-smooth system in a slow-fast smooth system which, depending on the shape of its critical manifold, tends to either the linear (Filippov) or nonlinear (Utkin) dynamics. Some of the lengthier details proving these limits are given in the appendix, after some closing remarks in Section 4.

### 2 The discontinuous models

Let variables \( x \in \mathbb{R}^{n-1} \) and \( y \in \mathbb{R} \) satisfy a differential equation

\[
\begin{align*}
\dot{x} &= f(x, y; u) \\
\dot{y} &= g(x, y; u)
\end{align*}
\]  

(2)

where \( f \) and \( g \) are smooth functions of \( x, y, u \), and where \( u \) is given by

\[
u = \text{sign}(y) .
\]  

(3)
The values of the vector field either side of the switch can be written as

\[ f^\pm(x, y) = f(x, y; \pm 1) \quad \text{and} \quad g^\pm(x, y) = g(x, y; \pm 1), \quad (4) \]

We are interested in the case where the flow is directed towards the switching surface \( y = 0 \) from both sides. Therefore, we assume that for some \( M > 0 \) we have:

\[
\begin{align*}
& \left\{ \begin{array}{l}
g(x, 0; +1) < 0 < g(x, 0; -1) \\
\text{and} \quad \frac{\partial}{\partial u} g(x, 0; u) < 0
\end{array} \right. \quad \text{for } x \in [-M, +M].
\end{align*}
\]

While this system is smooth away from \( y = 0 \), Equations (2)-(3) do not provide a well-defined value for \((f, g)\) on \( y = 0 \). In a piecewise-smooth dynamics approach to (2)-(3), we attempt to resolve the discontinuity by defining \( f(x, y; u) \) and \( g(x, y; u) \) in such a way that the system:

1. coincides with (2)-(3) for \( y \neq 0 \),
2. extends \( f \) and \( g \) to be well-defined for all \((x, y)\).

**2.1 Filippov and Utkin’s conventions**

Let us begin by paraphrasing the classic approaches of Filippov’s sliding and Utkin’s equivalent control, or more correctly, of linear and nonlinear sliding. Define a solution of (2)-(3) that travels along the switching surface \( \Sigma = \{(x, y) \in \mathbb{R} : y = 0\} \) for an interval of time as follows:

**Definition 1.** *Filippov’s sliding dynamics along the discontinuity* \( y = 0 \) *is given by*

\[
\begin{align*}
\dot{x} &= \lambda f^+(x, 0) + (1 - \lambda)f^-(x, 0) \\
0 &= \lambda g^+(x, 0) + (1 - \lambda)g^-(x, 0)
\end{align*}
\]

*if there exist solutions such that* \( \lambda \in [0, 1]\).

**Definition 2.** *Utkin’s equivalent control along the discontinuity* \( y = 0 \) *is given by*

\[
\begin{align*}
\dot{x} &= f(x, 0; u) \\
0 &= g(x, 0; u)
\end{align*}
\]

*if there exist solutions such that* \( u \in [-1, +1]\).

While Definition 1 permits only linear dependence on the switching quantity (here \( \lambda \)), Definition 2 permits nonlinear dependence on the switching quantity (here \( u \)).
In either case, for a trajectory moving along \( y = 0 \) the component normal to the switching surface must be zero (hence \( \dot{y} = 0 \)), which gives the algebraic constraint in the second line of each definition. For (6) we can solve to find

\[
\lambda = \Lambda(x) := \frac{g^-(x,0)}{g^-(x,0) - g^+(x,0)} \quad \text{on} \quad y = 0 ,
\]

which lies in the range \([0,1]\) if \( g^+ \) and \( g^- \) have opposite signs, as given by (5). The velocity along the switching surface \( y = 0 \) is then

\[
\dot{x} = f_F(x) := f^-(x,0) + (f^+(x,0) - f^-(x,0)) \Lambda(x)
\]

\[
= \frac{f^+g^- - f^-g^+}{g^- - g^+}(x,0) .
\]

In (7) we assume instead that the vector field at the switching surface jumps between \((f^+, g^+)\) and \((f^-, g^-)\) in such a way that the functional forms \( f(x, y; u) \) and \( g(x, y; u) \) remain valid on \( y = 0 \). We then seek the value of \( u \in [-1, +1] \) that ensures a trajectory moves along \( y = 0 \) (and therefore, again, \( \dot{y} = 0 \)), given by the second line of (7). On a region where \( \partial g(x,0;u) / \partial u \neq 0 \) we can solve this condition in order to find

\[
u = U(x), \quad \text{such that} \quad g(x,0;U(x)) = 0, \quad \text{for all} \quad x \in [-M,M], \quad \text{on} \quad y = 0 ,
\]

which has a solution in the range \([-1,+1]\) by (5). The velocity along the switching surface \( y = 0 \) is then

\[
\dot{x} = f_U(x) := f(x,0;U(x)) .
\]

The two systems (6) and (7) (equivalently (9) and (11)) are equivalent when \( f \) and \( g \) depend linearly on \( u \). In this case we can write:

\[
f(x,y;u) = a(x,y) + b(x,y)u ,
g(x,y;u) = c(x,y) + d(x,y)u ,
\]

with

\[
a = \frac{(f^- + f^+)/2} , \quad b = \frac{(f^+ - f^-)/2} ,
\]

\[
c = \frac{(g^- + g^+)/2} , \quad d = \frac{(g^+ - g^-)/2} ,
\]

Computing \( U(x) \) in this case using Equation (10), we obtain \( U(x) = -\frac{c(x,0)}{d(x,0)} \), and the vector field (11) gives the same equations as (9).
When $f$ or $g$ depend nonlinearly on $u$, as we saw in Example (1), the Filippov and Utkin approaches are distinct, but in the next section we will show that both approaches can be proven to constitute suitable approximations of the dynamics of system (2). The distinction turns out to be a practical one: introducing hysteresis in the switch implies that solutions lie close to Filippov’s solution $x_F(t)$ of (9), while smoothing out the switch implies solutions lie close to Utkin’s solution $x_U(t)$ of (11). If a model is both smooth in $(x, y, u)$ and can exhibit hysteresis (which is the likely situation in many physical systems), then it is unclear which method to apply (see the example in the introduction).

2.2 The limit of hysteretic and smoothing regularizations

Building on previous works (e.g. [8, 19, 23]) let us consider two different models for regularizing a switch, expressible as perturbations of the non-smooth system (2). One model introduces hysteresis in the switch over a distance $|y| < \alpha$, the other smooths out the discontinuity over a boundary layer $|y| < \alpha$, where $\alpha$ is small in both cases.

To introduce hysteresis we consider (2) but introduce a negative boundary layer, that is, an overlap between the regions where $u = +1$ or $u = -1$, over a region $|y| \leq \alpha$. That is,

$$
\begin{align*}
u &\in \begin{cases} +1 & \text{if } y > -\alpha, \\ [-1, +1] & \text{if } |y| \leq \alpha, \\ -1 & \text{if } y < +\alpha, \end{cases} \tag{13}
\end{align*}
$$

and switching occurs such that a trajectory with $u = -1$ will maintain this value until it reaches the surface $y = +\alpha$, then switch to $u = +1$. A trajectory with $u = +1$ will maintain this value until it reaches the surface $y = -\alpha$, then switch to $u = -1$. Proceeding in this way, we will obtain the hysteretic solution that we denote by $(x_h(t), y_h(t))$ (see Figure 2).

**Theorem 1** (Linear sliding dynamics from hysteresis). Fix $T > 0$ and consider the solution $x_F(t)$ of the Filippov System (9) in $\Sigma$, and assume that $|x_F(t)| < M$ for $0 \leq t \leq T$ where $M$ is given in (5). Then there exists $\alpha_0 > 0$ and a constant $L > 0$ such that, for any $0 < \alpha \leq \alpha_0$, if we consider the hysteretic solution $(x_h(t), y_h(t))$ with initial condition $(x_h(0), y_h(0)) = (x_F(0), \mp \alpha)$, then $x_h$ satisfies

$$
|x_h(t) - x_F(t)| \leq L\alpha \quad \text{where } 0 \leq t \leq T. \tag{14}
$$

**Proof.** In Appendix A.
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Now we consider again (2), but replace the Definition (3) of \( u \) with a smooth sigmoid function, such as
\[
\phi(w) = \begin{cases} 
\text{sign}(w) & \text{if } |w| > 1, \\
[-1, +1] & \text{if } |w| \leq 1,
\end{cases}
\]
with \( \phi'(w) > 0 \) for \(|w| < 1\).

**Theorem 2** (Nonlinear sliding dynamics from smoothing.) Fix \( T > 0 \) and consider the solution \( x_U(t) \) of the Utkin’s equivalent control (11) in \( \Sigma \), and assume that \(|x_U(t)| < M\) for \( 0 \leq t \leq T \) where \( M \) is given in (5). Then there exists \( \alpha_0 > 0 \) and a constant \( L > 0 \) such that, for any \( 0 < \alpha \leq \alpha_0 \), if we consider the smooth system (2) where \( u = \phi(y/\alpha) \), a solution of this system \((x(t), y(t))\) with initial condition \((x(0), y(0)) = (x_U(0), y_0)\), \( y_0 \in [-\alpha, \alpha] \), satisfies
\[
|x(t) - x_U(t)| \leq L\alpha \quad \text{where } 0 \leq t \leq T. 
\]

**Proof.** In Appendix B. \( \square \)

The outcome of the two theorems are illustrated in Figure 2, where (1) is simulated using hysteresis or smoothing to determine the sliding dynamics.

![Hysteresis and Smoothing](image)

*Figure 2: Sliding dynamics simulated using hysteresis or smoothing, applied to the example (1). The two figures agree outside the regularization strip \((|y| > \alpha)\), but give opposing solutions inside. As \( \alpha \to 0 \) these tend to Figure 1.*

Hence the tautology that is insufficiently acknowledged in the literature on nonsmooth systems: it seems that in this problem, forming more rigorous models only serves to reinforce the case for each method from a different point of view, without clarifying the physical situations under which each applies. To resolve the contradiction we require a single unified model capable of exhibiting both behaviours in different limits. We define a system with two parameters \( \epsilon \) and \( \alpha \) that give us control over the smoothness and
hysteresis in one model, and we are then able to show that one behaviour or the other applies, but in distinct limits. To “smooth” hysteresis requires that we embed the system in a higher dimension. The embedded system should have steady states \( u = \text{sign}(y) \) to which the system collapses on a timescale \( \mathcal{O}(\alpha) \), and between which the system transitions over a distance \( |y| = \mathcal{O}(\alpha) \).

### 3 Regularization by embedding and singular perturbation

We can express the hysteretic problem formed by (2) with (13) as a differential-algebraic system

\[
\begin{align*}
\dot{x} &= f(x, y; u), \\
\dot{y} &= g(x, y; u), \\
0 &= \Phi(y + \alpha u) - u,
\end{align*}
\]

where \( \alpha \geq 0 \) and \( \Phi \) is a set-valued step function defined as

\[
\Phi(z) \in \begin{cases} 
\text{sign}(z) & \text{if } z \neq 0 \\
[-1, +1] & \text{if } z = 0.
\end{cases}
\]

This embeds the \( u \)-parameterized problem in variables \((x, y)\), inside a surface \( u = \Phi(y + \alpha u) \) in the higher dimensional space of variables \((x, y, u)\). The surface consists of two half-planes, \( u = +1 \) for \( y + \alpha > 0 \) and \( u = -1 \) for \( y - \alpha < 0 \), which are consistent with (2)-(3) when \( \alpha = 0 \). These half-planes are connected by a plane region on which \( u = \frac{y + \alpha}{\alpha} \) and \( |u| < 1 \), which is consistent with the condition \( u \in [-1, 1] \) from (13). Hysteresis manifests as a relaxation between the half-planes \( u = 1 \), \( y \geq -\alpha \) and \( u = -1 \), \( y \leq \alpha \).

This suggests considering a singular perturbation of (17),

\[
\begin{align*}
\dot{x} &= f(x, y; u), \\
\dot{y} &= g(x, y; u), \\
\varepsilon \dot{u} &= \phi \left( \frac{y + \alpha u}{\varepsilon} \right) - u,
\end{align*}
\]

where \( \phi \) is a smooth function with the form (15) and \( \varepsilon > 0 \) is a small parameter. By (15)

\[
\lim_{\varepsilon \to 0} \phi \left( \frac{y + \alpha u}{\varepsilon} \right) \in \lim_{\varepsilon \to 0} \begin{cases} 
\text{sign}(y + \alpha u) & \text{if } |y + \alpha u| > \varepsilon \\
[-1, +1] & \text{if } |y + \alpha u| \leq \varepsilon
\end{cases}
\]

\[
= \begin{cases} 
\text{sign}(y + \alpha u) & \text{if } |y + \alpha u| > 0 \\
[-1, +1] & \text{if } |y + \alpha u| = 0
\end{cases} = \Phi(y + \alpha u),
\]
for $\varepsilon = 0$ the system (19) is formally equivalent to the system (17), and hence to the system (2) with (13), and moreover is formally equivalent to the system (2)-(3) in the limit $\alpha = 0$. A proper justification of these statements if given in the following sections.

We have two timescales in (19), a slow scale $t$ and a fast scale $t/\varepsilon$ assuming $0 \leq \varepsilon \ll 1$. The idea is that (19) is a regularization of (2)-(3), meaning it forms a well-defined problem everywhere including at the discontinuity and formally agrees with (2)-(3) for $y \neq 0$ in the limit $\alpha, \varepsilon \to 0$. This is achieved here by embedding the $(x, y)$ problem with a parameter $u$, in the higher dimensional space $(x, y, u)$, where $u$ is now a fast variable that relaxes quickly to $u = \pm 1$.

We will see in the following sections that the manifold $u = \phi \left( \frac{y + \alpha u}{\varepsilon} \right)$ takes different shapes for $\alpha$ positive or negative, shown in Figure 3. The main results of this paper are Theorem 3 and Theorem 5 in the next section, which prove that the dynamics of (19) agrees either with Definition 1 or Definition 2 depending on the sign of $\alpha$, for certain parameter restrictions and up to certain errors which we will derive.

![Figure 3: A picture showing the key features of the system (19). The surface shown is $u = \phi \left( \frac{y + \alpha u}{\varepsilon} \right)$.](image)

### 3.1 Preparatory steps for the theorems

To properly understand these behaviours for $\varepsilon$ and $\alpha$ small but non-vanishing, let us take a closer look at the multiple timescale dynamics of the model (19) from the view of singular perturbation theory.
The ratio of small quantities

\[ \kappa \equiv \varepsilon / \alpha , \tag{20} \]

will feature in the singular perturbation analysis, and we assume

\[ 0 < \varepsilon \ll |\alpha| \ll 1 \tag{21} \]

which implies \( 0 < |\kappa| \ll 1 \). This is a natural assumption because the relaxation is faster than the switching (which models a “fast change” in \( u \)).

The following theorem relates the solutions of (19) for \( \alpha > 0 \) with the solutions of (9).

**Theorem 3.** Fix \( T > 0 \), consider \( x_F(t) \) the solution of the Filippov System (9) in \( \Sigma \), and assume that \( |x_F(t)| < M \) for \( 0 \leq t \leq T \) where \( M \) is given in (5). Then there exist constants \( C > 0 \), \( L > 0 \), \( \alpha_0 > 0 \) such that, for any \( 0 < \alpha \leq \alpha_0 \), if we take \( 0 < \kappa < \frac{1}{4} \) and \( \delta_0 \) satisfying

\[ 2e^{-\frac{1}{4\kappa}} < \delta_0 \leq \kappa \alpha_0, \]

then the solution \( (x(t), y(t), u(t)) \) of the system (19) with \( (x(0), y(0), u(0)) = (x_0, y_0, u_0) \) such that \( |x_0| < M \), \( |y_0| < \alpha \) and \( ||u_0| - 1| < \delta_0 \), satisfies for all \( t \in [0, T] \),

\[ |x(t) - x_F(t)| < L(\kappa + \frac{\delta_0}{\kappa} + \kappa \left| \log \frac{\delta_0}{2} \right| + \alpha), \quad |y(t)| < \alpha. \]

Taking \( \kappa = \alpha \) and \( \delta_0 = \alpha^2 \) one has the following:

**Corollary 4.** Fix \( T > 0 \), consider \( x_F(t) \) the solution of the Filippov System (9) in \( \Sigma \), and assume that \( |x_F(t)| < M \) for \( 0 \leq t \leq T \) where \( M \) is given in (5). Then there exist constants \( C > 0 \), \( L > 0 \), \( \alpha_0 > 0 \) small enough, the solution \( (x(t), y(t), u(t)) \) of the system (19) where \( \varepsilon = \alpha^2 \), with \( (x(0), y(0), u(0)) = (x_0, y_0, u_0) \) such that \( |x_0| < M \), \( |y_0| < \alpha \) and \( ||u_0| - 1| < \alpha^2 \), satisfies for all \( t \in [0, T] \)

\[ |x(t) - x_F(t)| < L \alpha \left| \log \frac{\alpha}{2} \right|, \quad |y(t)| < \alpha. \]

The results of Theorem 3 and Corollary 4 jointly with Theorem 1 imply that the solutions of (19) lie \( \alpha \log \alpha \) close to those of the hysteretic system (2) with (3). More precisely, if we take \( x_h(t) \) the hysteretic solution given by (14), then \( x(t) \) in Theorem 3 satisfies \( |y(t)| < \alpha \) and

\[ |x(t) - x_h(t)| < -L \alpha \log \alpha \quad \text{for all } t \in [0, T]. \]

The next theorem relates the solutions of system (19) with those of (11) when \( \alpha < 0 \).
Theorem 5. Take $\alpha < 0$. Fix $T > 0$, $x_U(t)$ consider the solution of the Utkin’s equivalent control (11) in $\Sigma$, and assume that $|x_U(t)| < M$ for $0 \leq t \leq T$ where $M$ is given in (5). Then there exists $\alpha_0 > 0$ such that if we take $\delta_0 > 0$ and $\kappa < 0$ satisfying

$$0 < \delta_0 \leq |\kappa|\alpha_0,$$

there exists a constant $L > 0$ such that, for any $0 < |\alpha| \leq \alpha_0$, then the solution $(x(t), y(t), u(t))$ of (19) with $(x(0), y(0), u(0)) = (x_0, y_0, u_0)$ such that $x_0 = x_U(0)$, $|y_0| < |\alpha|$ and $||u_0| - 1| < \delta_0$, satisfies for all $t \in (0, T)$,

$$|x(t) - x_U(t)| < L|\alpha|, \quad |y(t)| < L|\alpha|.$$

The results of Theorem 5 jointly with Theorem 2 imply that the solutions of (19) lie $\alpha$ close to those of the smoothing of system (2) with (3).

The proofs of these theorems are given in the Appendix, as they are in principle rather simple (a matter of showing that solutions are confined either to the neighbourhood of a hysteretic loop or a slow manifold), but in practice are lengthy. To give an intuitive picture of the dynamics of system (19) see Figure 4.

Note that we can keep $\kappa$ non-vanishing in both Theorem 3 and Theorem 5. Since the outcome of Theorem 5 already gives an $\alpha$-perturbation of the Utkin dynamics when we consider $\alpha < 0$, taking $\kappa \neq 0$ small but fixed is enough for our purposes. This contrasts with the hysteretic case in Theorem 3, where the order of approximation is $O(\kappa, \frac{\delta_0}{\alpha}, \kappa \log \frac{\delta_0}{\alpha}, \alpha)$ which, in spite of $\alpha \to 0$, if $\kappa$ (and $\delta_0$) is fixed, means the order of approximation is $O(1)$. Nevertheless, the hypotheses of Theorem 3 allow us to take $\kappa = \alpha$ (and $\delta_0 = \alpha^2$) obtaining the optimal result, in Corollary 4, which gives an $O(\alpha \log \alpha)$ approximation for the hysteretic case.

The different orders of approximation, found to be of order $\alpha |\log \alpha|$ using hysteresis (from Corollary 4), and of order $\alpha$ using smoothing (from Theorem 5), show their quite different nature. To have the hysteretic process under control we must ensure that the solution returns sufficiently near the manifolds $u = \pm 1$ in each of the $O(1/\alpha)$ hysteresis loops, while in the smoothing process we only need to ensure that solutions reach a certain neighborhood (of the surface $C_0$ described in the next section, or more precisely of the curve $Q$ described in Section D) where it is no longer able to escape.
3.2 A sketch of the $\varepsilon \to 0$ nonsmooth limit

In order to supplement these results and form a picture of the dynamics, let us explore the system (19) when $\varepsilon \to 0$, verifying that it fits intuitively with the discontinuous system (2) using (9) or (11). Letting $\varepsilon \to 0$ in (19) gives the slow subsystem (17) on the timescale $t$, which is discontinuous because $\Phi(z) = \lim_{\varepsilon \to 0} \phi(z/\varepsilon)$ is the step function (18). In the space of $(x, y, u)$ this system occupies a surface $C$ on which the condition $u = \Phi(y + \alpha u)$ is satisfied. Expressing this as a graph,

$$C = \{(x, y, u) : u = \mu(y; \alpha)\},$$

where

$$\mu(y; \alpha) = \begin{cases} 
+1 & \text{if } y \geq -\alpha, \\
-y/\alpha & \text{if } |y| \leq \alpha, \\
-1 & \text{if } y \leq +\alpha. 
\end{cases}$$

The surface $C$ has three branches, two half hyperplanes

$$C_+ = \{(x, y, u) : x \in \mathbb{R}^{n-1}, y + \alpha \geq 0, u = +1\},$$
$$C_- = \{(x, y, u) : x \in \mathbb{R}^{n-1}, y - \alpha \leq 0, u = -1\},$$

connected by a hyperplane region

$$C_0 = \{(x, y, u) : x \in \mathbb{R}^{n-1}, y + \alpha u = 0, u \in [-1, 1]\},$$

as depicted in Figure 4. Thus on $C = C_+ \cup C_0 \cup C_-$ the dynamics of (17) becomes

$$\begin{align*}
\dot{x} &= f(x, y; \mu(y; \alpha)), \\
\dot{y} &= g(x, y; \mu(y; \alpha)).
\end{align*}$$

(25)

Denoting the derivative with respect to the fast timescale $t/\varepsilon$ by a prime in (19) gives

$$\begin{align*}
x' &= \varepsilon f(x, y; u), \\
y' &= \varepsilon g(x, y; u), \\
u' &= \phi\left(y + \alpha u/\varepsilon\right) - u,
\end{align*}$$

(26)

which for $\varepsilon = 0$ becomes the one dimensional system

$$\begin{align*}
x' &= 0, \\
y' &= 0, \\
u' &= \Phi(y + \alpha u) - u.
\end{align*}$$

(27)
This induces relaxation towards the surfaces $C_{\pm}$ on the fast timescale, and is a discontinuous one-dimensional system expressible as

$$ u' = \Phi - u, \quad \Phi \in \begin{cases} +1 & \text{if } y + \alpha u \geq 0, \\ [-1,1] & \text{if } y + \alpha u = 0, \\ -1 & \text{if } y + \alpha u \leq 0, \end{cases} $$

where $y$ is a constant.

The sets $C_{\pm}$ are therefore half-planes of equilibria of (27), where $u' = 0$ and $u = \pm 1$. These surfaces are hyperbolically attracting since $\partial u' / \partial u|_{C_{\pm}} = -1$.

The set $C_0$ lies on a discontinuity surface of system (27) given by $y + \alpha u = 0$, so unlike $C_{\pm}$ it is not a set of equilibria. The value of $u'$ changes sign across $C_0$, but does so discontinuously. Considering the neighbourhood of $C_0$ for which $|y| < \alpha$, for $\alpha > 0$ the derivative $u'$ jumps from $-1 - u$ to $+1 - u$ as $u$ goes from $u < -y/\alpha$ to $u > -y/\alpha$, so $C_0$ is repelling (in finite time), while for $\alpha < 0$ the derivative $u'$ jumps from $+1 - u$ to $-1 - u$ as $u$ goes from $u < -y/\alpha$ to $u > -y/\alpha$, so $C_0$ is attracting (in finite time). The following picture of the dynamics then emerges (see Figure 5).

The slow dynamics on $C_+$ and $C_-$, given by (25) with $\mu(y; \alpha) = 1$ or $\mu(y; \alpha) = -1$ respectively, is equivalent to the $u = \pm 1$ dynamics of (2).

The surfaces $C_{\pm}$ are invariant except where they meet the switching surface $y + \alpha u = 0$, on two lines $L_1 = \{(x, y, u) : y + \alpha = 0, u = +1\}$ and $L_2 = \{(x, y, u) : y - \alpha = 0, u = -1\}$. The slow dynamics on $C_0$, given by (25) with $u = -y/\alpha$, is a smooth interpolation between the two systems in (2).
For $\alpha > 0$, on the fast timescale, solutions of (27) are repelled in finite time from the surface $C_0$, and attracted asymptotically towards $C_\pm$. On the line $L_1$ separating $C_+$ from $C_0$, the flow relaxes towards the surface $C_-$ via the fast system (27). On the line $L_2$ separating $C_-$ from $C_0$, the flow relaxes towards the surface $C_+$ again via the fast system (27). Thus the dynamics is consistent with (2) using (13) for $|y| > \alpha$, and for $|y| < \alpha$ the system jumps between the slow dynamics on $u = +1$ and $u = -1$ hysteretically.

For $\alpha < 0$, on the fast timescale, solutions of (27) are attracted asymptotically towards $C_\pm$ and in finite time towards $C_0$. Hence the surface $C = C_+ \cup C_0 \cup C_-$ is attractive, and, as the dynamics in $C_0$ is a regularization of system (2), it is consistent with (7) for $|y| < -\alpha$.

The two regimes are simulated in Figure 5.

When studying the proofs of the theorems in the appendices, it is useful to keep in mind the dynamics illustrated in Figure 5.

3.3 A final curiosity

We end with an interesting note concerning the curve

$$\mathcal{Q} = \{ (x, y, u) : g(x, 0; u) = 0, \ u = \phi \left( \frac{y + \alpha u}{\varepsilon} \right) \},$$

where $\varepsilon = \kappa \alpha$, on which (2) becomes a one-dimensional system in $x$, following Utkin’s dynamics. In the proof to Theorem 5 (see Appendix D), we observe that, for $\alpha < 0$, the curve $\mathcal{Q}$ plays a key role, by creating an attracting invariant manifold where Utkin’s dynamics occurs.

Figure 5: A simulation of (19) where the $(x, y)$ system is as given in (1), for $\alpha = \pm 0.1$ and $\varepsilon = 0.01$, showing a typical trajectory, and the slow manifold $\Phi - u = 0$. Note the opposite directions of “drift” of the $x$ variable in the two cases.
In the case $\alpha > 0$ the curve $Q$ is a repeller, and therefore it does not play any role in the hysteretic (Filippov) dynamics, but as the following result shows, it does have topological significance.

**Lemma 6.** The fast isochrone. Consider system (2) where and $u = \pm 1$. There exists a curve $I$ that is the isochrone of the regularization region boundaries $y = \pm \alpha$, meaning that the flow of (2) with $u = -1$ takes an equal amount of time to reach $y = +\alpha$ than the flow of (2) with $u = +1$ needs to reach $y = -\alpha$ from $I$. If $g$ is linear in $u$, then the manifold $I$ and the projection of $Q$ in the $(x,y)$ plane coincide up to $O(\alpha^2, \varepsilon)$.

**Proof.** Take an initial point $p$ with coordinates $(x, y) = (x_p, y_p)$ such that $|y_p| < \alpha$. Approaching from $y$ negative (along the $f^-, g^-$ systems) the time taken to reach $y = +\alpha$ is

$$\int_0^{\Delta t^-} g^-(x^-(t), y^-(t))dt = \alpha - y_p$$

while approaching from $y$ positive (along the $f^+, g^+$ systems) the time taken to reach $y = -\alpha$ is

$$\int_0^{\Delta t^+} g^+(x^+(t), y^+(t))dt = -\alpha - y_p.$$

Applying the Mean Value Theorem we have that, there exists $t^\pm \in (0, \Delta t^\pm)$ such that

$$\int_0^{\Delta t^\pm} g^\pm(x^\pm(t), y^\pm(t))dt = g^\pm(x^\pm(t^\pm), y^\pm(t^\pm))\Delta t^\pm,$$

therefore both times are equal if

$$\frac{\alpha - y_p}{g^+(x^+(t^+), y^+(t^+))} = \frac{-\alpha - y_p}{g^-(x^-(t^-), y^-(t^-))}.$$

This defines the isochrone surface $I$. Now, taking the limit when $\alpha \to 0$ one obtains

$$y_p = \alpha \frac{g^+(x_p, 0) + g^-(x_p, 0)}{g^+(x_p, 0) - g^-(x_p, 0)} + O(\alpha^2).$$

Let us now consider that $g$ in (2) is linear in $u$, that is

$$g = \frac{g^+ + g^-}{2} + \frac{g^+ - g^-}{2} u.$$
Now let us find $Q$ to show that it coincides in first order with $I$. For $u \in [-1, 1]$ we have that the curve $u = \phi\left(\frac{y + \alpha u}{\varepsilon}\right)$ is contained in $y = -\alpha u + O(\varepsilon)$. If the vector field is linear with respect to $u$, from $g(x, 0, u) = 0$ one easily obtains $u = \frac{g^+(x,0) + g^-(x,0)}{g^+(x,0) - g^-(x,0)}$ which, combined with the expression for $y$ obtained above gives

$$y = \alpha \frac{g^+(x,0) + g^-(x,0)}{g^+(x,0) - g^-(x,0)} + O(\varepsilon).$$

Therefore, both curves coincide up to $O(\varepsilon, \alpha^2)$.

\section{Closing Remarks}

The two canonical formalisms for handling the discontinuity are mainly associated with the names of Filippov [7, 8] and Utkin [21, 22, 23]. Both methods are intuitive, but one expresses the system on the switching manifold in terms of the component vector fields ($f^\pm(x, y)$, $g^\pm(x, y)$), the other in terms of a combination ($f(x, y; u)$, $g(x, y; u)$). The latter permits nonlinearity in the switch (i.e. in the $u$ dependence), and it turns out that either linear or nonlinear models can both be proven ‘rigorously’ to approximate the dynamics of a system specified by (2). With increasing applications of interest in the mechanical, biological, or social sciences, clearer criteria for choosing between the two methods are clearly desirable.

The process of regularizing a discontinuity is widely assumed to support Filippov’s method, when actually the process is tautologous: the way one chooses to regularize the vector field actually pre-determines whether the outcome will be dynamics that assumes a linear combination across the discontinuity, or permits nonlinearity. Fortunately the situation is much less ambiguous than this would suggest, and as we have shown, Filippov’s linear sliding and the (less common) nonlinear sliding are each valid in certain distinct limits.

The results here apply to a single attracting switching surface. The situation for two or more switches turns out to be even richer and more intriguing, see [15].
A Proof of Theorem 1: hysteresis gives linear sliding to $O(\alpha)$

Take $\alpha_1 > 0$ fixed. We will take a compact set

$$\mathcal{K} = [-M, M] \times [-\alpha_1, \alpha_1],$$  \hspace{1cm} (28)

where $M$ is given in (5),

and consider the vector field (2), (3) and (4), that we denote as

$$Z(x, y) = \begin{cases} X^+(x, y), (x, y) \in \mathcal{K}^+ \\ X^-(x, y), (x, y) \in \mathcal{K}^- \end{cases},$$  \hspace{1cm} (29)

where $X^\pm = (f^\pm, g^\pm)$ as in (4) and $\mathcal{K}^+ = \{(x, y) \in \mathcal{K}, y \geq 0\}$, $\mathcal{K}^- = \{(x, y) \in \mathcal{K}, y \leq 0\}$ with a switching surface

$$\Sigma = \{(x, y) \in \mathcal{K}, y = 0\}.$$  

We know that $g$ satisfies (5) therefore

$$g^-(x, y) > 0, \quad g^+(x, y) < 0.$$  

The first observation is that, after a smooth change of variables given by the Flow Box Theorem, one can assume that $f^+(x, y) = 0$, $g^+(x, y) = -1$, and therefore the upper vector field is

$$X^+(x, y) = \begin{pmatrix} 0 \\ -1 \end{pmatrix}. \hspace{1cm} (30)$$

To produce motion along the surface we must then have $f^- \neq 0$, and without loss of generality we assume $f^- > 0$. Then the Filippov vector field (9) in these new variables $(x, y)$ is given by

$$\dot{x} = f_F(x) := \frac{f^-(x, 0)}{g^-(x, 0) + 1} > 0, \hspace{1cm} (31)$$

and therefore the Filippov vector field ‘goes to the right’. The case $f^- < 0$ is analogous to the previous case.

Assume that, for any $(x, y) \in \mathcal{K}$, one has the following bounds:

$$0 < D < f^-(x, y) < C$$

$$0 < D < g^-(x, y) < C. \hspace{1cm} (32)$$
In this section the letter $L$ will denote a generic bound of the vector field $X^-$ and its derivatives in the compact $\mathcal{K}$ given in (28).

Consider the solution of the Filippov vector field (31) in $\Sigma$, $x_F(t)$ with initial condition $x_F(0) = x_0 \in (-M, M)$ and such that $x_F(t) \in (-M, M)$, for $t \in [0, T]$.

Take $\gamma > 0$ small enough and $0 < \alpha < \alpha_1$ such that the rectangles

$$D_\gamma^\alpha = [x_0 - \gamma, x_F(T) + \gamma] \times [-\alpha, \alpha], \quad \text{(33)}$$

satisfy $D_\gamma^\alpha \subset \mathcal{K}$.

Consider the solution of the vector field (2) using the hysteretic process: take the solution $(x^-(t), y^-(t))$ of $X^-$ with initial condition $(x^-(0), y^-(0)) = (x_0, -\alpha)$ and $T^- = T^-(x_0)$ such that $y^- (T^-) = \alpha$. Then define $\bar{x}_0 = x^-(T^-)$. It is clear that the function $T^-$ also depends on $\alpha$ but we avoid this dependence if there is not danger of confusion. Now, consider the solution $(x^+(t), y^+(t))$ of $X^+$ with initial condition $(x^+(0), y^+(0)) = (\bar{x}_0, \alpha)$, and $T^+ = T^+(\bar{x}_0)$ such that $y^+ (T^+) = -\alpha$.

Then define $x_1 = x^+(T^+)$. This completes a cycle of the hysteretic process.

It is important to note that for the vector field $X^+$ given in (30) one has that $T^+ = 2\alpha$ and $x_1 = \bar{x}_0 = x^-(T^-)$. Therefore, after one cycle of the hysteretic process, the hysteretic solution $(x_h(t), y_h(t))$ gets to the point $(x_1, -\alpha)$, with $x_1 = x^-(T^-)$, and the time spent in the cycle is $S = S(x_0) = T^-(x_0) + 2\alpha$, that is,

$$x_h(S(x_0)) = x_h(T^-(x_0) + 2\alpha) = x^-(T^- (x_0)). \quad \text{(34)}$$

Proceeding by induction one can define $x_i = x_h(S(x_{i-1})) = x^-(T^- (x_{i-1}))$, where the time $S(x_{i-1}) = T^-(x_{i-1}) + 2\alpha$, and $T^-(x_{i-1})$ is the time needed by the solution $(x^-(t), y^-(t))$ of $X^-$ with initial condition $(x^-(0), y^-(0)) = (x_{i-1}, -\alpha)$ to arrive at $y = \alpha$, that is, $y^- (T^- (x_{i-1})) = \alpha$.

We can use the hysteretic process to move along the rectangle $D_\gamma^\alpha$. The next proposition, which gives immediately Theorem 1, relates the resulting trajectory with the one obtained in $\Sigma$ following the Filippov vector field.

**Proposition 7.** Fix $T > 0$ and consider the solution $x_F(t)$ of the Filippov System (31) in $\Sigma$, for $0 \leq t \leq T$ and the hysteretic solution $(x_h(t), y_h(t))$ with initial condition $(x_h(0), y_h(0)) = (x_0, -\alpha) = (x_F(0), -\alpha)$.

Take $n = n(\alpha)$ the number of cycles of the hysteretic solution such that $x_n \leq x_F(T) \leq x_{n+1}$.
Then there exists a constant $L$ only depending on the vector field $X^-$ and the compact $K$ such that

$$|x_n - x_F(T)| \leq L\alpha.$$  

Moreover, for any $t \in [0, T]$

$$|x_{h}(t) - x_F(t)| \leq L\alpha.$$  

To prove this proposition, which reminds the estimation of the error in the Euler method, we first need some lemmas.

**Lemma 8.** Take $D^\alpha_\gamma$ given in (33), and let $\bar{x} \in [x_0 - \frac{\gamma}{2}, x_F(T) + \frac{\gamma}{2}]$. Then $\exists \alpha_0$, with $0 < \alpha_0 < \alpha_1$, such that if $0 < \alpha \leq \alpha_0$, the solution $(x^-(t), y^-(t))$ of $X^-$ with initial condition $(x(0), y(0)) = (\bar{x}, -\alpha)$ reaches $y = \alpha$ at a point $(x^*, \alpha)$, with $x^* \in (x_0 - \gamma, x_F(T) + \gamma)$.

**Proof.** As $g^- > 0$ and $f^- > 0$, the lower bound is already fulfilled. To prove the upper bound, from the equation for the orbits of the vector field $X^-$ we have

$$y(x) + \alpha = \int_{\bar{x}}^{x} \frac{g^-(s, y(s))}{f^-(s, y(s))} ds.$$  

Using the bounds (32), for $x \geq \bar{x}$ while $(x, y(x)) \in D^\alpha_\gamma \subset K$, one has

$$y(x) > \frac{D}{C}(x - \bar{x}) - \alpha.$$  

But the line $y = \frac{D}{C}(x - \bar{x}) - \alpha$ cuts $y = \alpha$ at a point $\hat{x} = \bar{x} + 2\alpha \frac{C}{D}$. Then if we take $\alpha_0 = \min(\frac{D}{xC}, \alpha_1)$, we will have

$$\hat{x} = \bar{x} + 2\alpha \frac{C}{D} \leq \bar{x} + 2\alpha_0 \frac{C}{D} = \bar{x} + \frac{\gamma}{2} \leq x_F(T) + \gamma.$$  

Then solution $(x, y(x))$ must leave $D^\alpha_\gamma$ at a point $x^* \leq \hat{x} \leq x_F(T) + \gamma$.  

From now on, we will write $h = \mathcal{O}(\alpha^n)$ when $h$ is a function bounded as $|h| \leq L\alpha^n$, where the letter $L$ denotes a generic bound of the vector field $X^-$ and its derivatives in the compact $K$ given in (28).

The next lemma gives a first upper bound of the transition time $T^-.$

**Lemma 9.** Let $\alpha_0$ as in Lemma 8, and $0 < \alpha \leq \alpha_0$. Let $\bar{x} \in [x_0 - \frac{\gamma}{2}, x_F(T) + \frac{\gamma}{2}]$. Let $T^- = T^-(\bar{x})$ the time needed for the solution $(x^-(t), y^-(t))$ of $X^-$ with initial condition $(x(0), y(0)) = (\bar{x}, -\alpha)$ to reach $y = \alpha$. Then there exists $L > 0$ such that

$$0 < T^-(\bar{x}) < L\alpha$$  

(35)
Proof. We know, by Lemma 8, that the solution \((x^-(t), y^-(t))\) of \(X^-\) remains in \(D^\alpha_\gamma\) until it reaches \(y = \alpha\). As

\[
\int_0^{T^-} \dot{y}^- (t) \, dt = \int_0^{T^-} g^-(x^-(t), y^-(t)) \, dt
\]

one has, using the definition of \(T^-\), the bounds (32) and Lemma 8

\[
2\alpha = g^-(x^-(t^*), y^-(t^*)) T^- > D T^- \tag{36}
\]

Lemma 10. With the same hypotheses of Lemma 9 one has

\[
T^- (\bar{x}) = \frac{2\alpha}{g^- (\bar{x}, 0)} + \mathcal{O}(\alpha^2) \tag{37}
\]

Proof. By the Mean Value Theorem one has

\[
g^- (x^-(t), y^-(t)) = g^- (\bar{x}, -\alpha) + t G(t^*),
\]

where \(G(t) = \frac{\partial}{\partial t} g^-(x^-(t), y^-(t))\) and \(t^* = t^*(t)\) satisfies \(0 \leq t^* \leq t\).

Using bounds (32) and Lemma 8, one has that \(|G(t^*)| \leq L\). Then we have, using again (36),

\[
2\alpha = T^- g^- (\bar{x}, -\alpha) + \int_0^{T^-} t G(t^*) \, dt
\]

\[
= T^- g^- (\bar{x}, 0) - T^- \left[ \frac{\partial g^-}{\partial y} (\bar{x}, \alpha^*) \alpha \right] + \int_0^{T^-} t G(t^*) \, dt
\]

\[
= T^- g^- (\bar{x}, 0) + m(T^-, \alpha)
\]

where \(0 \leq \alpha^* \leq \alpha\). Then, by the a-priori bounds on \(T^-\) given in Lemma 9 and the bound of \(G(t^*)\), and using again bounds like (32) for the derivatives of \(g^-\), one has that there exists \(L > 0\), such that \(|m(T^-, \alpha)| \leq L\alpha^2\), and therefore one gets that

\[
T^- = \frac{2\alpha}{g^- (\bar{x}, 0)} + \mathcal{O}(\alpha^2)
\]

\[\square\]
Remark 1. For $0 \leq t \leq S(x_0)$, where $S(x_0) = T^-(x_0) + 2\alpha$ is the time needed in a hysteretic cycle, the solutions of the Filippov vector field satisfy $x_F(t) - x_F(0) = O(\alpha)$, and the hysteretic solution also satisfies $x_h(t) - x_h(0) = O(\alpha)$, consequently

$$x_F(t) - x_h(t) = O(\alpha), \quad 0 \leq t \leq S(x_0).$$

The next lemma says that at the end point $S(x_0)$ the solutions approach each other up to order $\alpha^2$. Therefore, the new hysteretic cycle begins $\alpha^2$ close to the Filippov solution at every step.

Lemma 11. Let $\alpha_0$ as given in Lemma 8, and $0 < \alpha \leq \alpha_0$. Let $\bar{x} \in [x_0 - \gamma, x_F(T) + \gamma]$. Consider the solution $\bar{x}_F(t)$ of the Filippov vector field (31), with initial condition $\bar{x}_F(0) = \bar{x}$. Let $(x_h(t), y_h(t))$ the hysteretic solution with initial condition $(x_h(0), y_h(0)) = (\bar{x}, -\alpha)$. Let be $S = S(\bar{x}) = T^-(\bar{x}) + 2\alpha$ the time in a hysteretic cycle, where $T^- = T^-(\bar{x})$ is given in Lemma 10. Then

$$\bar{x}_1 - \bar{x}_F(S) = x_h(S) - \bar{x}_F(S) = O(\alpha^2).$$

Proof. The proof is an easy consequence of Lemma 10 and the Taylor Theorem applied to both solutions. The Filippov solution satisfies Equation (31), and therefore

$$\bar{x}_F(t) = \bar{x} + \frac{\bar{f}^- (\bar{x}, 0)}{1 + g^- (\bar{x}, 0)} t + O(t^2)$$

and

$$\bar{x}_F(T^- + 2\alpha) = \bar{x} + \frac{\bar{f}^- (\bar{x}, 0)}{1 + g^- (\bar{x}, 0)} \left( \frac{2\alpha}{g^- (\bar{x}, 0)} + O(\alpha^2) + 2\alpha \right) + O(\alpha^2).$$

We have, using the equations of $X^-,$

$$\bar{x}_1 := x_h(T^- + 2\alpha) = x^- (T^-) = \bar{x} + \bar{f}^- (\bar{x}, -\alpha) T^- + O(\alpha^2)$$

$$= \bar{x} + \frac{\bar{f}^- (\bar{x}, 0)}{g^- (\bar{x}, 0)} 2\alpha + O(\alpha^2).$$

Therefore we have

$$|\bar{x}_F(T^- + 2\alpha) - x_h(T^- + 2\alpha)| = O(\alpha^2),$$

uniformly in $D^\alpha_\gamma$. \hfill \square
The next lemma gives the number of cycles needed to reach the final position of the Filippov solution \( x_F(T) \).

**Lemma 12.** Consider the Filippov solution \( x_F(t), 0 \leq t \leq T \), with initial condition \( x_F(0) = x_0 \). Consider also the hysteretic solution \( (x_h(t), y_h(t)) \) with initial condition \( (x_h(0), y_h(0)) = (x_0, -\alpha) \).

Let \( n = n(\alpha) \) be the number of hysteretic cycles such that

\[
x_n \leq x_F(T) \leq x_{n+1}
\]

where \( x_i \) is the value of the \( x \) coordinate of the \( i \) hysteretic cycle.

Then \( n(\alpha) = O\left( \frac{1}{\alpha} \right) \), uniformly for \( 0 < \alpha \leq \alpha_0 \).

**Proof.** Let \( x_i \) denote the value of \( x \) on the \( i \) cycle. By Lemma 10 we know that the time needed by the orbit of \( X^- \) with initial condition \( (x^-(0), y^-(0)) = (x_i, -\alpha) \) to get \( y = \alpha \) is \( T^-(x_i) = \frac{2\alpha}{g^-(x_i, 0)} + O(\alpha^2) \) and the time of the corresponding orbit of \( X^+ \) to come back to \( y = -\alpha \) is \( 2\alpha \). Moreover, we know that \( x_{i+1} = x^-(T^-(x_i)) \).

Using the bounds (32) we have

\[
DT^-(x_i) \leq x_{i+1} - x_i \leq CT^-(x_i),
\]

but, by Lemma 10 and bounds (32) we know that there exists \( L_1, L_2 \) such that \( \alpha L_2 \leq T^-(x_i) \leq \alpha L_1 \), and therefore, uniformly in \( \alpha \) we get

\[
DL_2 \alpha \leq x_{i+1} - x_i \leq CL_1 \alpha
\]

adding these inequalities from \( i = 0, \ldots, n, n = n(\alpha) \), one obtains

\[
L_2 Dan(\alpha) \leq x_n(\alpha) - x_0 \leq L_1 Can(\alpha).
\]

In particular

\[
n(\alpha) \leq \frac{x_n(\alpha) - x_0}{L_2 D\alpha} \leq \frac{x_F(T) - x_0}{L_2 D\alpha}
\]

obtaining that \( n(\alpha) = O\left( \frac{1}{\alpha} \right) \). To get a lower bound for \( n(\alpha) \) we use the inequality for \( n + 1 \), giving

\[
n(\alpha) + 1 > \frac{x_n(\alpha) - x_0}{L_1 C\alpha} \geq \frac{x_F(T) - x_0}{L_1 C\alpha}.
\]

\( \square \)
The next lemma is devoted to bound the error
\[ \varepsilon_i = x_F(S(x_0) + S(x_1) + \cdots + S(x_{i-1})) - x_i \]
where \( x_F(t) \) the solution of the Filippov system (31), \( S(x_i) = T^-(x_i) + 2\alpha \) is the time needed in the \( l \)- hysteretic cycle, and \( T^-(x_i) \) is the time needed by the solution of \((x^-(t), y^-(t))\) with initial condition \((x_i, -\alpha)\) to get \( y = \alpha \).

**Lemma 13.** The error at the \( i \)-cycle, \( 1 \leq i \leq n(\alpha) \) satisfies
\[ |\varepsilon_i| \leq (1 + \alpha L)|\varepsilon_{i-1}| + L\alpha^2 \]
where \( L \) is uniform in the compact \( K \).

**Proof.** Let
\[ \bar{T}_i = T^-(x_0) + \cdots + T^-(x_{i-1}), \text{ and } \bar{S}_i = \bar{T}_i + i2\alpha, \quad i \geq 1 \]
Note that, for \( i \geq 2, \bar{S}_i - \bar{S}_{i-1} = S(x_{i-1}) = T^-(x_{i-1}) + 2\alpha. \)
We must estimate
\[ \varepsilon_i = x_F(\bar{S}_i) - x_h(\bar{S}_i) \]
Using Taylor’s Theorem, one has
\[ x_F(\bar{S}_i) = x_F(\bar{S}_{i-1}) + \dot{x}_F(\bar{S}_{i-1})(T^-(x_{i-1}) + 2\alpha) + \frac{\ddot{x}_F(\bar{T}^{*}_i)}{2}(T^-(x_{i-1}) + 2\alpha)^2. \]
with \( \bar{S}_{i-1} \leq \bar{T}_i \leq \bar{S}_i \), for any \( 1 \leq i \leq n(\alpha) \). Moreover
\[ \dot{x}_F(\bar{S}_{i-1}) = f_F(x_F(\bar{S}_{i-1})) = f_F(x_{i-1}) + f_F'(\xi)(\varepsilon_{i-1}, \xi \leq x_F(\bar{S}_{i-1}) \]
where \( f_F \) is given in (31). Then
\[ x_F(\bar{S}_i) = x_F(\bar{S}_{i-1}) + \frac{f^-(x_{i-1}, 0)}{1 + g^-(x_{i-1}, 0)}(T^-(x_{i-1}) + 2\alpha) + M_F, \quad (39) \]
where
\[ M_F = f_F'(\xi)\varepsilon_{i-1}(T^-(x_{i-1}) + 2\alpha) + \frac{\ddot{x}_F(\bar{T}^{*}_i)}{2}(T^-(x_{i-1}) + 2\alpha)^2 \quad (40) \]
and therefore, by the bounds (32) we have
\[ |M_F| \leq L(\varepsilon_{i-1}\alpha + \alpha^2). \]
Now we proceed analogously with the hysteretic solution.
We know that \( x_i := x_h(T_i + i2\alpha) = x^-(T^- (x_{i-1})) \), where \((x^-(t), y^-(t))\) is the solution of \(X^-\) with initial condition \((x_{i-1}, -\alpha)\). We can use again a Taylor’s Theorem,

\[
x_i = x^-(0) + \dot{x}^-(0)T^- (x_{i-1}) + \frac{\ddot{x}^-(\eta)}{2}(T^- (x_{i-1}))^2
\]

\[
= x_{i-1} + f^- (x_{i-1}, -\alpha)T^- (x_{i-1}) + \frac{\ddot{x}^-(\eta)}{2}(T^- (x_{i-1}))^2
\]

\[
= x_{i-1} + f^- (x_{i-1}, 0)T^- (x_{i-1}) + M_h
\]

where 0 \( \leq \eta \leq T^- (x_{i-1}) \), and therefore

\[
M_h = -\frac{\partial f^-}{\partial y}(x_{i-1}, \alpha^*)T^- (x_{i-1}) + \frac{\ddot{x}^-(\eta)}{2}(T^- (x_{i-1}))^2
\]

with 0 \( \leq \alpha^* \leq \alpha \), and

\[
|M_h| \leq L\alpha^2.
\]

Subtracting (39) and (41) we obtain

\[
\varepsilon_i = \varepsilon_{i-1} + \frac{f^- (x_{i-1}, 0)}{1 + g^- (x_{i-1}, 0)}(T^- (x_{i-1}) + 2\alpha) - f^- (x_{i-1}, 0)T^- (x_{i-1}) + M_F - M_h
\]

and, using the formula for \(T^- (x_i)\) given in (38), we have

\[
|\frac{f^- (x_{i-1}, 0)}{1 + g^- (x_{i-1}, 0)}(T^- (x_{i-1}) + 2\alpha) - f^- (x_{i-1}, 0)T^- (x_{i-1})| \leq L\alpha^2
\]

which gives

\[
|\varepsilon_i| \leq (1 + L\alpha)|\varepsilon_{i-1}| + L\alpha^2.
\]

\[\square\]

**Proof of Proposition 7**

The result of the Lemma 13 gives

\[
|\varepsilon_i| \leq ((1 + L\alpha)^i - 1) \alpha \leq \left((1 + L\alpha)^{n(\alpha)} - 1\right) \alpha
\]

Now, using the estimate for \(n(\alpha)\) given in Lemma 11 we get

\[
\varepsilon_{n(\alpha)} \leq \left((1 + L\alpha)^{\frac{x_F(T^- - x_0)}{\varepsilon_2 D\alpha}} - 1\right) \alpha
\]

and using that \(\lim_{\alpha \to 0}(1 + L\alpha)^{\frac{\alpha}{n}} = e^{\beta L}\) one gets that there exists \(L > 0\) such that

\[
\varepsilon_{n(\alpha)} \leq L\alpha.
\]
Let’s $t \in [0, T]$, take $0 \leq i \leq n(\alpha)$ such that $t \in [\bar{S}_i, \bar{S}_{i+1}]$. We have then that $t = \bar{S}_i + \mathcal{O}(\alpha)$, and therefore
\[ x_F(t) = x_F(\bar{S}_i) + \mathcal{O}(\alpha), \quad x_h(t) = x_i + \mathcal{O}(\alpha). \]
Using that $\varepsilon_i = x_F(\bar{S}_i) - x_i = \mathcal{O}(\alpha)$, extends the estimates for all $t$. \hfill \square

B Proof of Theorem 2: smoothing the step in Equation (3) gives nonlinear sliding to $\mathcal{O}(\alpha)$

Let $x_0 = x_U(0) \in (-M, +M)$ and $y_0 \in [-\alpha, \alpha]$, and consider the smooth system (2) where $u = \phi(y/\alpha)$ using the function $\phi$ defined in (15). We have
\[
\begin{align*}
\dot{x} &= f(x, y; \phi(y/\alpha)) \\
\dot{y} &= g(x, y; \phi(y/\alpha))
\end{align*}
\]
(43)
Let $v = y/\alpha$ to obtain the slow subsystem
\[
\begin{align*}
\dot{x} &= f(x, \alpha v; \phi(v)) \\
\alpha \dot{v} &= g(x, \alpha v; \phi(v))
\end{align*}
\]
(44)
with critical limit
\[
\begin{align*}
\dot{x} &= f(x, 0; \phi(v)) \\
0 &= g(x, 0; \phi(v))
\end{align*}
\]
(45)
Consider also the fast subsystem, obtained by denoting the derivative with respect to $\tau = t/\alpha$ with a prime, so
\[
\begin{align*}
x' &= \alpha f(x, \alpha v; \phi(v)) \\
v' &= g(x, \alpha v; \phi(v))
\end{align*}
\]
(46)
Then assuming $\phi'(v) > 0$, and, by (5), $\partial g(x, 0; u)/\partial u < 0$, which imply
\[
\frac{\partial}{\partial v} g(x, 0; \phi(v)) = \phi'(v) \frac{\partial}{\partial u} g(x, 0; \phi(v)) < 0
\]
(47)
by the Implicit Function Theorem there exists a graph $v = \gamma_0(x)$ such that
\[ 0 = g(x, 0; \phi(\gamma_0(x))) \]
and a critical manifold
\[ \mathcal{U}_0 = \{(x, v) : v = \gamma_0(x) \ , |x| \leq M\} . \]
(48)
Moreover, the dynamics of system (45) in this manifold is exactly the Utkin equivalent control of Definition 2: $x_U(t)$.

$U^0$ is the set of equilibria of the fast subsystem (46) in the critical limit $\alpha = 0$, satisfying the system

\[
\begin{align*}
x' &= 0 \\
v' &= g(x, 0; \phi(v))
\end{align*}
\]  

(49)

and it is an attracting normally hyperbolic manifold of the one-dimensional system in $v$, since $\frac{\partial}{\partial v} g(x, 0; \phi(v)) < 0$. Hence by Fenichel Theorem for $\alpha > 0$ there exist invariant smooth manifolds $U^\alpha$ which lie $\alpha$-close to $U^0$. More precisely,

\[
U^\alpha = \{(x, v) : v = \gamma(x; \alpha), |x| \leq M\} , \gamma(x, \alpha) = \gamma_0(x) + O(\alpha).
\]  

(50)

Take a solution $(x(t), v(t))$, where $(x(0), v(0)) = (x_0, v_0), v_0 \in [-1, 1]$. As the slow vector field points inwards on the borders $v = \pm 1$, one can easily see that the solutions enter the basin of exponential attraction by the Fenichel manifold (see [3]), and therefore one has that there exists constants $L_1 > 0, L_2 > 0$,

\[
|x(t) - x_\alpha(t)| \leq L_1 e^{-L_2 t/\alpha}, \ t \geq 0
\]

(51)

where $(x_\alpha(t), \gamma(x_\alpha(t), \alpha))$ is the solution along the Fenichel manifold beginning at $(x_0, \gamma(x_0, \alpha))$. Now, using that $x_\alpha(t) = x_U(t) + O(\alpha)$ and going back to variables $(x, y)$, with $y = \alpha v$, we obtain the desired result: a solution of the smoothed system $(x(t), y(t))$ for $t \in [0, T]$ such that $x(0) = x_0$ and $y(0) = y_0$ and $|y_0| \leq \alpha$ satisfies

\[
x(t) = x_U(t) + O(\alpha).
\]  

(51)

C Proof of Theorem 3: relaxation gives linear sliding to $O(\alpha)$ for $\varepsilon, \alpha > 0$.

Take $\alpha_1 > 0$ and $0 < \delta_1 < \frac{1}{4}$ fixed.

Similarly to (28), we will take the variables $(x, y, u)$, where $y = \alpha v$, to define a compact set

\[
K = [-M, M] \times [-\alpha_1, \alpha_1] \times [-1 - \delta_1, 1 + \delta_1].
\]  

(52)

We also assume that there exists a constant $C$ such that, for $\alpha < \alpha_1$,

\[
|f(x, y, u)| \leq C, \ |g(x, y, u)| \leq C, \ \forall (x, y, u) \in K
\]  

(53)
and we will use the letter $L$ to denote a generic bound of these functions and its derivatives in the compact $K$ defined in (52).

We will assume, by the hypotheses (5) on $g$, that this function changes its sign at $u = 0$, which is not a restrictive assumption. Therefore, one can ensure that

\begin{align*}
g(x, y, u) &\geq 0, \; \forall (x, y, u) \in K, \; -1 - \delta_1 \leq u \leq 0 \tag{54} \\
g(x, y, u) &\leq 0, \; \forall (x, y, u) \in K, \; 0 \leq u \leq 1 + \delta_1
\end{align*}

C.0.1 An ”isolating” annulus

We will define a subset of $K$, an ”isolating” annulus $A$, such that the vector field (19), or its equivalent (57), only can leave from it, eventually, by the borders contained in $x = \pm M$. The term ”isolating” here means that, in spite of not being a proper isolating block in the terminology of Conley’s Theory [4], the solution of system (57) issuing from a point $(x_0, 0, u_0) \in A$ will be confined inside $A$ for an amount of time near the one $T$ where the Filippov solution $x_F(t)$ of (9) with $x_F(0) = x_0$ satisfies $|x_F(t)| < M \; 0 \leq t \leq T$. Moreover for this times one has $x_F(t) - x(t) = O(\kappa, \frac{\delta_0}{\kappa}, \kappa \log \frac{\delta_1}{\kappa}, \alpha)$, uniformly (see Proposition 17). Then, if the parameters $\alpha, \kappa$ are small enough, the solution cannot leave $|x| = M$ for this times, although the flow of (57) can. In fact, as we suppose (31), the border contained in $x = +M$ will consist of egress points of $A$.

During this section we will take $0 < \alpha < \alpha_1$ small enough, $\varepsilon = \kappa \alpha$ for some $0 < \kappa < \frac{1}{4}$ small and $0 < \delta_0 \leq \delta_1$, in such a way that one has uniform bounds $\forall (x, y, u) \in K$,

\begin{align*}
0 &< D \leq g(x, y, u) \leq C, \; -1 - \delta_1 \leq u \leq -1 + \delta_0 + 2\kappa \tag{55} \\
-C &\leq g(x, y, u) < -D < 0, \; 1 - \delta_0 - 2\kappa \leq u \leq 1 + \delta_1 \tag{56}
\end{align*}

To proof Theorem 3 (and later Theorem 5), we introduce a scaled variable $v = y/|\alpha|$ and using (20) to eliminate $\varepsilon$ in (19), we will work with the system

\begin{align*}
\dot{x} &= f(\alpha, |\alpha|v; u) \\
|\alpha| \dot{v} &= g(\alpha, |\alpha|v; u) \\
\kappa \alpha \dot{u} &= \phi \left( \frac{u + \text{sign}(\alpha) v}{\kappa} \right) - u. \tag{57}
\end{align*}

Consider the planes $v + u = \pm \kappa$. These planes play a crucial role in the dynamics because bellow the plane $v + u = -\kappa$ the function $\phi(\frac{u + v}{\kappa}) = -1$. 
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and therefore the equation for the variable $u$ is given by 

$$\kappa \dot{u} = -1 - u.$$ 

Analogously, above $v + u = \kappa$ is given by 

$$\kappa \dot{u} = 1 - u.$$ 

The situation is then the following. The sets 

$$\{(x, v, u), -1 + \kappa < v, |x| < M, u = 1\}$$ 

and 

$$\{(x, v, u), v < 1 + \kappa, |x| < M, u = 1\}$$ 

are locally invariant by the flow of system (57) and attracting. To define the annulus, the first observation is that, as $-1 \leq \phi \leq 1$, the planes $u = \pm(1+\delta_0)$ confine the flow in $-1 - \delta_0 \leq u \leq 1 + \delta_0$.

We will now build a set $A^*$ whose borders will be the exterior borders of the annulus $A$. Choose a large value of $K > 0$, depending only on the bounds (53) but independent of $\kappa$, $\alpha$ and $\delta_0$. We will fix $K$ satisfying these conditions in next proposition. Consider the following plane regions:

$$r_1 = \{(x, \alpha v, u) \in K, 1 - 1 - \delta_0 - \kappa \leq v < 1 + \delta_0 + \kappa + K\kappa, u = 1 + \delta_0\}$$ 

$$r_2 = \{(x, \alpha v, u) \in K, u - 1 - \delta_0 = \frac{2(1 + \delta_0 + \kappa)}{K\kappa}, -1 + \delta_0 \leq u \leq 1 + \delta_0\}$$ 

$$r_3 = \{(x, \alpha v, u) \in K, v = 1 - \delta_0 - \kappa - \kappa K, -1 - \delta_0 \leq u \leq -1 + \delta_0\}$$ 

$$r_4 = \{(x, \alpha v, u) \in K, v = 1 + \delta_0 - \kappa - \kappa K \leq v \leq 1 + \delta_0 + \kappa, u = -1 - \delta_0\}$$ 

$$r_5 = \{(x, \alpha v, u) \in K, u + 1 + \delta_0 = \frac{2(1 + \delta_0 + \kappa)}{K\kappa}, -1 + \delta_0 \leq u \leq 1 - \delta_0\}$$ 

$$r_6 = \{(x, \alpha v, u) \in K, v = 1 + \delta_0 + \kappa + \kappa K, 1 - \delta_0 \leq u \leq 1 + \delta_0\}$$ 

(58)

**Proposition 14.** Take $0 < \delta_0 \leq \delta_1$, $0 < \kappa < \frac{1}{4}$ and $K = 2C + 1$, where $C$ is given in (53). Consider the set $A^* \subset K$ whose exterior border is given by $r_1 \cup \cdots \cup r_6 \cup \{x = \pm M\}$. Then there exists $0 < \alpha_0 < \alpha_1$, only depending on the constant $C$ appearing in (53) and $\alpha_1$, that for $0 < \alpha \leq \alpha_0$, and $\varepsilon = \kappa \alpha$ any solution of system (57) beginning in $A^*$ can only leave it through the borders $x = \pm M$.

As any point in the set $A^*$ has $v$ coordinates satisfying $|v| \leq 1 + \delta_0 + \kappa + \kappa K \leq 2 + K$ we choose $\alpha_0 = \frac{\alpha_1}{2 + K}$ and one can ensure that $g(x, \alpha v, u)$ verifies bounds (53) for $(x, v, u) \in \mathcal{A}^*$. 
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Figure 6: The isolating annulus $A$ in the $(u,v)$ plane. Arrows show the flow circulating around inside $A$. The $x$-direction points out of the plane.

It is clear that the flow points inwards in $r_1$ and $r_4$. To see that it also points inwards along $r_2$ we need that the scalar product

$$A = < (0, -\frac{2}{K\kappa}, 1), (f(x, y, u), g(x, \alpha v, u), -\frac{1 + u}{\kappa\alpha}) > =$$

$$-\frac{2}{K\kappa\alpha} g(x, \alpha v, u) - \frac{1 + u}{\kappa\alpha} < 0,$$

for $-1 + \delta_0 \leq u \leq 1 + \delta_0$. When $0 \leq u \leq 1 + \delta_0$, we have that

$$-2 - \delta_0 \leq -1 - u \leq -1$$

and therefore $A \leq \frac{2C}{K\kappa\alpha} - \frac{1}{\kappa\alpha}$. If we take now any $K > 2C$ we have that $A < 0$. We will choose from now on

$$K = 2C + 1.$$  

(59)

When $-1 + \delta_0 \leq u \leq 0$, we have know that, by (54) $g \geq 0$ and therefore

$$A = -\frac{2}{K\kappa\alpha} g(x, \alpha v, u) - \frac{1 + u}{\kappa\alpha} \leq -\frac{1 + u}{\kappa\alpha} \leq -\frac{\delta_0}{\kappa\alpha} < 0.$$
therefore, $A < 0$ along $r_2$. An analogous reasoning gives that the flow points inwards $A^*$ along $r_5$.

Along $r_3$ we use that $|u + 1| \leq \delta_0$, $|x| \leq M$ and $|\alpha v| \leq \alpha_1$. Consequently $g(x, \alpha v, u)$ satisfies (54) and $\dot{y} = g(x, \alpha v, u) > 0$ and the flow points inwards $r_3$. An analogous reasoning gives that the flow points inwards $A^*$ along $r_6$. \hfill \Box

The next step is to build the interior border which defines the annulus $\mathbf{A}$. We begin our construction by defining a plane region in $\bar{K}$

$$\bar{r}_2 = \{(x, \alpha v, u) \in K, \quad v = -1 + \delta_0 + \kappa, \quad 1 - \delta_0 - 2\kappa \leq u \leq 1 - \delta_0\}. \quad (60)$$

Then we take the line segment of the lower points in $\bar{r}_2$: $(x, -1 + \delta_0 + \kappa, 1 - \delta_0 - 2\kappa), |x| \leq M$ and we define the next interior border by taking the flow $\varphi(t; x, v, u)$ through these points until it arrives to $u = -1 + \delta_0$. Observe that, in this region $\varepsilon u = -1 - u$ and therefore, one can explicitly compute this time, which is independent of the initial value $x$, giving

$$T_f = -\kappa \alpha \log \frac{\delta_0}{2 - \delta_0 - 2\kappa}. \quad (61)$$

Then the equation for the interior border $\bar{r}_3$ reads

$$\bar{r}_3 = \{(x, \alpha v, u) \mid (x, v, u) = \varphi(t; x_0, -1 + \delta_0 + \kappa, 1 - \delta_0 - 2\kappa), \quad |x_0| \leq M, \quad 0 \leq t \leq T_f\} \cap K \quad (62)$$

Now, for $|x_0| \leq M$, lets call $v_3(x_0) \leq \varphi_v(T_f; x_0, -1 + \delta_0 + \kappa, 1 - \delta_0 - 2\kappa)$ the $v$ coordinate of the end points of the surface $\bar{r}_3$. Observe that, as the function $g$ satisfies bounds (53), we have

$$v_3(x_0) \leq -1 + \delta_0 + \kappa + \frac{C}{\alpha} T_f \leq -1 + \delta_0 + \kappa - C \kappa \log \frac{\delta_0}{2 - \delta_0 - 2\kappa} := V_3. \quad (63)$$

We define analogously $x_3(x_0)$ the $x$ coordinate of the end points of the surface $\bar{r}_3$.

Now we define our next interior border by

$$\bar{r}_4 = \{(x_3(x_0), \alpha v, u) \in K, \quad |x_0| \leq M, \quad v_3(x_0) \leq v \leq 1 - \delta_0 - \kappa, \quad u = -1 + \delta_0\}. \quad (64)$$

Analogously to $\bar{r}_2$ we define the next border

$$\bar{r}_5 = \left\{ (x_3(x_0), \alpha v, u) \in K, \quad |x_0| \leq M, \quad v = 1 - \delta_0 - \kappa, \quad -1 + \delta_0 \leq u \leq -1 + \delta_0 + 2\kappa \right\}. \quad (65)$$
Finally, we use again the flow $\varphi(t; x, v, u)$ beginning at points $(x_3(x_0), 1 - \delta_0 - \kappa, -1 + \delta_0 + 2\kappa) \in \tilde{r}_5$ until it arrives to $u = 1 - \delta_0$ at time $T_f$ as in (61) to define the last border

$$\tilde{r}_6 = \{(x, \alpha v, u) \mid (x, v, u) = \varphi(t; x_3(x_0), 1 - \delta_0 - \kappa, -1 + \delta_0 + 2\kappa), |x_0| < M, \ 0 \leq t \leq T_f\} \cap K \quad (65)$$

and, calling $v_6(x_0)$ and $x_6(x_0)$ the $v, x$-coordinates of the last points on $\tilde{r}_6$ we define the last border

$$\tilde{r}_1 = \{(x_6(x_0), \alpha v, u) \in K, -1 + \delta_0 + \kappa \leq v \leq v_6(x_0), u = 1 - \delta_0\}.$$

Analogously to what we did for $v_3(x_0)$, we can obtain lower bounds for the values of $v_6(x_0)$

$$v_6(x_0) \geq 1 - \delta_0 - \kappa + C\kappa \log \frac{\delta_0}{2 - \delta_0 - 2\kappa} := V_6.$$

**Remark 2.** As we suppose (31), for any $|x_0| \leq M$, we have that $x_3(x_0) > x_0$, therefore, the surface $\tilde{r}_3$ generated by the flow of system (57) through the line segment $(x_0, -1 + \delta_0 + \kappa, 1 - \delta_0 - 2\kappa), |x_0| \leq M$ can not cover $|x| \leq M$, and therefore not well define a strip of the annulus confining the flow and the same happens with $\tilde{r}_6$ as $x_6(x_0) > x_3(x_0) > x_0$. Nevertheless, the time $T_f$ (61) is $O(\kappa\alpha)$ and by the Theorem of Continuity with respect to initial conditions, we can use $\gamma$ as in (33) and define the annulus $A$ as the previous set intersection $|x| \leq M - \gamma$. Therefore we obtain an annulus $A$ where the flow only can leave it through the borders $x = \pm (M - \gamma)$. This is not a restriction as we suppose that the Filippov solution $x_F(t)$ of (9) with $x_F(0) = x_0$ satisfies $|x_F(t)| < M$ for $0 \leq t \leq T$.

To avoid a cumbersome notation we use the letters $r_1, \ldots, r_6, \tilde{r}_1, \ldots, \tilde{r}_6$ to denote the previous ones, but taking the $x$ variable in $[-M + \gamma, M - \gamma]$. The next proposition shows that $r_1, \ldots, r_6$ are interior borders to the flow.

The annulus is shown in Figure 6.

**Proposition 15.** Take $\gamma$ as in (33). Consider the same hypotheses as in Proposition 14 and that $-C\kappa \log \frac{\delta_0}{2} < 1$, Consider the annulus $A$ whose exterior border is given by

$$r_1 \cup \cdots \cup r_6 \cup \{x = \pm (M - \gamma)\}$$

and whose interior border is given by, $\tilde{r}_1 \cup \cdots \cup \tilde{r}_6 \cup \{x = \pm (M - \gamma)\}$

Then for $0 < \alpha \leq \alpha_0$, any solution of system (57) beginning in $A$ only can leave it through the borders $x = \pm (M - \gamma)$.  
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For $\bar{r}_1$ to be well defined one needs that $-1 + \delta_0 + \kappa \leq v_6(x_0)$. As $v_6(x_0) \geq V_6$, and a sufficient condition will be

$$-1 + \delta_0 + \kappa < 1 - \delta_0 - \kappa + C\kappa \log \frac{\delta_0}{2 - \delta_0 - 2\kappa}$$

or, equivalently $-C\kappa \log \frac{\delta_0}{2 - \delta_0 - 2\kappa} < 2(1 - \delta_0 - \kappa)$.

Using the hypotheses on $\delta_0$ and $\kappa$ this condition is guaranteed because

$$-C\kappa \log \frac{\delta_0}{2 - \delta_0 - 2\kappa} < -C\kappa \log \frac{\delta_0}{2} < 1 < 2(1 - \delta_0 - \kappa).$$

Moreover, as $\bar{r}_1$ is above $v + u = \kappa$ we know that $\dot{u} > 0$ and therefore the flow points inwards $A$ along it. The same reasoning works for $\bar{r}_4$.

Along $\bar{r}_2$, $1 - \delta_0 - 2\kappa \leq u \leq 1 - \delta_0$ and $|\alpha v| \leq \alpha_1$ if we choose $0 < \alpha < \alpha_0$. Therefore, by (56) we know that $\alpha \dot{v} = g(x, \alpha v, u) < 0$, and we can ensure that the flow points inwards $A$ along $\bar{r}_2$. The same reasoning works for $\bar{r}_5$. By definition, $\bar{r}_3$ and $\bar{r}_6$ are invariant by the flow.

Then any orbit of system (57) which enters in the annulus $A$ is confined between its exterior and interior borders and only can leave the annulus by the borders $x = \pm(M - \gamma)$.

**Remark 3.** Proposition 15 does not need hypothesis about the behaviour of the variable $x$ of system (57) and the annulus $A$ could be, even, invariant. But as we have supposed conditions (30) and (31), a (slow) drift in the $x$ direction will take place. Nevertheless, we will see that in Proposition 17, for the solutions we deal with, the time needed to leave $A$ exceeds the time for which the flow is in its interior and the $x$ of the solution is near $x_F(t)$. Meanwhile, these solutions will follow inside the annulus a number $O(\frac{1}{\alpha})$ of fast loops, as we will see in the next subsection. See also Figure 5 for $\alpha > 0$.

**C.0.2 The Poincaré map**

Now that we have the annulus $A$, we will see that the $x$ component of the orbits of system (57) follows closely the orbits of the Filippov vector field (6). We will follow closely the proof of Theorem 1 where we saw that hysteretic orbits also follow Filippov ones. We will define a Poincaré map inside the annulus whose iterates will correspond to the hysteretic cycles.

The next lemma, whose proof is straightforward, shows that solutions beginning in $A$ need a finite time, independent of $\alpha$ (and consequently on $\varepsilon$), to leave $A$ through $x = \pm(M - \gamma)$.
Lemma 16. Take $\gamma$ as in (33) and any point $(x_0, v_0, u_0) \in \mathbf{A}$ with $x_0 \in [-M + \gamma/2, M - \gamma/2]$, and call $T_s$ the time needed for the flow of system (57) beginning at $(x_0, v_0, u_0)$, to get to $x = \pm(M - \gamma)$.

Then one has that

\[ T_s \geq \frac{\gamma}{2C} \]

where $C$ is the constant given in (53).

Lets now define the following sections which divide $\mathbf{A}$ in 8 pieces, see Figure 6:

\[
\begin{align*}
\Sigma_0 &= \{(x, v, u) \in \mathbf{A}, |u - 1| \leq \delta_0, v = 0\} \\
\Sigma_1 &= \{(x, v, u) \in \mathbf{A}, |u - 1| \leq \delta_0, v = -1 + \delta_0 + \kappa\} \\
\Sigma_2 &= \{(x, v, u) \in \mathbf{A}, u = 1 - \delta_0 - 2\kappa, v < 0\} \\
\Sigma_3 &= \{(x, v, u) \in \mathbf{A}, u = -1 + \delta_0, v < 0\} \\
\Sigma_4 &= \{(x, v, u) \in \mathbf{A}, |u + 1| \leq \delta_0, v = -1 + \delta_0 + \kappa - C\kappa \log \frac{\delta_0}{2 - \delta_0 - 2\kappa}\} \\
\Sigma_5 &= \{(x, v, u) \in \mathbf{A}, |u + 1| \leq \delta_0, v = 1 - \delta_0 - \kappa\} \\
\Sigma_6 &= \{(x, v, u) \in \mathbf{A}, u = -1 + \delta_0 + 2\kappa, v > 0\} \\
\Sigma_7 &= \{(x, v, u) \in \mathbf{A}, u = 1 - \delta_0, v > 0\} \\
\Sigma_8 &= \{(x, v, u) \in \mathbf{A}, |u - 1| \leq \delta_0, v = 1 - \delta_0 - \kappa + C\kappa \log \frac{\delta_0}{2 - \delta_0 - 2\kappa}\}.
\end{align*}
\]

We will define a Poincaré map from a subset of $\Sigma_0$ into $\Sigma_0$: we take the initial point $(x_0, 0, u_0) \in \Sigma_0$ where $x_0 = x_F(0)$ is the initial condition for the Filippov system we deal with (see Theorem 3 for definitions) and prove that the solution must circulate through the successive sections $\Sigma_i$, $i = 0, \ldots, 8$, and return to $\Sigma_0$ in a time $T^1$ which is $\mathcal{O}(\alpha)$. This is established in next Proposition 17. Moreover, the $x(t)$ component of the solution is near enough to $x_F(t)$ ($\mathcal{O}(\alpha)$), and this guarantees that the solution remains in the annulus $\mathbf{A}$ and the process can be repeated $\mathcal{O}(\frac{1}{\alpha})$ times. This allow us to compare with $x_F(t)$ for all $0 \leq t \leq T$. (See also Figure 5, Figure 6 and Remark 2)

Proposition 17. Consider the solution $x_F(t)$ of (9) such that $x_F(0) = x_0$, which satisfies $|x_F(t)| < M$, for $0 \leq t \leq T$. Take $\alpha_0$ the constant given in Proposition 14, $0 < \kappa < \frac{1}{4}$ and $0 < \delta_0 \leq \delta_1$, such that $C\kappa \log \frac{\delta_0}{2 - \delta_0 - 2\kappa} \leq \frac{1}{2}$. Then there exists $0 < \sigma^* \leq \alpha_0$, such that for $|\alpha| \leq \sigma^*$, $0 < \delta_0 \leq \sigma^*$, $0 < \frac{\delta_0}{\alpha} \leq \sigma^*$, for any point $z_0 = (x_0, 0, u_0) \in \Sigma_0$, there exists a time $T^1$ such that $\varphi(T^1; z_0) \in \Sigma_0$. Moreover
Lemma 18. \( T^1 = 2\alpha + \frac{2\alpha}{g(x_0,0,-1)} \) + \( O(\kappa \alpha, \frac{\delta_0}{\alpha}, \kappa \alpha \log \frac{\delta_0}{\alpha}, \alpha^2) \).

\[ x(T^1) = x_0 + 2\alpha \frac{f(x_0,0,-1)}{g(x_0,0,-1)} \in O(\kappa \alpha, \frac{\delta_0}{\alpha}, \kappa \alpha \log \frac{\delta_0}{\alpha}, \alpha^2) \]

\[ x_F(T^1) - x(T^1) = O(\kappa \alpha, \frac{\delta_0}{\alpha}, \kappa \alpha \log \frac{\delta_0}{\alpha}, \alpha^2). \]

After this proposition, and using the same reasoning as in Lemma 12, one can see that the number of iterates of the Poincaré map needed to arrive to \( x_F(T) \) is of order \( O(\frac{1}{\delta_0}) \) and then one obtains the results in Theorem 3.

We devote the rest of the section to prove the proposition. Let’s call \( R_{ij} \) the region in \( A \) between sections \( \Sigma_i \) and \( \Sigma_j \).

An important observation is that along \( R_{01} \cup R_{12} \cup R_{78} \cup R_{80} \) the function \( g \) satisfies (56). Analogously, in \( R_{34} \cup R_{45} \cup R_{56} \), \( g \) satisfies (55). Before we proceed with quantitative estimates of this map and of the time needed for the orbit of a point in \( \Sigma_0 \) to return to it, we apply the same simplifications to the vector field \( X^+ \) that we made in the proof of Proposition 7 (Appendix A).

We can always assume that, after a regular change of variables the vector field \( X^+(x,\alpha v) = (f^+(x,\alpha v), g^+(x,\alpha v)) = (f(x,\alpha v,1), g(x,\alpha v,1)) \) can be written as

\[ f(x,\alpha v,1) = 0, \quad g(x,\alpha v,1) = -1 \quad (66) \]

Therefore, the Filippov vector field will be given by (31).

In the sequel we will denote by \( T^{ij} \) the time needed for a solution to go from \( \Sigma_i \) to \( \Sigma_j \). Therefore \( T^{ij} = T^{ik} + T^{kj} \), for any \( i \leq k \leq j \). The next lemma gives a first estimation of the time spent in a step of the Poincaré map.

Lemma 18. Take \( \alpha_0 \) the constant given in Proposition 14, \( 0 < \kappa < \frac{1}{4} \) and \( 0 < \delta_0 \leq \delta_1 < \frac{1}{4} \), such that \( C\kappa \log \frac{\delta_0}{\alpha} \leq \frac{1}{\delta_0} \). There exist constants \( L_1, L_2 \), such that for \( 0 < \alpha \leq \alpha_0 \) and for any \( z_0 = (x_0,0,u_0) \in \Sigma_0 \cap A \), if we call \( T^1 = T^1(z_0) \) the first time such that \( \varphi(T^1; z_0) \in \Sigma_0 \), one has

\[ L_1 \alpha \leq T^1 \leq L_2 \alpha. \]

For the time \( T^+ \) spent in the regions \( R_{01} \cup R_{12} \cup R_{78} \cup R_{80} \), we use that the maximum variation of \( v \) is between \(- (1 + \delta_0 + \kappa + K\kappa) \) and \((1 + \delta_0 + \kappa + K\kappa) \). Therefore, using that \( v(T^+) - v_0 = \frac{1}{\alpha} \int_0^{T^+} g(x(t),\alpha v(t),u(t))dt \) and the bounds (56) for \( g \) in these regions, one obtain

\[ T^+ \leq \left[ \frac{v(T^+) - v_0}{D} \right]^{\alpha} \leq \frac{2(1 + \delta_0 + \kappa + K\kappa)}{D} \alpha \]

\[ \leq \frac{2(2 + K)}{D} \alpha = \frac{2(3 + 2C)}{D} \alpha. \]
The time $T^+$ is bigger that the time $\bar{T}^+$ spend to cross the region $R_{80} \cup R_{01}$, which is given by

$$2 - 2\delta_0 - 2\kappa + C\kappa \log \frac{\delta_0}{2 - 2\kappa - \delta_0} = -\frac{1}{\alpha} \int_0^{T^+} g(x(t), y(t), u(t)) dt < \frac{C}{\alpha} \bar{T}^+,$$

where we have used that $g$ satisfies (56). Therefore, using the conditions for $\kappa$ and $\delta_0$, one has

$$T^+ \geq \bar{T}^+ \geq \frac{2 - 2\delta_0 - 2\kappa + C\kappa \log \delta_0}{2 - \delta_0 - 2\kappa} \geq \frac{2 - 2(\kappa + \delta_0) - \frac{1}{2}}{C} \geq \frac{1}{2C} \alpha.$$ 

Similar results give analogous bounds for the time $T^-$ spent in the regions $R_{34} \cup R_{45} \cup R_{56}$.

Finally, the times $T^{23}$ and $T^{67}$ spent to cross $R_{23}$ and $R_{67}$ are given by (61) using that in $R_{23}$, $\phi = -1$, and in $R_{67}$, $\phi = 1$

$$T^{23} = T^{67} = -\kappa \alpha \log \frac{\delta_0}{2 - \delta_0 - 2\kappa}.$$

(67)

which gives the upper bound

$$0 < T^{23} = T^{67} \leq \varepsilon |\log \frac{\delta_0}{2}| = \kappa |\log \frac{\delta_0}{2}| \leq \frac{1}{2C} \alpha.$$ 

Now, we can obtain the upper bounds for $T^1$

$$T^1 \leq T^+ + T^- + T^{23} + T^{67} \leq \left(\frac{4(3 + 2C)}{D} + \frac{1}{C}\right) \alpha = L_1 \alpha$$

And also a lower bound

$$T^1 \geq \bar{T}^+ + \bar{T}^- + T^{23} + T^{67} \geq \left(\frac{1}{C} + 2\kappa |\log \frac{\delta_0}{2}|\right) \alpha \geq \frac{1}{C} \alpha = L_2 \alpha$$

which provide the desired bounds.

**Lemma 19.** With the same hypotheses of Lemma 18, there exists a constant $L_3$, such that all the times $T^{12}$, $T^{34}$, $T^{56}$, $T^{78}$ satisfy

$$|T^{ij}| \leq L_3(\kappa + \delta_0)\alpha, \text{ if } ij = 12 \text{ or } ij = 56$$

and

$$|T^{ij}| \leq L_3(\kappa + \delta_0 + \kappa \log \delta_0 / 2)\alpha, \text{ if } ij = 34 \text{ or } ij = 78$$
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Let’s consider the time $T^{12}$ spent from $\Sigma_1$ to $\Sigma^2$. In this region $g$ is negative and satisfies bounds (56). Moreover, the maximal variation of $v$ smaller than $-(1-\delta_0)+\kappa-(-(1+\delta_0)-\kappa-K\kappa) = (K+2)\kappa+2\delta_0$, therefore, as $K = 2C + 1$

$$|T^{12}| \leq \frac{(K+2)\kappa+2\delta_0}{C}\alpha = \frac{(2C+3)\kappa+2\delta_0}{C}\alpha \leq L_3(\kappa+\delta_0)\alpha$$

and similar bounds apply to $T^{56}$.

For the time $T^{34}$ we use that the maximal variation of $v$ is smaller than $2\delta_0 + 2\kappa + \kappa K - C \kappa \log \delta_0 / 2$. Then using that $K = 2C + 1$, and that in this region $g$ is positive and satisfies bounds (55) we obtain

$$|T^{34}| \leq \frac{2\delta_0 + 2\kappa + \kappa K - C \kappa \log \delta_0 / 2}{D}\alpha \leq L_3 (\kappa + \delta_0 - C \kappa \log \delta_0 / 2)\alpha$$

The next step is to prove the expression for the time $T^1$ of Proposition 17 expended in the first loop. From now on, to avoid a cumbersome notation, we repeatedly use $\mathcal{O}(\sigma)$ to express functions satisfying $|\mathcal{O}(\sigma)| < L\sigma$, and the letter $L$ will denote a generic constant not depending on $\sigma$, for $\sigma \to 0$.

**Lemma 20.** With the same hypotheses of Lemma 18, take $z_0 = (x_0, 0, u_0) \in \Sigma_0$ and the flow $\varphi(t; z_0)$. Then there exists $0 < \sigma^* \leq \alpha_0$ and a constant $L_4 > 0$, such that for $|\alpha| \leq \sigma^*$, $0 < \delta_0 \leq \sigma^*$, $0 < \frac{\delta_0}{\kappa} \leq \sigma^*$, the time $T^{01}$ such that $\varphi(T^{01}; z_0) \in \Sigma^1$ satisfies

$$|T^{01} - \alpha| \leq L_4 (\kappa + \frac{\delta_0}{\kappa} + \alpha)\alpha$$

Moreover

$$x(T^{01}) = x_0 + \mathcal{O}(\frac{\delta_0}{\kappa}\alpha, \alpha^2) \quad (68)$$

$$v(T^{01}) = -1 + \kappa + \delta_0 \quad (69)$$

$$u(T^{01}) = 1 + \mathcal{O}(\delta_0) \quad (70)$$

Calling $G(t) = g(x(t), \alpha v(t), u(t))$, we have

$$(-1-\delta_0 + \kappa)\alpha = \int_0^{T^{01}} G(t)dt = T^{01}g(x_0, 0, u_0) + \int_0^{T^{01}} tG'(t^*)dt$$

where $0 \leq t^* \leq t$. We use now that $g(x_0, 0, u_0) = g(x_0, 0, 1) + \mathcal{O}(\delta_0) = -1 + \mathcal{O}(\delta_0)$ and that there exists a constant $L > 0$ only depending on the
bounds of the functions \( f, g \) and their derivatives in the compact \( K \) such that

\[
|G'(t^*)| = \left| \frac{d}{dt}(g(x(t), \alpha v(t), u(t)))(t = t^*) \right| \leq L(1 + \frac{\delta_0}{\kappa \alpha}),
\]

giving

\[
(-(1 - \delta_0) + \kappa)\alpha = T^{01}(-1 + \mathcal{O}(\delta_0)) + (T^{01})^2 \mathcal{O}(1 + \frac{\delta_0}{\kappa \alpha})
\]

Now, using the bounds of Lemma 18 one has

\[
(-(1 - \delta_0) + \kappa)\alpha = T^{01}(-1 + \mathcal{O}(\delta_0) + O(\alpha) + \mathcal{O}(\frac{\delta_0}{\kappa}))
\]

which gives taking \(|\alpha| \leq \sigma^*, 0 < \delta_0 \leq \sigma^*, 0 < \frac{\delta_0}{\kappa} \leq \sigma^* \) for some \( 0 < \sigma^* \leq \alpha_0 \) small enough

\[
T^{01} = \alpha + \mathcal{O}(\alpha \kappa, \alpha \frac{\delta_0}{\kappa}, \alpha^2).
\]

Once we have the asymptotics of \( T^{01} \) and using that \( f(x_0, 0, 1) = 0 \), we have

\[
x(T^{01}) = x_0 + \int_0^{T^{01}} f(x(t), \alpha v(t), u(t))dt
\]

\[
= x_0 + T^{01}(f(x_0, 0, 1) + O(\delta_0)) + (T^{01})^2 O(1 + \frac{\delta_0}{\kappa \alpha})
\]

\[
= x_0 + \mathcal{O}(\alpha \frac{\delta_0}{\kappa}, \alpha^2)
\]

The values of \( v(T^{01}) \) and \( u(T^{01}) \) are given by the definition of the section \( \Sigma_1 \).

The next step is to compute the flow from \( \Sigma_1 \) to \( \Sigma_2 \).

**Lemma 21.** With the same hypotheses of Lemma 20 we have:

In \( \Sigma_2 \),

\[
x(T^{02}) - x(T^{01}) = \mathcal{O}(\alpha \kappa, \alpha \delta_0)
\]

\[
v(T^{02}) = -1 + \mathcal{O}(\kappa, \delta_0)
\]

\[
u(T^{02}) = 1 - \delta_0 - 2\kappa.
\]

In \( \Sigma_3 \),

\[
x(T^{03}) - x(T^{02}) = \mathcal{O}(\alpha \kappa \log \frac{\delta_0}{2})
\]

\[
v(T^{03}) = -1 + \mathcal{O}(\kappa, \delta_0, \kappa \log \frac{\delta_0}{2})
\]

\[
u(T^{03}) = -1 + \delta_0.
\]
In $\Sigma_4$,

\[
x(T^{04}) - x(T^{03}) = O(\alpha\kappa, \alpha\delta_0, \alpha\kappa \log \frac{\delta_0}{2})
\]

\[
v(T^{04}) = -1 + \delta_0 + \kappa - C\kappa \log \frac{\delta_0}{2 - \delta_0 - 2\kappa}
\]

\[
u(T^{04}) = -1 + O(\delta_0).
\]

In $\Sigma_6$,

\[
x(T^{06}) - x(T^{05}) = O(\alpha\kappa, \alpha\delta_0)
\]

\[
v(T^{06}) = 1 + O(\kappa, \delta_0)
\]

\[
u(T^{06}) = -1 + \delta_0 + 2\kappa.
\]

In $\Sigma_7$,

\[
x(T^{07}) - x(T^{06}) = O(\alpha\kappa, \alpha\delta_0, \alpha\kappa \log \frac{\delta_0}{2})
\]

\[
v(T^{07}) = 1 + O(\kappa, \delta_0)
\]

\[
u(T^{07}) = 1 - \delta_0.
\]

In $\Sigma_8$,

\[
x(T^{08}) - x(T^{07}) = O(\alpha\kappa, \alpha\delta_0, \alpha\kappa \log \frac{\delta_0}{2})
\]

\[
v(T^{08}) = 1 - \delta_0 - \kappa + C\kappa \log \frac{\delta_0}{2 - \delta_0 - 2\kappa}
\]

\[
u(T^{08}) = 1 + O(\delta_0)
\]

To obtain the bounds in $\Sigma_2$ we use that we already know by Lemma 19 that $T^{12} = O(\alpha\kappa, \alpha\delta_0)$, therefore, using that the function $f$ is bounded we have that $x(T^{02}) - x(T^{01}) = O(T^{12})$ which gives the required bounds. The bound for $v(T^{02})$ is just a consequence of the fact that the solution is in $R_{12}$ and therefore $-1 + \delta_0 - K\kappa \leq v \leq -1 + \delta_0 + \kappa$. Finally, by definition of $\Sigma_2$ we get that $u(T^{02}) = 1 - \delta_0 - 2\kappa$.

Once we are in $\Sigma_2$, as we know the time $T^{23}$ required by the solution to get to $\Sigma_3$ is given by (67) an analogous reasoning gives the bounds in this region. The bound for $v(T^{03})$ is just a consequence of the fact that the solution is in $R_{23}$ and therefore $-1 + \delta_0 + \kappa - K\kappa \leq v \leq -1 + \delta_0 + \kappa - C\kappa \log \frac{\delta_0}{2 - \delta_0 - 2\kappa}$. The value of $u(T^{03})$ is given by the definition of the section $\Sigma_3$. 
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To obtain the bounds in $\Sigma_4$ we use that we already know by Lemma 19 that $T^{34} = \mathcal{O}(\alpha \kappa, \alpha \delta_0, \alpha \kappa \log \frac{\delta_0}{2})$, therefore, using that the function $f$ is bounded we have that $x(T^{04}) - x(T^{03}) = \mathcal{O}(T^{34})$ which gives the required bounds. The value of $v(T^{04})$ is given by the definition of the section $\Sigma_4$. Finally, by definition of $\Sigma_4$ we get that $u(T^{04}) = 1 + \mathcal{O}(\delta_0)$. The rest of the bounds are found analogously. 

The next two lemmas give the time and the value of the flow in the regions $R_{45}$ and $R_{80}$.

**Lemma 22.** With the same hypotheses of Lemma 20 we have

$$T^{45} = \frac{2\alpha}{g(x_0, 0, -1)} + \mathcal{O}(\kappa \alpha, \frac{\delta_0}{2}, \kappa \alpha \log \frac{\delta_0}{2}).$$

and

$$x(T^{05}) - x(T^{04}) = \frac{2\alpha f(x_0, 0, -1)}{g(x_0, 0, -1)} + \mathcal{O}(\kappa \alpha, \frac{\delta_0}{2}, \kappa \alpha \log \frac{\delta_0}{2}).$$

$$v(T^{05}) = 1 - \delta_0 - \kappa$$

$$u(T^{05}) = -1 + \mathcal{O}(\delta_0).$$

By Lemma 20 and Lemma 21 we know that

$$x(T^{04}) = x_0 + \mathcal{O}(\kappa \log \frac{\delta_0}{2}, \delta_0 \alpha, \delta_0 \kappa, \alpha^2, \kappa \alpha, \kappa \log \delta_0/2).$$

$$v(T^{04}) = -1 + \delta_0 + \kappa - C \kappa \log \frac{\delta_0}{2 - \delta_0 - 2\kappa}$$

$$u(T^{04}) = -1 + \mathcal{O}(\delta_0).$$

We use the Fundamental Theorem of Calculus, calling $G(t) = g(x(t), \alpha v(t), u(t))$

$$(2 - 2 \delta_0 - 2 \kappa + C \kappa \log \frac{\delta_0}{2 - \delta_0 - 2\kappa}) \alpha = \int_{T^{04}}^{T^{05}} G(t) dt$$

$$= T^{45} g(x_0 + \mathcal{O}(\alpha), \mathcal{O}(\alpha), -1 + \mathcal{O}(\delta_0)) + \int_{T^{04}}^{T^{05}} G'(t^*)(t - T^{04}) dt. $$

$$= T^{45} (g(x_0, 0, -1) + \mathcal{O}(\alpha, \delta_0)) + \int_{T^{04}}^{T^{05}} G'(t^*)(t - T^{04}) dt.$$

Now, using that $|G'(t^*)| \leq L(1 + \frac{\delta_0}{\kappa \alpha})$ and using the same procedure as in Lemma 20 we obtain

$$T^{45} = \frac{2\alpha}{g(x_0, 0, -1)} + \mathcal{O}(\kappa \alpha, \frac{\delta_0}{2}, \kappa \alpha \log \frac{\delta_0}{2}).$$
Once we know the asymptotic for $T^{45}$ we obtain the value of $x$ by the Fundamental Theorem of Calculus, calling $F(t) = f(x(t), \alpha \nu(t), u(t))$

\[
x(T^{05}) - x(T^{04}) = \int_{T^{04}}^{T^{05}} F(t) \, dt
\]

\[
= T^{45} f(x_0 + O(\alpha), O(\alpha), -1 + O(\delta_0)) + \int_{T^{04}}^{T^{05}} F'(t^\ast)(t - T^{04}) \, dt.
\]

\[
= T^{45} (f(x_0, 0, -1) + O(\alpha, \delta_0)) + \int_{T^{04}}^{T^{05}} F'(t^\ast)(t - T^{04}) \, dt.
\]

Now, using that $|F'(t^\ast)| \leq L(1 + \frac{\delta_0}{\kappa})$ and the asymptotics for $T^{45}$ we obtain the desired asymptotics for $x$. The asymptotics of $y(T^{05})$ and $u(T^{05})$ are given by the definition of the section $\Sigma_5$. □

To complete a turn around the annulus $A$ which gives one iterate of the Poincaré map we need to compute the time from $\Sigma_8$ to $\Sigma_0$. This is established in next lemma.

**Lemma 23.** With the same hypotheses of Lemma 20 we have

\[
T^{80} = \alpha + O(\kappa \alpha, \frac{\delta_0}{\kappa}, \kappa \alpha \log \frac{\delta_0}{2}, \alpha^2)
\]

\[
x(T^1) - x(T^{08}) = O(\alpha^2, \frac{\alpha \delta_0}{\kappa})
\]

\[
v(T^1) = 0
\]

\[
u(T^1) = 1 + O(\delta_0)
\]

By Lemma 20, Lemma 21 and Lemma 22 we know that

\[
x(T^{08}) = x_0 + 2\alpha f(x_0, 0, -1) + O(\kappa \alpha, \frac{\delta_0}{\kappa}, \alpha^2, \kappa \alpha \log \frac{\delta_0}{2}) = x_0 + O(\alpha).
\]

Analogously to Lemma 22, we apply the Fundamental Theorem of Calculus to obtain

\[
-(1 - \delta_0 - \kappa + C \kappa \log \frac{\delta_0}{2 - \delta_0 - 2\kappa})\alpha = \int_{T^{08}}^{T^{1}} G(t) \, dt
\]

\[
= T^{80} g(x_0 + O(\alpha), O(\alpha), 1 + O(\delta_0)) + \int_{T^{08}}^{T^{1}} G'(t^\ast)(t - T^{08}) \, dt.
\]

\[
= T^{80} (g(x_0, 0, 1) + O(\alpha, \delta_0)) + \int_{T^{08}}^{T^{1}} G'(t^\ast)(t - T^{08}) \, dt.
\]
Now, using that \( g(x_0, 0, 1) = -1 \) and \(|G'(T^*)| \leq L(1 + \frac{\delta_0}{\kappa})\) we obtain
\[
T^{80} = \alpha + O(\kappa \alpha, \frac{\delta_0}{\kappa} \alpha, \kappa \alpha \log \frac{\delta_0}{2}, \alpha^2).
\]
Once we know the asymptotic for \( T^{80} \) we obtain the value of \( x \) by the Fundamental Theorem of Calculus, analogously to the previous lemma. calling \( F(t) = f(x(t), \alpha v(t), u(t)) \)

\[
x(T^1) - x(T^{08}) = \int_{T^{08}}^{T^1} F(t) \, dt
\]

\[
= T^{80} f(x_0 + O(\alpha), O(\alpha), 1 + O(\delta_0)) + \int_{T^{08}}^{T^1} F'(t^*)(t - T^{08}) \, dt.
\]

\[
= T^{80} (f(x_0, 0, 1) + O(\alpha, \delta_0)) + \int_{T^{08}}^{T^1} F'(t^*)(t - T^{08}) \, dt.
\]

Now, using that \( f(x_0, 0, 1) = 0 \), \(|F'(t^*)| \leq L(1 + \frac{\delta_0}{\varepsilon})\) and the asymptotics for \( T^{80} \) we obtain the desired asymptotics for \( x \).

**Proof of Proposition 17:**

Putting all the lemmas together gives that the solution beginning at \((x_0, 0, u_0) \in \Sigma_0\) returns to \( \Sigma_0 \) after a time \( T^1 \) satisfying
\[
T^1 = T^{01} + T^{12} + T^{23} + T^{34} + T^{45} + T^{56} + T^{67} + T^{78} + T^{80}
\]

\[
= 2\alpha + \frac{2\alpha}{g(x_0, 0, -1)} + O(\kappa \alpha, \frac{\delta_0}{\kappa} \alpha, \kappa \alpha \log \frac{\delta_0}{2}, \alpha^2),
\]

and
\[
x(T^1) = x_0 + 2\alpha \frac{f(x_0, 0, -1)}{g(x_0, 0, -1)} + O(\kappa \alpha, \frac{\delta_0}{\kappa} \alpha, \kappa \alpha \log \frac{\delta_0}{2}, \alpha^2)
\]

which is the value of the \( x \) coordinate after one iteration of the Poincaré map.

If we consider the solution of the Filippov vector field (31) at time \( T^1 \), as \( T^1 = O(\alpha) \) we can Taylor expand the solution, and we obtain, using the asymptotics for \( T^1 \),
\[
x_F(T^1) = x_0 + \frac{f(x_0, 0, -1)}{1 + g(x_0, 0, -1)} T^1 + O(\alpha^2)
\]

\[
= x_0 + 2\alpha \frac{f(x_0, 0, -1)}{g(x_0, 0, -1)} + O(\kappa \alpha, \frac{\delta_0}{\kappa} \alpha, \kappa \alpha \log \frac{\delta_0}{2}, \alpha^2)
\]

Therefore we obtain
\[
x_F(T^1) - x(T^1) = O(\kappa \alpha, \frac{\delta_0}{\kappa} \alpha, \kappa \alpha \log \frac{\delta_0}{2}, \alpha^2).
\]

42
Proof of Theorem 3
To prove Theorem 3 we just need to note that the time $T_1$ needed in
one iteration of the Poincaré map from section $\Sigma_0$ to itself is of order $O(\alpha)$. Therefore, proceeding as in Lemma 12, one can see that we will need $O(\frac{1}{\alpha})$ iterations of the Poincaré map to arrive to time $T$. Consequently

$$x_F(T) - x(T) = O(\kappa, \frac{\delta_0}{\kappa}, \kappa \log \frac{\delta_0}{2}, \alpha).$$

for $0 < \kappa < \frac{1}{4}$; $|\alpha| \leq \sigma^*$, $0 < \delta_0 \leq \sigma^*$, $0 < \frac{\delta_0}{\kappa} \leq \sigma^*$, $C\kappa \log \frac{\delta_0}{2} \leq \frac{1}{2}$. Renaming $\sigma^* = \alpha_0$ we get the result.

D Proof of Theorem 5: slow manifold gives non-linear sliding to $O(\alpha)$ for $\alpha < 0 < \varepsilon$

D.1 An attracting invariant curve

We will first show that there exists an invariant curve, $Q$, on which the dynamics is a perturbation of the Utkin dynamics (11). We then show that this curve is an attractor.

Writing (57) with $\alpha$ (and thus $\kappa$) negative gives

$$\dot{x} = f(x, |\alpha|v; u),$$
$$|\alpha|\dot{v} = g(x, |\alpha|v; u),$$
$$|\kappa||\alpha|\dot{u} = \phi\left(\frac{v-u|\kappa|}{|\kappa|}\right) - u. \quad (71)$$

Taking the limit $\alpha \to 0$ gives

$$\dot{x} = f(x, 0; u),$$
$$0 = g(x, 0; u),$$
$$0 = \phi\left(\frac{v-u}{|\kappa|}\right) - u, \quad (72)$$

which is formally similar to Utkin’s system (7). This system defines a slow one-dimensional system on the critical manifold which is now a curve $Q$

$$Q = \left\{ (x, v, u) : g(x, 0; u) = 0, \ u = \phi\left(\frac{v-u}{|\kappa|}\right) \right\}, \quad (73)$$

so that on $Q$ the dynamics is Utkin’s.
To find the dynamics outside \( Q \) we rescale time, denoting the derivative with respect to \( \tau = t/|\alpha| \) with a prime, then

\[
\begin{align*}
    x' &= |\alpha| f(x, |\alpha| v; u), \\
    v' &= g(x, |\alpha| v; u), \\
    |\kappa| u' &= \phi \left( \frac{v-u}{|\kappa|} \right) - u. 
\end{align*}
\] (74)

Setting \( \alpha = 0 \) gives a two-dimensional fast subsystem

\[
\begin{align*}
    x' &= 0, \\
    v' &= g(x, 0; u), \\
    |\kappa| u' &= \phi \left( \frac{v-u}{|\kappa|} \right) - u, 
\end{align*}
\] (75)

whose equilibria are the set \( Q \).

The invariant manifold geometry is illustrated in Figure 7.

Figure 7: The manifold \( \phi \left( \frac{v-u}{|\kappa|} \right) - u = 0 \), the critical curve \( Q \), and an illustrative trajectory.

Unlike the case \( \alpha > 0 \) we can proceed more simply here by keeping \( \kappa = \varepsilon/\alpha \) small but nonvanishing. By fixing \( \kappa \neq 0 \) the function \( \phi \left( \frac{v-u}{|\kappa|} \right) \) will remain smooth and we can apply Fenichel’s theory of normally hyperbolic slow manifolds. Applying Fenichel’s theory for two fast variables \( v \) and \( u \) and a slow variable \( x \), we can first show that the invariant curve \( Q \) persists under \( \alpha \)-perturbation.

**Lemma 24.** Take \( \kappa < 0 \). Then there exists \( \alpha_0 = \alpha_0(\kappa) \), such that for \( \alpha_0 < \alpha < 0 \), then in the system (57) there exist attracting invariant curves \( Q^\alpha \) which lie \( \alpha \)-close to \( Q \), on which the dynamics is differomorphic to the slow subsystem (72).
Proof. The two-dimensional \((v, u)\) fast subsystem has a Jacobian derivative at \(Q\) with determinant

\[
\begin{vmatrix}
\frac{\partial v'}{\partial v} & \frac{\partial v'}{\partial u} \\
\frac{\partial v}{\partial v} & \frac{\partial v}{\partial u}
\end{vmatrix} = -\frac{1}{\kappa^2} \phi'(v - u \kappa) \frac{\partial}{\partial u} g(x, 0; u) > 0
\]

since the third term is negative by (5) and the second is positive by (15). Moreover

\[
\text{Tr} \left( \begin{vmatrix}
\frac{\partial v'}{\partial v} & \frac{\partial v'}{\partial u} \\
\frac{\partial v}{\partial v} & \frac{\partial v}{\partial u}
\end{vmatrix} \right) = -\frac{1}{\kappa^2} \phi'(u - v \kappa) - \frac{1}{\kappa} < 0
\]

This implies that the curve \(Q\) is normally hyperbolic attracting for all \(x \in (-M, +M)\). The existence of an invariant manifold \(Q^\alpha\) in the system (57) then follows from Fenichel’s theory for a differentiable system with one-slow and two-fast variables [16].

The next step is to show that the flow is strongly attracted towards \(Q^\alpha\), and hence is closely approximated by the Utkin dynamics on \(Q\).

D.2 An "isolating" block

As in Subsection C.0.1 a set \(B\) will be defined in such a way that the vector field (71), or its equivalent (74), only can escape, eventually, through the borders \(x = \pm M\). The term "isolating" has the same meaning as the annulus \(A\) of the previous Subsection C.0.1. But now \(B\) is a block, not an annulus, as \(\alpha < 0\) and the flow has no hysteresis (See Figure 8). This allows a better control of the flow as here exists an attracting invariant one dimensional curve \(Q^\alpha\) (see (79)) inside \(B\) which is responsible of the better order of approximation to the Utkin solution \(x_U(t)\) of (11) (see the last paragraph of Subsection 3.1).

By hypotheses (5) we know there exists \(0 < u^* < 1\), such that, reducing \(\alpha_0\) if necessary, for \(|\alpha| \leq \alpha_0\), \(|x| \leq M\), \(|v| \leq M\) we have that

\[
\begin{align*}
g(x, |\alpha|v, u) &\leq -G < 0, \quad |x| \leq M, \quad u^* < u \leq 2M \\
g(x, |\alpha|v, u) &\geq G > 0, \quad |x| \leq M, \quad -2M \leq u < -u^*
\end{align*}
\]

Lemma 25. Take \(\kappa < 0\). There exists \(0 < \delta < |\kappa|\) small enough such the surface

\[
S = \{(x, v, u), \quad |x| < M, \quad 1 - \delta \leq v \leq M, \quad \phi\left(\frac{v - u}{|\kappa|}\right) - u - |\kappa| = 0\},
\]

in the region \(1 - \delta < v < 1\) is bounded from below by the plane \(u = v - |\kappa|\) and by \(u = v\) from above.
Proof. We will use that for $0 < 1 - \xi$ small enough $\phi(\xi) > \xi$. Observe that the surface $S$ contains the plane $\{(x, v, u) \mid x < M, 1 \leq v \leq M, u = 1 - |\kappa|\}$. The intersection of $S$ with $u = v - |\kappa|$ is the line $u = 1 - |\kappa|, v = 1$. Observe that at this point $\frac{v - u}{|\kappa|} = 1$, therefore choosing $\delta$ small enough and $1 - \delta \leq v \leq 1$ we can ensure that if $(x, v, u)$ are in $S$ then, $u = \phi(\frac{v - u}{|\kappa|} - |\kappa|) > \frac{v - u}{|\kappa|} - |\kappa|$. On the surface $u = \frac{v - u}{|\kappa|} - |\kappa|$ one has that $u = \frac{v}{1 + |\kappa|} - \frac{|\kappa|^2}{1 + |\kappa|} > v - |\kappa|$ if $v < 1$, therefore $u = v - |\kappa|$ bounds the surface $S$ from bellow in the region $1 - \delta < v < 1$.

For the upper bound we just use that $u \leq 1 - |\kappa|$ and that $\delta < |\kappa|$. 

\hfill \Box

Figure 8: The isolating block $B$ in the $(u, v)$ plane. Arrows show the flow into $B$. (The $x$-direction points out of the plane.)

Let $u_\delta$ the $u$-coordinate of the intersection of $S$ with $v = 1 - \delta$, that is

$$
\phi(\frac{1 - \delta - u_\delta}{|\kappa|}) - u_\delta - |\kappa| = 0
$$

we know that $1 - \delta - |\kappa| < u_\delta < 1 - \delta$.

Take $\sigma > 0$ such that $\delta < \sigma |\kappa|$ (we will fix its value in Proposition 26) and consider now the block $B$ whose exterior borders are given by the sets
\[ \{ x = \pm M \} \text{ and (see Figure 8):} \]

\begin{align*}
B_1 &= \{(x, v, u), \ |x| < M, \ -M \leq v \leq -1 + \delta, \ u = -1 + \delta - \sigma|\kappa| \} \\
B_2 &= \{(x, v, u), \ |x| < M, -1 + \delta \leq v \leq 1 - \delta, \ u = v - \sigma|\kappa| \} \\
B_3 &= \{(x, v, u), \ |x| < M, \ v = 1 - \delta, \ 1 - \delta - \sigma|\kappa| \leq u \leq u_3 \} \\
B_4 &= \{(x, v, u), \ |x| < M, \ 1 - \delta \leq v \leq M, \ \phi(\frac{v - u}{|\kappa|}) - u - |\kappa| = 0 \} \\
B_5 &= \{(x, v, u), \ |x| < M, \ v = M, \ 1 - |\kappa| \leq u \leq 1 - \delta + \sigma|\kappa| \} \\
B_6 &= \{(x, v, u), \ |x| < M, \ 1 - \delta \leq v \leq M, \ u = 1 - \delta + \sigma|\kappa| \} \\
B_7 &= \{(x, v, u), \ |x| \leq M, \ -1 + \delta \leq v \leq 1 - \delta, \ u = v + \sigma|\kappa| \} \\
B_8 &= \{(x, v, u), \ |x| < M, \ v = -1 + \delta, \ -u_\delta \leq u \leq -1 + \delta + \sigma \kappa \} \\
B_9 &= \{(x, v, u), \ |x| < M, \ -M \leq v \leq -1 + \delta, \ \phi(\frac{v - u}{|\kappa|}) - u - |\kappa| = 0 \} \\
B_{10} &= \{(x, v, u), \ |x| < M, \ v = -M, \ -1 + \delta - \sigma|\kappa| \leq u \leq -1 + |\kappa| \}
\end{align*}

Observe that, being \( B_4 = S \) (and analogously for \( B_9 \)), we know that, by Lemma 25, \( B \) is well defined.

We will see that the solutions of system (74) which enter this block can only leave it through \( |x| = M \).

**Proposition 26.** Let \( \sigma = G + 2 \) (see (78)). Then for \(|\alpha| \leq \alpha_0, 0 \leq \delta \leq \kappa \leq \frac{1-u^*}{2\sigma}\), any solution of system (74) entering \( B \) leaves it through the boundaries \( x = \pm M \).

**Proof.**

- **In** \( B_1 \), as \( u = -1 + \delta - \sigma|\kappa| < -1 \), \( u' = \frac{1}{|\kappa|} \left[ \phi \left( \frac{v - u}{|\kappa|} \right) - u \right] > 0 \), therefore the flow points inwards \( B \) along this border. Analogously in \( B_6 \).

- **In** \( B_2 \), \( u = v - \sigma|\kappa| \) and the exterior normal vector is \((0, 1, -1)\), therefore, the condition to ensure that the vector field points inwards is

\[ g(x, |\alpha|v, u) - \frac{1}{|\kappa|} \left[ \phi(\frac{v - u}{|\kappa|}) - u \right] < 0, \quad -1 + \delta \leq v \leq 1 - \delta \]

which gives, using that \( g \) satisfies (78), \( u = v - \sigma|\kappa| \) and that \( \sigma = G + 2 \)

\[ g(x, |\alpha|v, u) - \frac{1}{|\kappa|} \phi(|\alpha| - v + \sigma|\kappa|) < G - \sigma - \frac{1}{|\kappa|} |1 - v| \leq -2 - \frac{\delta}{\kappa} < 0 \]

Analogously for \( B_7 \).

- **In** \( B_3 \), \( u \geq 1 - \delta - \sigma|\kappa| \geq 1 - 2\sigma|\kappa| > u^* \) and therefore, by (78), \( g(x, v, u) < -G \), which implies that the flow points inwards \( B \) at this border. Analogously for \( B_8 \).
• In $\mathbf{B}_4$, the exterior normal vector is $(0, \frac{1}{|\kappa|}\phi'(\frac{v-u}{|\kappa|}), -\frac{1}{|\kappa|}\phi'(\frac{v-u}{|\kappa|}) - 1)$

Therefore, we need to see that

$$g(x, |\alpha|v, u) \frac{1}{|\kappa|}\phi'(\frac{v-u}{|\kappa|}) - \left(\frac{1}{|\kappa|}\phi'(\frac{v-u}{|\kappa|}) + 1\right) \frac{1}{|\kappa|} \left(\phi(v-u) - u\right) < 0$$

that, for points in $\mathbf{B}_4$ gives

$$g(x, |\alpha|v, u) \frac{1}{|\kappa|}\phi'(\frac{v-u}{|\kappa|}) - \left(\frac{1}{|\kappa|}\phi'(\frac{v-u}{|\kappa|}) + 1\right) < 0$$

The only observation is that in $\mathbf{B}_4$, $u \geq u_\delta \geq 1 - \delta - \sigma|\kappa| > u^*$. therefore, by (78) we know that $g < 0$. Analogously for $\mathbf{B}_9$.

• In $\mathbf{B}_5$, $u \geq u^*$ and therefore $g < 0$. Analogously for $\mathbf{B}_{10}$.

\[ \square \]

Lemma 27. With the same hypotheses of Proposition 26, take initial conditions $z_0 = (x_0, v_0, u_0)$ in the interior of $\mathbf{B}$ with $x_0 = x_U(0)$, where $x_U(t)$ is the solution of (11). Then, For $t \in [0, T]$ we have $|x(t) - x_U(t)| < \mathcal{O}(\alpha)$.

Proof. We first show that the orbit of the point $z_0$ is attracted to the invariant curve $Q^\alpha$ given by the Fenichel Theorem and which is $\alpha$ close to $Q$ (see (73)).

We already know, by Fenichel Theorem, that $Q^\alpha$ is locally attracting. Due to Proposition 26, in fact the entire flow in the region $\mathbf{B}$ considered is attracted to $Q^\alpha$.

Analogously to Lemma 16, the time needed by the solution $z(t)$ such that $z(0) = z_0$ to reach $x = \pm M$ is of order $\mathcal{O}(1)$, but the time $t_1$ needed to reach the neighbourhood of attraction (which is of order 1) of $Q^\alpha$ is of order $\mathcal{O}(\alpha)$, consequently $x(t_1) - x_0 = \mathcal{O}(\alpha)$ and, using that $x_0 = x_U(0)$, we obtain that $x(t) - X_U(t) = \mathcal{O}(\alpha)$ for $0 \leq t \leq t_1$. To establish that the resulting dynamics is approximated by (72) for $0 \leq t \leq T$ we then need to look more closely at the expression of $Q$ and hence of $Q^\alpha$. Firstly, let us observe that we have that $Q$ lies between $\mathbf{B}_2$ and $\mathbf{B}_7$ and therefore in $|v| < 1$. Within this region $Q$ lies on the mid-branch of the surface $u = \phi\left(\frac{v-u}{|\kappa|}\right)$. The Definition 15 of $\phi$ implies that the middle branch lies in $|v-u| < |\kappa|$, which tends to $v = u$ as $\kappa \to 0$, so for small $\kappa < 0$ the branch is given by $v = u + |\kappa|\phi^{-1}(u)$.

Then $Q$ in the limit $\alpha = 0$ is the solution of

$$
\begin{align*}
0 &= g(x, 0; u) \\
0 &= \phi\left(\frac{v-u}{|\kappa|}\right) - u .
\end{align*}
$$

48
which, calling $h(x)$ the function such that $g(x,0,h(x)) = 0$, for $|x| \leq M$, is given by
\[
Q = \{(x,u,v) \in (-M,+M) \times \mathbb{R}^2 : u = h(x), \ v = u + |\kappa|\phi^{-1}(u)\}.
\]
Applying Fenichel theory for $\alpha < 0$, the invariant manifold $Q^\alpha$ is a regular $\alpha$-perturbation of $Q$,
\[
Q^\alpha = \{(x,u,v) \in (-M,+M) \times \mathbb{R}^2 : u = h(x) + O(\alpha), \ v = u + |\kappa|\phi^{-1}(u) + O(\alpha)\}
\]
Finally, on $Q^\alpha$ the system is an $\alpha$ perturbation of that on $Q$, and so for $0 \leq |\alpha| < |\kappa| \ll 1$ we have
\[
\begin{align*}
\dot{x} &= f(x,0;u) + O(\alpha), \\
0 &= g(x,0;u) + O(\alpha),
\end{align*}
\]
the solution $z(t)$ stays in the neighbourhood of $Q^\alpha$ for $t \in (0,T)$ and therefore
\[
x(t) = x_U(t) + O(\alpha) .
\]
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