Modelling fatigue delamination growth in fibre-reinforced composites: Power-law equations or artificial neural networks?
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HIGHLIGHTS
- Modelling fatigue-driven delamination requires cyclic and monotonic components of the square-rooted energy release rate.
- Self-similarity principles inform the functional expression of the equations describing fatigue-driven delamination.
- Extreme machine learning allows representing physical constraints for modelling fatigue delamination growth.

ABSTRACT
This paper discusses two alternative modelling approaches for describing fatigue delamination growth (FDG) in polymer-based fibre-reinforced composites, i.e. semi-empirical equations having a power-law form and artificial neural networks. Barenblatt’s self-similarity principles are applied for identifying a suitable expression of the delamination driving force in terms of the square-rooted energy-release-rate range and the associated peak values. The general dependency of pre-factors and exponents of FDG power-laws on the stress-ratio and mode-mixity is discussed in detail. Single-hidden-layer neural networks (SHLNN) with the support of self-similarity principles are here proposed as an alternative to semi-empirical power laws for describing FDG in composites. A example application of SHLNN to mixed-mode and variable stress-ratio FDG is provided for the carbon/epoxy system T800H/#3631. The SHLNN predictions are compared to a semi-empirical fit based on a modified Hartman-Schijve power-law.

1. Introduction
The characterisation and modelling of fatigue delamination growth (FDG) have primary importance for the application of composites in a wide range of engineering sectors, e.g. aerospace, automotive, marine and wind energy. Nonetheless, the current design methodology for primary composites structures is still based on a “no-growth” approach for interlaminar cracks [41,48]. This entails sizing components for in-service strains that are limited to values well below the ultimate load carrying capability of fibre-reinforced composites. In aerospace applications, the maximum allowed strain for “no growth” is obtained from the compression after impact (CAI) strength of laminates and it is usually in the order of 4000 με at ultimate load [7,41,48].
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Moving away from a “no growth” design philosophy can potentially yield a significant reduction of weight for composite structures, but this requires robust methods for FDG prediction in service.

Artificial neural networks (ANNs) have already been applied to the modelling of fatigue in composites. However, the relevant literature is entirely focussed on producing laminate-level SN curves via ANNs trained on representative subsets of experimental data.

Aymerich and Serra [6] employed a feed-forward ANN trained by back-propagation to predict the effect of the stacking sequence on the SN curve of prismatic AS4/PEEK coupons. These had been subject to tension-tension fatigue with stress ratio $R = 0.1$. The ANN-based methodology proved reasonably successful, albeit the authors recognised that a large training data set was required in order for the network to give an accurate representation of validation data. Nonetheless, the predictions of fatigue life were generally poor for stacking sequences that were not included in the ANN training data set. The authors pointed out that such a difficulty in “extrapolating” to scenarios beyond those considered in the ANN training was due to the multiple interacting and stacking-sequence dependent failure modes that govern the fatigue life, i.e. matrix cracking, delamination and final fibre failure.

Lee et al. [32] considered a set of 400 fatigue tests, which had been performed on 5 different composite materials, including carbon- and glass-reinforced plastics. The experimental database comprised tension-tension, as well as compression-compression tests, all performed on un-notched prismatic coupons. A feed-forward ANN with a single hidden layer was trained by back-propagation using a subset of the test data. The inputs to the network were the mechanical properties of the composites (i.e. tensile and compressive strengths and strains to failure: longitudinal Young’s modulus), as well as the applied peak stress and the stress-ratio. The authors observed that the ANN was generally able to provide conservative estimates of the number of cycles to failure at any given stress level. However, all the coupons included in the experimental database had the same stacking sequence, i.e. [(±45,0,±45)]. The authors also observed that it was not possible to predict the fatigue behaviour of carbon fibre- reinforced materials from an ANN trained via glass fibre composites data and vice versa.

El Kadi and Al-Yassa [19] considered the application of feed-forward neural networks for modelling SN curves of unidirectional GFRP laminates with 0° and off-axis orientations. The dataset included both tension-tension fatigue and fully reversed loading cases. The authors investigated which input parameters would lead to the best predictions of experimental SN curves and concluded that those were the peak cyclic stress and the stress-ratio. They demonstrated that ANNs were able to represent the SN curve data with accuracy comparable to that of a Basquin type power-law that has the number of cycles to failure as argument.

This paper investigates the functional forms that a general FDG equation should take in order to respect Barenblatt’s self-similarity principles. Such forms are discussed for the near-threshold case, the Paris regime and for cases where the peak energy release rate (ERR) approaches the material fracture toughness. A single-hidden-layer neural network (SHLNN), trained according to the extreme learning paradigm [25,26], is proposed as an alternative to power laws for modelling FDG.

This contribution is organised as follows: the concept of similitude via the normalisation of the variables governing FDG in composites is revisited in Sections 2.1 and 2.2. The application of self-similarity concepts to FDG is illustrated in Sections 2.3 and 2.4, whereby the approach employed by Barenblatt and Botvina [9,10] for cracks in alloys is extended to fatigue-driven delamination. The key assumption is that progressive interlaminar fracture occurs in a quasi-brittle fashion. Section 2.5 addresses the introduction of a characteristic length scale and a brittleness number to describe FDG in composites, based on the Mandell and Meier [33] non-singular crack-tip stress field. Section 3.1 summarises the principles of extreme machine learning for single-hidden-layer neural networks and the associated application to FDG via self-similarity principles. In Sections 3.2 and 3.3, FDG data published by Tanaka et al. [45-47] are considered as a case study, outlining the merits of a SHLNN approach compared to the usage of a power-law of the Hartman-Schijve type [13].

2. Similitude and self-similarity considerations for FDG

2.1. Delamination driving force

In a linear elastic fracture mechanics (LEFM) perspective, FDG is usually described using power-laws of the Paris type. Strictly speaking, a Paris-type equation should include the stress intensity factor (SIF) range $\Delta K$ as the crack driving “force” [24]. However, the most common modelling assumption for representing FDG is that the interlaminar growth rate depends either on the crack-tip ERR range $\Delta G$ or the peak ERR $G_{\text{max}}$ [35]. In LEFM, all the aforementioned quantities are closely related and interchangeable from a mathematical point of view. In particular, it is worth recalling that the maximum ERR values are related to the corresponding peak SIFs via [42,44]

$$G_{\text{L,max}} = \alpha_{L} K_{L,max}^2.$$  \hspace{1cm} (1)

where the subscript L = I,II denotes the fracture mode. The coefficients $\alpha_{L}$ have dimensions of compliance moduli and are recalled in Appendix A. For the relation between the SIF range and the corresponding peak value, one has

$$K_{L,max} = \frac{\Delta K_{L}}{1-R};$$ \hspace{1cm} (2)

where $R$ is the stress ratio. Consequently, the expression of the ERR range via the peak SIF is

$$\Delta G_{L} = \alpha_{L} (1-|R|) K_{L,max}^2,$$  \hspace{1cm} (3)

which is valid for both positive and negative R ratios. Finally, the ERR and SIF ranges are related by

$$\Delta G_{L} = \frac{\alpha_{L}}{(1-R^2)} \Delta K_{L}^2.$$ \hspace{1cm} (4)

Many different semi-empirical equations have been proposed to describe FDG in laminated composites, aiming to find a power-law expression that can consistently represent the effect of stress-ratio and mode-mixity on the propagation of interlaminar cracks. Khan et al. [31] recently presented a comprehensive review of this topic. ERR-related expressions of the delamination driving force have been introduced in the literature because the modal components from Eqs. (3), and (4) can be summed in order to give a total peak ERR $G_{\text{max}}$ (or a total ERR range $\Delta G$) in mixed-mode fatigue scenarios. On the contrary, the SIFs are not additive. However, Rans et al. [37] pointed out that representing FDG data with respect to $\Delta G$ violates the similitude principle. This is because, given a delaminated specimen with a prescribed geometric configuration, the ranges of the interlaminar crack-tip SIFs $\Delta K_{L}$ are proportional to the range of the applied load $P_{\text{max}} - P_{\text{min}}$. On the other hand, the total ERR range $\Delta G$ is proportional to $P_{\text{max}}^2 - P_{\text{min}}^2$. This may actually cause a wrong interpretation of the effect of the stress-ratio, particularly in terms of the slope of the $d\Delta/dN$ versus $\Delta G$. For this reason, Rans et al. [37] proposed to consider the following revised definition of the ERR range:

$$\Delta' G := \left( \sqrt{G_{\text{max}}} - \sqrt{G_{\text{min}}} \right)^2.$$  \hspace{1cm} (5)
which correctly represents the variation of the applied load and therefore respects the similitude principle. The range of the square-rooted mixed-mode ERR $\Delta \sqrt{C}$ can be conveniently expressed as

$$\Delta \sqrt{C} := \sqrt{C_{\max}} - \sqrt{C_{\min}}. \quad (6)$$

Hence, Eqs. (5) and (6) imply that $\Delta \sqrt{C} = \sqrt{\Delta C}$.

2.2. Similitude parameters for FDG

Let the mixed-mode FDG in a unidirectional composite be considered, with a prescribed waveform of the cyclic load at a fixed frequency. The composite material is assumed to behave in a quasi-brittle fashion when it experiences interlaminar failure. Let us also restrict ourselves to the scenario where FDG takes place at constant temperature and where the moisture concentration within the material has a fixed uniform value. Given these hypotheses, the FDG rate can be expressed in very general terms as follows:

$$\frac{da}{dN} = f_0 \left[ \Delta \sqrt{vC}, \sqrt{C_{\max}}, \Delta \sqrt{C_{th}(\phi)} \right],$$

where $a$ is the delamination length and $\Delta \sqrt{C_{th}(\phi)}$ represents the mixed-mode dependent range of the square-rooted ERR at threshold, i.e.

$$\Delta \sqrt{C_{th}} = \left( \sqrt{C_{\max}} - \sqrt{C_{\min}} \right)_{th}. \quad (8)$$

Note that in general

$$\sqrt{C_{\max}} = \frac{\Delta \sqrt{C}}{1 - R}. \quad (9)$$

In Eq. (7), $\phi$ is the mode-mixity, which is defined as

$$\phi := \frac{G_{II}}{G_{I} + G_{II}}. \quad (10)$$

$G_{C}$ in Eq. (7) denotes the mixed-mode fracture toughness, while $\sigma_C$ is the interlaminar strength of the composite material; finally, $\epsilon_C$ is length of the associated process zone ahead of the crack tip. The aforementioned three quantities are functions of the mode-mixity $\phi$. Finally, $h$ is the thickness of the cracked laminate. The latter is assumed to be much smaller than the laminate length and width and it can be therefore considered as the characteristic dimension of the elastic body.

Adopting length $L$ and force $F$ as fundamental units, the quantities that appear in Eq. (7) have the following dimensions:

$$[a] = [h] = [\epsilon_C] = [da/dN] = L,$n
$$[\Delta \sqrt{C}] = [\sqrt{C_{\max}}] = [\Delta \sqrt{C_{th}}] = [\sqrt{C}_{C}] = \sqrt{F/L} = L^{-1/2}.$$

In analogy with the usual assumptions adopted for crack growth in alloys [9,18], let the charcteristic length scale $\ell_C(\phi)$ and the square-rooted mixed-mode fracture toughness $\sqrt{C_C}(\phi)$ be considered as independent parameters. Therefore, invoking the Buckingham $\pi$ theorem [14] allows rewriting Eq. (7) by considering only seven dimensionless numbers out of the nine initially introduced in Eq. (7), i.e.

$$\frac{da}{dN} = f_1 \left[ \frac{\Delta \sqrt{C}}{\sqrt{C_{C}(\phi)}}, \frac{\Delta \sqrt{C_{th}(\phi)}}{\sqrt{C_{C}(\phi)}}, \frac{\Delta \sqrt{C_{th}(\phi)}}{\sqrt{C_{C}(\phi)}}, \frac{\epsilon_C(\phi)}{\epsilon_C(\phi)}, \frac{h}{\ell_C(\phi)}, \frac{R}{\ell_C(\phi)} \right]. \quad (12)$$

At any given mode-mixity, the experimental evidence suggests that [24,46] 1) no crack growth occurs below the threshold square-rooted ERR range; 2) when the peak ERR reaches the material mixed-mode toughness, static fracture ensues. Hence, Eq. (12) can be recast in the following form:

$$\frac{da}{dN} = \ell_C(\phi)f_2 \left[ X_f, X_s, Z(\phi), \frac{h}{\ell_C(\phi)}, \frac{a}{\ell_C(\phi)}, R, \phi \right].$$

where the first three non-dimensional arguments are defined as

$$X_f(\phi) := \frac{\Delta \sqrt{C} - \Delta \sqrt{C_{th}(\phi)}}{\sqrt{C_{C}(\phi)}},$$

$$X_s(\phi, R) := 1 - \frac{\sqrt{C_{\max}}}{\sqrt{C_{C}(\phi)}} = 1 - \frac{\Delta \sqrt{C}}{(1 - R)\sqrt{C_{C}(\phi)}},$$

$$Z(\phi) := \frac{\sigma_C(\phi)}{\epsilon_C(\phi)}. \quad (14)$$

Since no FDG can occur below the fatigue threshold, we necessarily have $X_f \geq 0$. Similarly, FDG can take place only after static fracture, hence $X_s > 0$. For the function $f_2$ in Eq. (13), the following limits must hold: $f_2 \to 0^+$ for $X_f \to 0^+$, which corresponds to the threshold condition; and $f_2 \to \infty$ for $X_s \to 0^+$, the latter representing static fracture.

The parameter $Z(\phi)$ in Eq. (14) resembles the brittleness number introduced by Carpinteri [15] for describing the fracture of concrete beams. For a perfectly brittle material, there is no process zone ahead of the crack tip, hence $\ell_C(\phi) = 0$ and $Z(\phi) = 0$. However, in this case the derivations presented above are not valid, because the delamination length cannot be normalised via a null quantity. On the other hand, for quasi-brittle materials $\ell_C(\phi) \neq 0$, thus in general $Z(\phi) > 0$.

It is important to observe that establishing the similitude parameters for FDG via dimensional considerations does not provide any further information regarding the actual functional forms of either $f_1$ in Eq. (12) or $f_2$ in Eq. (13).

2.3. Self-similarity of FDG with respect to $\Delta \sqrt{C}$

Barenblatt [8-12] investigated the concept of self-similarity in continuum mechanics, with special emphasis on turbulence and fracture problems. Barenblatt’s work was complemented and extended by Carpinteri [16], Spagnoli [43], Ritchie [39] and Giavavalle et al. [18], who examined the specific forms that fatigue crack propagation laws for alloys should take in order to comply with self-similarity principles. Generally speaking self-similarity implies that a physical phenomenon appears the same on multiple observation scales, both in time and space. However, provided that an arbitrary physical law is expressed via a set of fundamental non-dimensional “similitude” parameters, two different kinds of self-similarity are possible.

Self-similarity of the first kind (also denoted as “complete”) entails that, when one of the parameters tends either to zero or to infinity, there exists a corresponding finite and non-zero limit for the physical law. On the other hand, self-similarity of the second kind (or, equivalently, “incomplete”) implies that the dependency of the physical law on one of the parameters can be suitably described via a power-law, which represents an “intermediate asymptote” [8,12].
the case where incomplete self-similarity holds with respect to a given parameter, the exponent of the associated power law cannot be obtained only by similitude considerations. Thus, the power-law exponent represents an inherent property of the phenomenon observed, which needs to be empirically assessed. Moreover, such an exponent depends on all the other non-dimensional numbers that appear in the equations governing the phenomenon considered [8,12,20].

Self-similarity of both kinds implies similitude, but not vice-versa. Looking back at Eq. (13), it is here assumed that the laminate thickness $h$ and the delamination length $a$ are both much larger than the size of the process zone $\xi_c(\phi)$. In other words, invoking self-similarity of the first kind with respect to the aforementioned parameters, Eq. (13) becomes

$$\frac{da}{DN} = \xi_c(\phi)f_2[\chi(\phi), \chi_1(\phi,R), Z(\phi), R, \phi].$$

(15)

where $f_2 = \lim_{\xi_c \rightarrow \infty}(\lim_{h/\xi_c \rightarrow \infty} f_2)$. In other words, assuming complete self-similarity with respect to the ratio $h/\xi_c$ implies neglecting the size effect that would otherwise be present if the coupon thickness is comparable with the length of the process zone in a quasi-brittle material. Similarly, self-similarity of the first kind with respect to $a/\xi_c$ implies neglecting the effects associated with "mechanically" short cracks in quasi-brittle solids.

In Eq. (15) one has $\lim_{a \rightarrow 0} f_2 = 0$. Thus only self-similarity of the second kind can hold for $f_2$ with respect to its argument $\chi(\phi)$. As a consequence, Eq. (15) can be recast in the following power-law form:

$$\frac{da}{DN} = \xi_c(\phi)\chi_2(\phi,R)Z(\phi,R)RF_s[\chi(\phi,R), Z(\phi), R, \phi].$$

(16)

where $\alpha[\chi_1(\phi,R), Z(\phi), R, \phi] > 0$. Let us consider the scenario where the range of the square-rooted ERR is significantly larger than the corresponding threshold, i.e. $\Delta\sqrt{G}/\Delta\sqrt{G_{th}} \gg 1$, and the square-rooted peak ERR is much smaller than the associated mixed-mode toughness, i.e. $\sqrt{G_{max}/G_c(\phi)} \ll 1$, which also implies $\chi_2 \rightarrow 1$. Hence, Eq. (16) can be written as follows:

$$\frac{da}{DN} = C(R, \phi)\left(\Delta\sqrt{G}\right)\beta(R, \phi),$$

(17)

where

$$C(R, \phi) = \frac{\xi_c(\phi)f_4[1, Z(\phi), R, \phi]}{G_c^{1/2(R, \phi)}}.$$

$$\beta(R, \phi) = \alpha[1, Z(\phi), R, \phi].$$

(18)

Eq. (17) is an FDG equation of the classical Paris type, which is valid outside the near-threshold region. It is important to observe that, in analogy to what was concluded by Barenblatt and Bovina [9,10] for fatigue cracks in alloys, the pre-factor and the exponent of the Paris law for fatigue-driven delamination in composites are not material properties. In general, they also depend on the stress ratio and the mode-mixity. Eq. (17) confirms that, as pointed out by Rans et al. [37], $\Delta\sqrt{G}$ is the Paris-type crack driving force that respects the similitude principle. However, it must be also pointed out that, according to self-similarity principles, simply using $\Delta\sqrt{G}$ as crack driving force is not sufficient to explain the effects of the stress ratio and mode-mixity on FDG, because of the dependency of both $C$ and $\beta$ in Eq. (17) on $R$ and $\phi$.

A further important remark has to be made regarding the usage of the peak ERR $G_{max}$ to describe FDG. Substituting Eq. (9) into Eq. (17) leads to the following equation:

$$\frac{da}{DN} = C^*(R, \phi)\left[\frac{G_{max}}{G_c(\phi)}\right]^\frac{1/2(R, \phi)}{1/2(R, \phi)},$$

(19)

where:

$$C^*(R, \phi) = \frac{\xi_c(\phi)f_4[1, Z(\phi), R, \phi]}{(1 - R)^{1/2(R, \phi)}}.$$

(20)

Hence, describing FDG as a function of the peak ERR, with pre-factors and exponents that depend on the mode-mixity and stress-ratio, complies with self-similarity principles; hence, it does not violate similitude. Such an approach is therefore totally legitimate from both a mathematical and a physical point of view, provided that the ensuing ERR range is sufficiently far from the threshold region and that the peak ERR is much lower than the mixed-mode fracture toughness. FDG models have the functional form of Eq. (19) have been proposed by, among others, O’Brien et al. [35,36], Murri [34], Ratcliffe and Johnston [38], Andersons et al. [4] and Allegri et al. [1-3].

2.4. Self-similarity with respect to $\Delta\sqrt{G}$ and $\sqrt{G_{max}}$

Let us consider the case where the range of the square-rooted ERR is of the same order of magnitude as the corresponding mixed-mode threshold and the peak ERR is not significantly smaller than the mixed-mode toughness. Under these assumption, the general expression of the FDG law is given again by Eq. (16). Actually, one may observe that the FDG rate diverges when $G_{max} \rightarrow G_c$, i.e. $\lim_{a \rightarrow 0} f_2 = \infty$. Thus one may invoke incomplete self-similarity also with respect to $\chi_1$ and in this case Eq. (16) becomes

$$\frac{da}{DN} = \xi_c(\phi)\chi_1(\phi,R)\beta(R, \phi)\left[\frac{\xi_c(\phi)f_4[1, Z(\phi), R, \phi]}{G_c^{1/2(R, \phi)}}\right].$$

(21)

with $\gamma[\chi(\phi), R, \phi] > 0$ and $\delta[\chi(\phi), R, \phi] < 0$. Reverting to non-normalised variables, Eq. (21) can be rearranged as follows:

$$\frac{da}{DN} = F(R, \phi)\left(\Delta\sqrt{G} - \Delta\sqrt{G_{th}}\right)^{\alpha_1(R, \phi)}\left(1 - \frac{G_{max}}{G_c(\phi)}\right)^{\alpha_2(R, \phi)},$$

(22)

where

$$F(R, \phi) = \frac{\xi_c(\phi)f_2[1, Z(\phi), R, \phi]}{G_c^{1/2(R, \phi)}}.$$

$$\alpha_1(R, \phi) = \gamma[\chi(\phi), R, \phi], \quad \alpha_2(R, \phi) = \delta[\chi(\phi), R, \phi].$$

(23)

Assuming $\alpha_2 = -\alpha_1/2$, Eq. (23) gives the modified Hartman-Schijve [22,29] equation for FDG, which was proposed by Jones et al. [28] and recently revisited by Brunner et al. [13] and Yao et al. [49]. Considering $\alpha_2 = -\alpha_1$, Eq. (23) yields the FDG law that was introduced by Andersons et al. [5]. As in the case of equations of the Paris type, the pre-factor and exponents for phenomenological FDG models of the Hartman-Schijve class generally depend on the stress ratio and mode-mixity. Therefore, postulating a relation between the exponents would represent a further restriction of the general form given in Eq. (22), which would need to be empirically justified.

Most importantly, for the class of FDG models represented by Eq. (22), the crack driving force comprises both a cyclic and a monotonic component. Hence, similitude does not hold when the load
range \( P_{\text{max}} - P_{\text{min}} \) is kept constant, but the peak load \( P_{\text{max}} \) also plays a significant role in FDG.

When considering mode I fatigue crack propagation in alloys, typical threshold values for the SIF range are in the order of 4 MPa \( \sqrt{\text{m}} \approx 160 \text{ MPa} \sqrt{\text{m}} \), while typical fracture toughness values are about 80 MPa \( \sqrt{\text{m}} \approx 2500 \text{ MPa} \sqrt{\text{m}} \). Assuming a representative Young's modulus of the order of 100 GPa for alloys, the aforementioned values give a square-rooted ERR threshold and a toughness of \( \Delta \sqrt{\text{C}}_\text{th} = 0.5 \sqrt{\text{MPa} \text{mm}} \) and \( \sqrt{\text{C}}_\text{C} = 8 \sqrt{\text{MPa} \text{mm}} \), respectively. For a fibre reinforced composite, the experimental evidence [1, 2, 4, 24, 36, 45-47] suggests \( \Delta \sqrt{\text{C}}_\text{th} = 0.3 \sqrt{\text{MPa} \text{mm}} \) and \( \sqrt{\text{C}}_\text{C} = 0.5 \sqrt{\text{MPa} \text{mm}} \) for mode I; and \( \Delta \sqrt{\text{C}}_\text{th} = 0.5 \sqrt{\text{MPa} \text{mm}} \) and \( \sqrt{\text{C}}_\text{C} = 1 \sqrt{\text{MPa} \text{mm}} \) for mode II.

Hence, the Paris regime for fatigue crack growth in alloys, i.e. the \( \Delta \sqrt{\text{G}} \) range in which the effect of \( \sqrt{\text{G}}_{\text{max}} \) can be considered negligible, is significantly wider than the corresponding \( \Delta \sqrt{\text{G}} \) domain for FDG in composites, for which in fact such a range may not exist at all, especially in mode I. This is also reflected by the fact that the \( \beta \) exponent for FGD in Eq. (17) takes values of about 10 for several CFRP materials [4,3,45,46,47], while the Paris law exponents in alloys are about 5. Overall, the argument outlined above supports the application of semi-empirical laws that have the form of Eq. (22) for describing FGD, as the Hartman-Schijve criterion. Nonetheless, this implies dropping the load-only similitude argument and choosing a definition of the crack driving force that also involves the peak cyclic load via the peak ERR load via the peak ERR.

\section*{2.5. Remarks on the brittleness number \( Z(\phi) \) and the characteristic length \( \ell_C(\psi) \)}

Mandell and Meier [33] proposed a non-singular crack tip stress field for describing the fracture process of cross-ply laminates comprising translaminar cracks. The Mandell and Meier stress field was applied to mode I and mode II fatigue-driven delamination by Andersons [4] and Allegri [3], respectively. The fundamental assumption introduced by Mandell and Meier is that for quasi-brittle materials there exists a region ahead of the crack tip where the stress is constant and progressive damage accumulation takes place, as shown in Fig. 1. Outside such a region, the asymptotic stress field has the classical \( 1/\sqrt{r} \) dependency, where \( r \) is the distance from the crack tip. For a mode I delamination, the Mandell and Meier stress field has the following expression:

\[ \sigma_{33}(r) = \begin{cases} \sigma_C \sqrt{\frac{G_{IC}}{G_{IC}}} & r < \ell_C, \\ \frac{\sigma_C}{\sqrt{\text{m}}} & r \geq \ell_C, \end{cases} \tag{24} \]

where \( \sigma_{33} \) is the hoop stress and \( \sigma_C \) is the interlaminar tensile strength. From Eq. (24), one can immediately observe that when the ERR reaches the material fracture toughness, i.e. \( G_I = G_{IC} \), then the value of the hoop stress for \( r < \ell_C \) equals the material strength, i.e. \( \sigma_{33} = \sigma_C \). This way strength and fracture criteria are reconciled and made equivalent. The characteristic distance \( \ell_C \) corresponds to the location of the point ahead of the crack tip where the classical asymptotic stress field equals the material strength, i.e.

\[ \ell_C = \frac{G_{IC}}{2\pi\sigma_C \sqrt{\text{m}}}. \tag{25} \]

For mode II delamination, the expression of the Mandell and Meier shear stress field is formally analogous to that in Eq. (24), i.e.

\[ \sigma_{13}(r) = \begin{cases} \tau_C \sqrt{\frac{G_{IC}}{G_{IC}}} & r < \ell_{IC}, \\ \frac{\tau_C}{\sqrt{\text{m}}} & r \geq \ell_{IC}, \end{cases} \tag{26} \]

where \( \tau_C \) is the interlaminar shear strength. The characteristic distance in mode II is given by

\[ \ell_{IC} = \frac{G_{IC}}{2\pi\tau_C \sqrt{\text{m}}}. \tag{27} \]

Similarly to the mode I case, from Eq. (26) one can observe that the shear stress \( \sigma_{13} \) reaches the corresponding material strength \( \tau_C \) when \( G_I = G_{II}. \) From the considerations above, it is clear that \( \ell_{IC} \) and \( \ell_{IC} \) represent the extent of the process zone in a Mandell-Meier quasi-brittle material, respectively for mode I and mode II. Considering the third of Eqs. (14), (25) and (27) yields the following expressions of the brittleness number \( Z(\phi) \) for mode I and for mode II:

\[ Z(0) = \frac{1}{2\pi\sigma_C \sqrt{\text{m}}}, \quad Z(1) = \frac{1}{2\pi\tau_C \sqrt{\text{m}}}. \tag{28} \]

Eq. (28) shows that the brittleness number does not depend on the toughness, but it is related only to the stiffness and strength properties of the material. Regarding the application of the Mandell and Meier crack tip stress model to mixed-mode scenarios, let it be assumed that for \( 0 < \phi < 1 \) Eqs. (24) and (26) still apply, but with an associated process zone length whose value \( \ell_C(\phi) \) needs to be determined. For mixed-mode fracture, the linear ERR interaction criterion is here considered [27]:

\[ \frac{G_I}{G_{IC}} + \frac{G_{II}}{G_{II}} = 1. \tag{29} \]

Observing that \( G_I = (1 - \phi)G \) and \( G_{II} = \phi G \), the criterion in Eq. (29) is equivalent to state that fracture occurs when the total ERR \( G = G_I + G_{II} \) reaches the mixed-mode fracture toughness:

\[ G_{C}(\phi) = \frac{G_{IC}G_{IC}}{G_{IC} + G_{II}(1 - \phi)}. \tag{30} \]

Moreover, in a mixed-mode case, Eqs. (24), and (26) yield

\[ G_I = G_{IC} \left( \frac{\sigma_{33}}{\sigma_C} \right)^2 \quad G_{II} = G_{II} \left( \frac{\sigma_{13}}{\tau_C} \right)^2 \quad r < \ell_C(\phi). \tag{31} \]
Substituting Eq. (31) into the fracture propagation criterion Eq. (29) leads to
\[
\left( \frac{\sigma_{33}}{\sigma_C} \right)^2 + \left( \frac{\sigma_{13}}{\sigma_C} \right)^2 = 1,
\]
which is the well-known stress-based quadratic criterion for delamination onset [27]. Hence, using the Mandell-Meier stress field, delamination initiation and propagation criteria can be made equivalent also in mixed-mode regimes. Substituting into Eq. (32) the values of the stresses at the boundary of the process zone, i.e. \( r = \ell_C(\phi) \), and assuming \( G_I + G_{II} = G_C(\phi) \) yield
\[
\frac{1}{2\pi \ell_C(\phi)} \left( \frac{G_I}{\alpha_I \sigma_C^2} + \frac{G_{II}}{\alpha_{II} \tau_C^2} \right) = 1.
\]
(33)

Eq. (33) leads to the following expression of the characteristic length in mixed-mode:
\[
\ell_C(\phi) = \frac{G_C(\phi)}{2\pi \left( \frac{1 - \phi}{\alpha_I \sigma_C^2} + \frac{\phi}{\alpha_{II} \tau_C^2} \right)}.
\]
(34)

Taking advantage of Eqs. (25) and (27), the mixed-mode characteristic length Eq. (34) can be equivalently expressed as
\[
\ell_C(\phi) = \frac{\ell_C(1) - \ell_C(0) G_{IC} + \ell_{IC} \phi G_{IC}}{G_{IC} \phi + G_{IC} (1 - \phi)}.
\]
(35)

From Eq. (35), it is straightforward to observe that \( \ell_C(0) = \ell_C \) and \( \ell_C(1) = \ell_{IC} \). Since within the process zone, i.e. for \( r < \ell_C(\phi) \), the stresses are proportional to the square root of the ERR components, one may introduce an equivalent interlaminar stress \( \sigma_C \), which is related to the direct and shear traction components via the following identities:
\[
\sigma_{33} = \sigma \sqrt{1 - \phi}, \quad \sigma_{13} = \sigma \sqrt{\phi}.
\]
(36)

Hence, delamination onset can be equivalently represented by the condition \( \sigma = \sigma_C(\phi) \), where
\[
\sigma_C(\phi) = \frac{\sigma_C \tau_C}{\sqrt{\sigma_C^2 \phi + \tau_C^2 (1 - \phi)}}
\]
(37)

is a mode-mixity dependent strength. Combining Eqs. (30), (35) and (37), the following expression of the brittleness number \( Z(\phi) \) is sought:
\[
Z(\phi) = \frac{1}{2\pi \sqrt{\sigma_C^2 \phi + \tau_C^2 (1 - \phi)}} \left[ \frac{\tau_C (1 - \phi)}{\alpha_I \sigma_C^2} + \frac{\sigma_C \phi}{\alpha_{II} \tau_C} \right].
\]
(38)

It is immediate to observe that Eq. (38) leads to Eq. (25) for \( \phi = 0 \) and to Eq. (27) for \( \phi = 1 \).

A final remark is due regarding the nature of the length scale \( \ell_C(\phi) \), which has been obtained from quantities related to static fracture. There is no guarantee that the process zone length in fatigue will be equal to the one attained under static loading. However, it is reasonable to assume that the size of the process zone will be comparable in both cases. This is due to the fact that fractographic investigations showed that the failure morphology in delaminated composites is very similar under both quasi-static loading and fatigue [21].

### 3. SHLNN application to FDG

#### 3.1. Modelling strategy

Extreme learning machines are feedforward single hidden-layer artificial neural networks (SHLNN) [25,26]. The training of this kind of networks is carried out by directly solving least-square problems and this provides a huge computational advantage compared to iterative learning schemes, such as back-propagation. SHLNN can be built using any arbitrary piecewise continuous function for the activation of the hidden neurons. The SHLNN weights for the hidden neurons can be randomly generated “a priori” from any continuous probability density function, i.e. the inner weights of the network can take fixed random values regardless of the dataset that the SHLNN is expected to learn. The training procedure affects only the weights associated with the output node, which is here considered to be simply additive. According to the universal approximation theorem, SHLNN can represent arbitrary continuous functions on any compact sub-domain of \( \mathbb{R}^n \). Moreover, it is relatively straightforward to implement (semi-)monotonic constraints in the training procedure of SHLNN [50]. These constraints are key for representing existing knowledge regarding the physical phenomena that the network is assumed to learn.

In order to describe FDG via SHLNN, the delamination growth rate is here represented by the following variable:
\[
Y(\phi) = \frac{2}{\pi} \tan^{-1} \left[ \log_{10} \left( \frac{1}{\ell_C(\phi)} \frac{da}{dN} \right) \right].
\]
(39)

The introduction of the inverse tangent function and the \( 2/\pi \) normalisation factor in Eq. (39) allows mapping the FDG rates in the closed interval \([-1, 1]\). Albeit not strictly necessary from a theoretical point of view, rescaling the input and output variables is numerically beneficial for the training of ANNs [6,25].

The FDG-governing equation is postulated as
\[
Y = g \left[ \chi_f(\phi), \chi_i(\phi, R), Z(\phi) \right].
\]
(40)

Eq. (39) is a contracted form of Eq. (15), where the dependency of the FDG on the stress-ratio \( R \) is lumped into the “static” crack driving parameter \( \chi_f \). Similarly, the dependency on the mode-mixity \( \phi \) is entirely ascribed to the brittleness number \( Z(\phi) \) and the characteristic length \( \ell_C(\phi) \). It is worth pointing out that Eq. (39) is valid only for cases where size effects can be discounted because of self-similarity of the first kind. As discussed in Section 2.3, this condition holds only for mechanically long cracks, i.e. \( a \gg \ell_C(\phi) \), and micro-structurally “thick” laminates, i.e. \( h \gg \ell_C(\phi) \).

A SHLNN representation of Eq. (39) comprising \( N \) hidden neurons can be given in the following form:
\[
Y = \sum_{j=1}^{N} c_j \psi \left[ w_j^{(1)} \chi_f + w_j^{(2)} \chi_i + w_j^{(3)} Z + \theta_j \right].
\]
(41)

In Eq. (41), \( w_j^{(k)} \) with \( k = 1, 2, 3 \) are the random inner weights of the network, while \( \theta_j \) are random activation thresholds for the SHLNN neurons; the \( c_j \) coefficients are the outer network weights, which have to be determined by training. Finally, \( \psi \) is the neuron activation function, which is here assumed to be sigmoidal [25], i.e.
\[
\psi(z) = \frac{1}{1 + e^{-z}}.
\]
(42)

where \( z \in \mathbb{R} \).
In extreme learning machine, the unknown outer weights $C_j$ are determined by minimising the following cost function:

$$C := \sum_{k=1}^{M} \left[ Y^{(k)} - Y \left[ \chi_j^{(k)} x_\ell, z^{(k)} \right] \right]^2,$$  \hspace{1cm} (43)

where the index $k$ in this context denotes the $k$-th experimental observation of FDG and $M$ is the number of data points in the training set. Substituting Eq. (41) into the cost function given above yields

$$C := \sum_{k=1}^{M} \left[ Y^{(k)} - \sum_{j=1}^{N} C_j \psi_j^{(k)} \right]^2,$$  \hspace{1cm} (44)

in which, for the sake of compactness

$$\psi_j^{(k)} := \psi \left[ w_j^{(1)} \chi_j^{(k)} + w_j^{(2)} x_j^{(k)} + w_j^{(3)} z^{(k)} + \theta_j \right].$$  \hspace{1cm} (45)

$C$ from Eqs. (43), and (44) represents the quadratic norm of the error between the experimental FDG observations and the SHLNN output. Minimising $C$ with respect to the outer weights

$$\frac{\partial C}{\partial \psi_j} = 0, \quad I = 1, \ldots, N,$$  \hspace{1cm} (46)

leads to the following linear system comprising $N$ equations in $N$ unknowns:

$$\sum_{j=1}^{N} \Psi_j \psi_j = Q_0,$$  \hspace{1cm} (47)

where

$$\Psi_j := \sum_{k=1}^{M} \psi_j^{(k)} \psi_j^{(k)}, \quad Q_i = \sum_{k=1}^{M} \psi_j^{(k)} Y_k.$$  \hspace{1cm} (48)

Since the matrix $\Psi_j$ is symmetric, solving the linear system in Eq. (47) is equivalent to minimising the following quadratic form:

$$Q = \frac{1}{2} \sum_{I=1}^{N} \sum_{j=1}^{N} C_j \psi_j C_j - \sum_{I=1}^{N} Q_0 C_j.$$  \hspace{1cm} (49)

From a physical point of view, the FDG rate is a non-decreasing function with respect to $\Delta \sqrt{C}$ for any given $\sqrt{C_{\text{max}}}$. Moreover, the FDG is also non-decreasing as a function of $\sqrt{C_{\text{max}}}$ for a prescribed $\Delta \sqrt{C}$. These semi-monotonic constraints hold independently of the mode-mixity considered. The aforementioned constraints can be enforced on the SHLNN representation by imposing

$$\frac{\partial Y}{\partial \psi_j} = \sum_{I=1}^{N} \psi_j \left[ w_j^{(1)} \chi_j^{(1)} + w_j^{(2)} x_j^{(1)} + w_j^{(3)} Z_j + \theta_j \right] w_j^{(1)} \geq 0,$$  \hspace{1cm} (50)

$$\frac{\partial Y}{\partial \psi_j} = \sum_{I=1}^{N} \psi_j \left[ w_j^{(1)} \chi_j^{(1)} + w_j^{(2)} x_j^{(1)} + w_j^{(3)} Z_j + \theta_j \right] w_j^{(2)} \leq 0.$$  \hspace{1cm} (51)

Note that the sign of the second inequality in Eq. (50) is due to the fact that $\chi_j$ decreases with $\sqrt{C_{\text{max}}}$ for any given $\Delta \sqrt{C}$. Eq. (50) represent the pre-existing physical knowledge of the FDG process that is embedded into the definition of the SHLNN. This is indeed a key difference between SHLNNs and multi-hidden-layer ANNs, since the latter do not allow a straightforward implementation of constraints in the form of Eq. (50). In this respect, a multi-hidden-layer ANN should be seen as a “black box”, since its inherent structure neither provides any information about the phenomenon being represented, nor it allows defining physically-based (semi-)monotonicity constraints between inputs and outputs that hold independently from the training set considered.

It is worth observing that the derivative of the logistic function that appears in Eq. (50) is given by

$$\psi(z) = \frac{e^{-z}}{1 + e^{-z}},$$  \hspace{1cm} (52)

hence $\psi(z) > 0, \forall z \in \mathbb{R}$. Therefore, the constraints in Eq. (50) can be equivalently expressed as follows:

$$\frac{\partial Y}{\partial \psi_j} = \sum_{I=1}^{N} \psi_j \left[ w_j^{(1)} \chi_j^{(1)} + w_j^{(2)} x_j^{(1)} + w_j^{(3)} Z_j + \theta_j \right] w_j^{(1)} \geq 0,$$  \hspace{1cm} (52)

$$\frac{\partial Y}{\partial \psi_j} = \sum_{I=1}^{N} \psi_j \left[ w_j^{(1)} \chi_j^{(1)} + w_j^{(2)} x_j^{(1)} + w_j^{(3)} Z_j + \theta_j \right] w_j^{(2)} \leq 0.$$  \hspace{1cm} (52)

The minimisation of the quadratic form from Eq. (49) under the constraints in Eq. (52) represents a quadratic programming problem that can be easily solved using freely available numerical libraries.

### 3.2. FDG dataset

The FDG data generated by Tanaka et al. [45-47] for the carbon/epoxy system T800H/#3631 is considered as case study. This dataset comprises a full span of the mode-mixity range. Multiple stress-ratio values were considered in mode I and mode II, including fully-reversed loading in the latter case.

Tanaka et al. [45-47] also took special care in characterising the threshold values $K_\text{th}$ for the SIF range by identifying the regions of the $d\alpha/d\gamma$ versus $\Delta K$ diagram where the FDG rates deviated from a Paris power-law trend. A minimum of five experimental data points were obtained in those regions for the mixed-mode and mode II tests.

The stiffness and strength properties of T800H/#3631 are summarised in Table 1; the material has been considered transversely isotropic for the purpose of this analysis. The fatigue threshold and fracture toughness values for T800H/#3631 are given in Table 2. The mixed-mode fracture toughness values $C_\ell(\phi)$ have been calculated by means of Eq. (30) from the mode I and mode II data presented in Refs. [45] and [46]. In Table 2, the characteristic length $\ell_\ell(\phi)$ has been evaluated via Eq. (35), while the brittleness number $Z(\phi)$ has been calculated from Eq. (38). All the coupons tested (DCB for mode I; MMB for mixed-mode; ENF and ELS for mode II) were compliant with ASTM standards for static fracture toughness characterisations. The transversal geometric dimensions of the specimens were the same in all the tests (i.e. 6.2 mm thickness and 20 mm width). A Teflon insert film, 12 µm thick, was employed as a starter crack in all the coupons.

The gauge length of the specimens was 100 mm, with starter cracks between 20 mm and 30 mm long.

Given these dimensions and the characteristic length values reported in Table 2, one can conclude that all the tests were carried out in a regime where the delaminations is “long” from a mechanical point of view, i.e. $a \gg \ell_\ell(\phi)$. However, it should also be observed that growing fatigue cracks directly from inserts may happen in a mechanically “short-crack” regime. This is due to the fact that the onset of a delamination from an artificial insert requires the formation of a process zone, so pre-cracking of the coupons should be undertaken before FDG data are collected. This pre-cracking should be carried out in fatigue and at the same mode-mixity of the actual FDG test to be performed, otherwise the geometry of the process
zone would vary from the pre-cracking stage to the actual FDG characterisation. Attaining a “long” delamination regime, i.e. $a \gg \ell_C(\phi)$, is also crucial in order to ensure that LEFM can be correctly applied for the calculation of ERR-related quantities. If the size of the inter-laminar crack is comparable with the characteristic length, the ERR should be estimated considering the actual cohesive nature of the delamination-tip stress field. Hence, employing the $J$-integral would be mandatory. In this respect, the $a \gg \ell_C(\phi)$ condition represents a regime that we can denote as “small-scale quasi-brittleness” (in analogy to the well-known “small-scale yielding” in alloys [39]), where LEFM holds.

Regarding the effect of the coupon thickness, the ratio $h/\ell_C(\phi)$ is not constant in the dataset, dropping from 67 in pure mode I (DCB coupons) to 8 in mode II (ENF coupons). The latter value may be too small for invoking self-similarity of the first kind with respect to the laminate thickness, but this should be verified performing additional fatigue tests on coupons with scaled dimensions, in order to assess the actual influence of the parameter $h/\ell_C(\phi)$. Such an investigation is beyond the scope of this paper, but it would be definitely worth undertaking for improving the understanding of FDG in composites.

The FDG data obtained in Refs. [45-47] are presented in Figs. 3–5. The dashed lines in the figure give the FDG rate obtained from the SHLNN, which will be discussed in detail in Section 3.3.

Concerning the experimental results, it is worth observing that the mode I FDG data presented in Fig. 3 are much sparser than those given in Figs. 4 and 5 for the mode II and mixed-mode cases, respectively. FDG thresholds are clearly visible in the latter two figures for propagation rates below $10^{-7}$ mm/cycle. More in detail, Fig. 4 shows that the mode II threshold expressed in terms of the square-rooted ERR does not depend on the stress ratio, since all the curves presented tend to converge to FDG rates below $10^{-7}$ mm/cycle, when $D\sqrt{G}$ approaches the limit propagation value reported in Table 2. The mixed-mode data in Fig. 5 also suggest that $D\sqrt{G}(\phi)$ steadily increases with the mode-mixity, i.e. delamination growth in the near threshold regime is delayed as the mode II fraction of the total ERR increases.

Regarding mode I, fitting two straight lines through the data in Fig. 3 for the $R = 0.2$ and $R = 0.5$ cases would suggest a decreasing FDG threshold for an increasing stress-ratio. This effect may depend on two different factors, namely fibre bridging and crack closure. Since the experiments in Refs. [45-47] were carried out in displacement control, the near threshold mode I data are obtained for a fully developed fibre-bridging zone that “shields” the crack tip [40]. This implies that the size of the bridged region should become smaller as the stress ratio increases, thus providing less shielding. Since the peak delamination opening displacement increases with the stress-ratio when $\Delta \sqrt{G}$ is kept constant, one may conclude that bridging fibres are more easily broken and/or pulled out as the stress-ratio is raised, thus reducing the shielding effect. Nonetheless, Khan et al. [30] conducted mode I FDG experiments whereby they progressively cut bridging fibres as the delamination advanced. Their results suggest that the effect of the bridging on the near-threshold FDG rates is very limited. Clearly, in DCB coupons fibre bridging become more and more prominent as the delamination advances, so the resulting driving force should be

### Table 1

<table>
<thead>
<tr>
<th>$E_{1s}$ (GPa)</th>
<th>$E_{3s}$ (GPa)</th>
<th>$G_{13s}$ (GPa)</th>
<th>$\nu_{13s}$</th>
<th>$\sigma_C$ (MPa)</th>
<th>$\tau_C$ (MPa)</th>
<th>$\alpha_{Ia}$ (1/MPa)</th>
<th>$\alpha_{IIa}$ (1/MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>137</td>
<td>8.1</td>
<td>4.8</td>
<td>0.31</td>
<td>69.6</td>
<td>102.9</td>
<td>$9 \times 10^{-5}$</td>
<td>$2 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

* From Ref. [46].
* From Ref. [17].
* From Eq. (A.2).
Here, don't collapse on the same curve for the material system considered.

Crack driving force, the FDG rates obtained at different stress-ratios are significant faster when the peak ERR increases. However, such an effect is independent from \( \sqrt{G_{\text{max}}} \) also plays a significant role, as the FDG becomes significantly faster when the peak ERR increases. However, such an effect appears to be an inherent property of FDG in fibre-reinforced composites, rather than a consequence of "extrinsic" mechanisms \[40\], such as fibre bridging or interlaminar crack closure.

Finally, the scatter of experimental data in Figs. 3–5 is significant, yet representative of the typical level of uncertainty observed for FDG in composites. Yao et al. \[49\] demonstrated that the modified Hartman-Schijve equation can be employed to generate an "A-basis" FDG rate for the robust design of composite structures. The SHLNN approach presented here aims to obtain average delamination propagation rates, but an extension of the neural-network model to the prediction of the FDG data scatter will be considered in future work.

### 3.3. Results and discussion

The training and validation of the SHLNN sketched in Fig. 2 were carried out by subdividing the results of the experimental FDG tests in two datasets, as illustrated in Table 3. The purpose of such subdivision was to provide a sufficient amount of information for the SHLNN to learn the effect of the stress-ratio and mode-mixity, considering extreme as well as intermediate values of both parameters as training scenarios. Overall, 60% of the experimental data were used for training the SHLNN, while 40% were employed for validation purposes. The input variables, i.e. \( \chi_f, \chi_s, Z \) were all linearly rescaled in order to range between \(-1 \) and \(1\).

The inner weight and threshold values in Eq. (41) were sampled according to a Gaussian distribution with zero mean and unit standard deviation. The outer weights \( c_j \) of the SHLNN were calculated by solving the quadratic programming problem involving the minimisation of Eq. (49) with the constraints Eq. (52); this was done employing the routine QUADPROG available in MATLAB 2017a, with the "interior-point" method as solution algorithm. The number of neurons in the hidden layer was progressively increased and the associated root mean square error (RMSE) with respect to the input dataset computed. The RMSE is related to the cost function from Eq. (44) via the relation \( \text{RMSE} = \sqrt{C/M} \). A number of hidden neurons \( N \) ranging between 10 and 10\(^3\) was considered; the resulting RMSE values with respect to the training dataset are plotted in Fig. 6. The plateauing of the RMSE as the number of neurons is increased can be easily appreciated. In order to avoid over-fitting phenomena, the trained SHLNN configuration considered here comprises 110 hidden neurons (red datum in Fig. 6), for which the RMSE is only 3% above the error value that would be attained for \( N = 1000 \). Moreover, a further simplification can be introduced by considering the "spectrum" of \( c_j \) values and dropping the outer weights that can be considered negligible according to the following criterion:

\[
\frac{|c_j|}{\max(c_j)} \leq \delta, j = 1, 2, \ldots, N, \tag{53}
\]

where \( \delta \) is a prescribed threshold. Assuming \( \delta = 10^{-6} \) and \( N = 110 \), according to the criterion in Eq. (53), only 18 of the \( c_j \) weights need to be corrected in order to obtain "bridging-free" FDG rates \[49\]. Such a correction is not implemented in this paper, because it would require a static R-curve \[34,38,49\] for the material considered here, which unfortunately is not available. Regarding crack closure in delamination growth, Hojo et al. \[23\] observed that the effective SIF range in unidirectional composites, rather than a consequence of "extrinsic" mechanisms \[40\], appears to be an inherent property of FDG in fibre-reinforced composites.
be retained. The increase of RMSE caused by pruning 92 of the neurons from the hidden layer is less than 0.1% when compared to the value attained for \( N = 110 \). Hence, the SHLNN expansion in Eq. (41) can be truncated to 18 terms without compromising the accuracy of the FDG representation.

It is also worth remarking that the solution of the quadratic programming problem for the determination of the outer weight is extremely fast, requiring a maximum of 20 iterations of the interior-point algorithm even for \( N = 1000 \). The total training run-time is typically less than \( 5 \times 10^{-2} \) s on a 2.8 GHz Intel Core-i7 PC with 8 Gb of RAM.

In order to compare the SHLNN approach with a more “traditional” phenomenological model based on a power law, the modified Hartman–Schijve (HS) equation proposed by Brunner et al. [13] and Vao et al. [49] is here considered:

\[
\frac{da}{dN} = F(R, \phi) \left[ \frac{\Delta \sqrt{G} - \Delta \sqrt{G_{th}}(\phi)}{\sqrt{1 - \sqrt{G_{max}/G_c}(\phi)}} \right]^{n(R, \phi)}
\]  

(54)

As discussed in Section 2.4, the FDG propagation law in Eq. (54) is a particular case of the more general form given in Eq. (22). The pre-factor \( F \) and exponent \( \alpha \) in Eq. (54) have been computed by fitting the experimental data from Tanaka et al. [45-47]. These fits require determining individual values of the pre-factor and the exponent for each combination of mode-mixity and stress-ratio, thus leading to 20 independent values of \( F \) and \( \alpha \) for the 10 experimental cases in Table 3. On the other hand, the SHLNN model requires determining 18 outer weights. No attempt is made here to introduce specific mathematical expressions for the dependency of the pre-factor and the exponent on \( R \) and \( \phi \) for the HS equation in Eq. (54). The purpose of this discussion is to demonstrate that the SHLNN model can predict with reasonable generality the effects of the stress-ratio and mode-mixity via the parameters \( \chi_f \) and \( Z(\phi) \).

The coefficients of determination \( R^2 \) (not to be confused with the square of the stress-ratio) for the SHLNN and HS models are presented in Table 3. These coefficients are calculated considering the log10(da/dN) as output variable for both models. Generally speaking, the coefficients of determination obtained for the SHLNN fit are higher than those calculated for the HS model, suggesting an overall better performance of the neural network-based approach. This is true also for the validation cases that were not included in the training dataset, thus demonstrating that the SHLNN model can generalise trends. However, there are two significant exceptions to what has been just stated: namely, the HS equation outperforms the SHLNN model in mode II at the stress ratios \( R = 0.2 \) and \( R = 0.6 \).

In both cases, as it can be appreciated in Fig. 4, the SHLNN prediction is conservative in the threshold regime, i.e. for FDG rates below \( 10^{-7} \) mm/cycle. This is due to the fact that, for \( \Delta \sqrt{G} \) constant, the second of the constraints in Eq. (52) implies that the crack growth rate must be non-decreasing with respect to the stress-ratio \( R \) at any given mode-mixity. In order to understand this point, let us consider \( \Delta \sqrt{G} \) constant and take advantage of the second of Eqs. (14) and (9); hence, the following identities can be derived from a straightforward application of the chain rule:

\[
\frac{\partial Y}{\partial R} = \frac{\partial Y}{\partial \chi_s} \frac{\partial \chi_s}{\partial R} = \frac{1}{\sqrt{G_c(\phi)}} \frac{\partial Y}{\partial \chi_s} \frac{\partial \sqrt{G_{max}}}{\partial R} =
\]

\[= - \frac{\Delta \sqrt{G}}{\sqrt{G_c(\phi)}} \frac{\partial Y}{\partial \chi_s} \frac{\partial \sqrt{1-R}}{\partial R} = - \frac{\Delta \sqrt{G}}{\sqrt{G_c(\phi)}} \frac{\partial Y}{\partial \chi_s} \frac{1}{(1-R)} \geq 0,
\]

(55)

where the last inequality holds by virtue of the second of Eq. (52). Hence, in the SHLNN output, individual FDG curves at the same mode-mixity and different stress ratios cannot overlap, albeit they will tend to converge as \( \Delta \sqrt{G} \) approaches the threshold value. This is exactly the behaviour that can be seen in Fig. 4. However, the experimental curves for different stress ratios actually cross over in the near-threshold regime, most possibly due to the inherent errors associated with measuring very small FDG rates. This is true in particular for \( R = 0.2 \) and \( R = 0.6 \) in mode II, i.e. in the cases where, unsurprisingly, the SHLNN model achieves the lowest coefficients of determination.

Considering the data plots in Figs. 3–5, one can observe that the high coefficients of determination for the SHLNN model generally correspond to an excellent fit of the experimental FDG rates, for both training and validation cases. The largest deviation from the test results are observed in the threshold regions, where the SHLNN predictions tend to be conservative. The trained SHLNN also captures the divergence of the FDG rates when the peak energy release rate approaches the material fracture toughness.

Fig. 7 illustrates the dependency of the exponent \( \alpha \) in the HS law as a function of the stress-ratio and the mode-mixity. It is important to observe that, in mode II, the exponent tends to increase with the stress-ratio when \( R > 0 \) and that there seems to be a minimum of \( \alpha \) for \( R \approx 0 \). However, the exponent rises again when shear load reversal is present, i.e. with \( R \) becoming increasingly negative. Due to the limited amount of data available in mode I, no definitive conclusion can be drawn regarding the dependency of the FDG exponent \( \alpha \) on \( R \).

At the stress-ratio of \( R = 0.2 \), the HS exponent tends to decrease with the mode-mixity. This trend becomes much clearer when \( \alpha \) is plotted as a function of the brittleness number \( Z(\phi) \), as in Fig. 8. This is a further confirmation that the brittleness number is an important parameter for describing FDG in composites and it should be properly accounted for when introducing phenomenological models for progressive delamination growth.

The charts illustrating the HS power-law fit of the experimental FDG data are included in the Supplementary material provided with this paper, together with a table reporting the \( F \) and \( \alpha \) parameters obtained from the regressions based on the HS equation.

4. Conclusions

Based on the theoretical analysis and numerical results presented in the paper, the following conclusions can be drawn:

1. The similitude of applied loads, which is underpinned by the usage of \( \Delta \sqrt{G} \) as crack driving force, is not sufficient for explaining the effect of stress-ratio on FDG in fibre-reinforced
composites. The peak energy release rate $G_{\text{max}}$ attained in a fatigue cycle also plays a significant role. Considerations based on incomplete self-similarity suggest that, in line with the most recent literature, FDG in fibre-reinforced composites is better described using semi-empirical power-laws of the Hartman-Schijve type. This is because the Paris range for FDG in composites is relatively narrow, i.e. delamination thresholds are much closer to static fracture toughness values when compared to the corresponding characteristic properties of fatigue-driven cracks in alloys.

2. If FDG occurs in the Paris range, power-law models based either on $\sqrt{D}G$ or on $G_{\text{max}}$ are equivalent in a self-similarity (and hence similitude) perspective. However, self-similarity implies that the pre-factor and the exponent of the FDG power-law equations depend on the stress-ratio and mode-mixity. The brittleness number $Z(\phi)$ introduced in this paper for mixed-mode FDG helps explaining the latter dependency.

3. Two different kinds of size-effects may exist regarding FDG: the first is governed by the ratio of the delamination length $a$ to the characteristic micro-structural length $\ell_C$, which is representative of the scale of the crack-tip process zone in quasi-brittle materials. The second size effect depends on the ratio of the laminate thickness $h$ to the micro-structural length scale $\ell_C$. These effects can be discounted by virtue of self-similarity of the first kind, provided that the aforementioned ratios are both sufficiently large. However, such a condition may not necessarily hold, especially when FDG is characterised in mode II using relatively thin laminates.

4. SHLNNs offer a viable solution for describing FDG in composites. This paper has shown that a SHLNN comprising 18 hidden neurons with sigmoid activation function can be trained to represent FDG data with accuracy comparable, if not superior, to that obtained employing a recent modified version of the Hartman-Schijve equation. The network inputs have been determined based on the same self-similarity considerations recalled in point 1 above. The inputs are expressed via the toughness-normalised square-rooted ERR range $\sqrt{\Delta G}$ and peak ERR value $G_{\text{max}}$, as well as the brittleness number $Z(\phi)$. One of the key advantages of using SHLNN for representing FDG is that the network can be trained using an extreme learning approach, which also allows imposing (semi-)monotonic constraints on the network output as a function of the inputs. These constraints can effectively represent inherent features of the observed physical behaviour, e.g. the fact that FDG must be an increasing function of the square-rooted ERR range $\sqrt{\Delta G}$, thus removing one of the main limitations associated with the “black-box” nature of multi-hidden-layer ANN.
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Appendix A. Normalised elastic constants

The normalised elastic constants for a two-dimensional plane stress regime are given by [42,44]

$$\lambda = \frac{E_3}{E_1}, \quad \rho = \frac{E_3}{E_1} \left( \frac{E_1}{2G_{13}} - \nu_{13} \right). \quad (A.1)$$

The material constants that appear in the relation between the ERR and SIF components in Eq. (1) are expressed as follows [42,44]:

$$\alpha_1 = \sqrt{\lambda} \left( \frac{1}{E_1} \beta + \frac{1}{E_3} \right), \quad \alpha_2 = \frac{1}{\sqrt{\lambda}} \left( \frac{1}{E_1} \beta + \frac{1}{E_3} \right). \quad (A.2)$$

Appendix B. Supplementary data

Supplementary data to this article can be found online at https://doi.org/10.1016/j.matdes.2018.05.049.