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Abstract

Data classification is a fundamental problem in machine learning. We study quantum speedup of the supervised data classification algorithms (quadratic, linear and naïve Bayes classifiers) based on Bayes’ theory. The main technique we use to achieve quantum speedup is block-encoding. However, to apply this technique effectively, we propose a general method to construct the block-encoding. As an application, we show that all the three classifiers achieve exponential speedup at the number of samples over their classical counterparts. As for the dimension of the space, quantum quadratic and linear classifiers achieve varying degrees of polynomial speedup, while quantum naïve Bayes’ classifier achieves an exponential speedup. The only assumption we make is the qRAM to prepare quantum states of the input data.
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1. Introduction

In machine learning, data classification is a problem of identifying to which of a set of class a new data belongs, on the basis of a set of training samples whose class membership is known. Many effective algorithms to accomplish the task of classification were discovered in the past decades, such as support vector machines, neural networks, k-means, k-nearest neighbour, etc. They have wide applications in computer vision, drug discovery and development, speech recognition, pattern recognition and so on [1–4]. However, these methods become time-consuming when the number of training samples or the dimension of the space is large. Quantum computer is a new computing device that is good at manipulating high dimensional data. Consequently, the corresponding quantum classifiers should be more efficient than their classical counterparts.

For instance, in [5], Lloyd et al proposed exponential fast quantum algorithms to implement the nearest mean and k-means methods. In [6], Wiebe et al studied the quantum version of the nearest-neighbour method. Quadratic speedup at the number of training samples was obtained. Rebentrost et al in [7] obtained an exponential speedup to implement the least-squares support
vector machines in the quantum computer. In [8], Aimeur et al showed that when having an oracle to compute the distance between two vectors, quadratic speedup of k-median clustering algorithm can be achieved in a quantum computer by Grover’s searching algorithm. Under some oracle assumptions, Cong and Duan in [9] presented quantum algorithms to simulate Fisher discriminant analysis, which achieves exponential speedup at the number and the dimension of training samples. Quantum neural networks [10] were also studied with varying degrees of success. For example, in [11] Farhi and Neven applied variational quantum circuits to build quantum neural networks which might be a possible application of near-term quantum computer. Kernel-learning methods are ubiquitous for pattern classification and recognition. Recently, the connections between kernel methods and quantum computing have been studied in [12, 13]. This provides new approaches to design supervised learning algorithms in a quantum computer. For more about quantum machine learning, we refer to [14, 15].

The above mentioned supervised classification algorithms belong to the non-parametric methods, i.e. no statistical model assumptions on the training samples are made. In this paper, we will study quantum speedup of classification algorithms based on parametric method—Bayesian theory. Bayesian methods for machine learning is a field of interest due to its wide applications in text categorization, drug discovery, medical diagnosis, etc [16–18]. They enhanced many machine learning algorithms in handling missing data, extracting information from small datasets, and so on. Furthermore, Bayesian methods allow us to estimate the uncertainty in predictions. This is a desirable feature for fields like medicine.

In the parametric method [19, 20], we assume there is a statistical model that is valid over the whole input space. Then based on Bayes’ theorem, the classification is performed by calculating the largest posterior probability, which is further reduced to calculate certain discriminant functions. The advantage of the parametric method is that it reduces the problem of estimating the discriminant functions to estimating a small number of parameters. Thus it can alleviate problems stemming from the curse of dimensionality in other classification algorithms.

The estimation of the discriminant functions relies on the computation of matrix inversion or the inner product of vectors. In the quantum computer, several efficient algorithms to compute the inverse of matrices were discovered in the past, such as HHL [21], singular value estimation (SVE) [22], block-encoding [23], etc. They have inspired many applications in quantum machine learning [5, 7, 9, 24–29]. Especially, in [28, 29], Zhao et al applied the HHL algorithm to accelerate the Bayesian training of deep neural networks in the quantum computer and the Gaussian process regression—a key component of the model-building at the core of Bayesian optimization. In comparison, inner product evaluation is much easier than matrix inversion. Some quantum algorithms are only based on inner product estimation. One interesting such algorithm [35], which is implemented in the IBM Quantum Experience, uses distance as the criterion to do binary pattern classification. The supervised clustering algorithm proposed in [5] also only depends on inner product evaluation.

Different from [28, 29], although this paper studies the quantum classification algorithms based on Bayesian theory, the HHL algorithm may not help to achieve speedup in computing the inverse of matrices. One obstacle to use HHL algorithm is the Hamiltonian simulation. Firstly, if the matrix is sparse, then the Hamiltonian simulation is efficient [30]. Unfortunately, this is not the case for the Bayes’ classifiers. Secondly, the matrices in the discriminant functions are given indirectly. Some expensive calculations are required to obtain all the entries of the matrices, thus the methods proposed in [31, 32] to simulate dense Hamiltonian may not be applicable.
On the other hand, the SVE can be used to compute the inverse of dense matrices; nevertheless, it needs a binary tree data structure to store the matrices in the quantum computer in advance. Since the matrices studied in this paper are not given directly, it is not easy to build such data structures for them.

Fortunately, we can apply block-encoding to achieve quantum speedup in computing the matrix inversion. To apply the block-encoding method, in section 2 we first propose a general method to construct the block-encoding of Hermitian matrices. Roughly, it can be viewed as a generalization of SVE. However, it does not depend on the data structure of the given matrix. Instead, it only needs a unitary operator, which is usually much easier to construct, to prepare some quantum states that contain the quantum information of rows of the matrix. Compared to the original SVE, the modified one only achieves quadratic speedup at the dimension. But it may have a wider range of applications than the original one because of its flexibility.

Another technique we will utilize is the swap test [33], which can be used to estimate the inner product of two quantum states. It forms a basic operation of quantum states and has many applications in designing quantum algorithms [34–36]. We will discuss this in section 3.

Based on the different choices of the estimation of the statistics, there are at least four types of classifiers (see a brief review in section 4): quadratic, linear, naïve Bayes and nearest mean. The nearest mean has been studied in [5]. As for the other three, based on the block-encoding and swap test techniques, we will show in section 5 that all their quantum versions can achieve exponential speedup at the number of training samples over the classical counterparts. As for the dimension $d$ of the space, quantum quadratic classifier achieves a minor polynomial speedup ($d^{2.5}$ versus $d^3$), quantum linear classifier achieves a sextic speedup ($d^{0.5}$ versus $d^3$), and quantum naïve Bayes classifier achieves an exponential speedup ($\log d$ versus $d^3$).

This paper is organized as follows: in section 2, we introduce a general method to construct block-encoding and show two applications of it that are useful in this paper. In section 3, we give a general version of swap test that is useful in this work. The results in these two sections may have other applications in quantum machine learning. Section 4 aims to provide a simple review of Bayes’ classifiers. Finally, in section 5 we present three quantum algorithms to accelerate the Bayes’ classifiers.

2. Block encoding

When designing quantum algorithms in the standard quantum circuit model, we appropriately choose unitaries to operate on quantum states to increase the probability of the target states. Block-encoding [23, 37] is a method to encode non-unitary matrices as a sub-block of unitary operators so that all matrices can be used in designing quantum algorithms to certain degree. It was first introduced by Low and Chuang [38] in 2016 to perform optimal Hamiltonian simulation. A systemic study was given in [23], in which more efficient quantum algorithms to solve the least squares problem and estimate the electrical-network quantities were discovered based on block-encoding. Later, block-encoding has inspired many applications in machine learning, such as quantum clustering and classification algorithm [24, 25], quantum SDP solver [39, 40], quantum row and column iterative algorithm [41], etc.

In this section, we only consider Hermitian matrices. We first establish a method to find the block-encoding of Hermitian matrices. Then we focus on two specific problems that are useful in section 5: the estimation of the inner product $\langle x|A^{-1}|y \rangle$ and the computation of the logarithm of the determinant $\log |A|$, where $A$ is a Hermitian matrix.
Let $A = (a_{ij})_{M \times M}$ be an $M \times M$ Hermitian matrix. For convenience, assume that $M = 2^m$. Otherwise, we extend $A$ into $\text{diag}\{A, I\}$ by adding an identity matrix $I$ of certain dimension. Denote the $i$th row of $A$ as $A_i$, and the 2-norm of $A_i$ as $\|A_i\|_2$. Assume that there is a unitary $U_M$ which runs in time $O(T)$ and a constant $\alpha$ such that

$$U_M|i\rangle|0\rangle^\otimes(m+1) = |i\rangle \alpha \|A_i\|_2 |0\rangle |A_i\rangle + |1\rangle |G_i\rangle,$$

(1)

where $|1\rangle |G_i\rangle$ refers to the quantum state orthogonal to the first term. For simplicity, we will write $|1\rangle |G_i\rangle$ as $|1\rangle (\cdots)$ or just $|0\rangle^\perp$ in this paper since usually we do not concern about the explicit form of $|G_i\rangle$. Moreover, the qubit $|1\rangle$ or the notation $|0\rangle^\perp$ is already enough to express that this state is orthogonal to the first term. If the number of qubit $|0\rangle$ is not important, we will briefly denote $|0\rangle^\otimes(m+1)$ as $|0\ldots 0\rangle$ or $|0\rangle$.

**Remark 1.**

(i). For each $i$, if there is a unitary operator $U_i$ such that

$$U_i|0\rangle^\otimes(m+1) = \alpha \|A_i\|_2 |0\rangle |A_i\rangle + |1\rangle |G_i\rangle,$$

(2)

then $U_M = \sum_{i=0}^{M-1} |i\rangle\langle i| \otimes U_i$ satisfies the condition (1). This is one simple way to construct $U_M$. However, the implementation complexity of this kind of construction is usually affected by $M$. For the problems considered in this paper, we can construct $U_M$ more efficiently.

(ii). In this section, without other statements, $O(T)$ always refers to the complexity to implement the unitary operator defined in equation (1), and $\alpha$ is the constant used in equation (1).

**Definition 1 (Block-encoding [23]).** Suppose that $A$ is an $m$-qubit operator, $\gamma, \epsilon \in \mathbb{R}^+$ and $k \in \mathbb{N}$. Then we say that the $(m + k)$-qubit unitary $U$ is an $(\gamma, k, \epsilon)$-block-encoding of $A$, if

$$\|A - \gamma (|0\rangle^\otimes k \otimes I_{2^k}) U (|0\rangle^\otimes k \otimes I_{2^k})\| \leq \epsilon,$$

(3)

where $\| \cdot \|$ is the spectral norm (i.e. the maximal singular value). Therefore,

$$U = \left( \begin{array}{cc} A' & \cdot \\ \cdot & \cdot \end{array} \right),$$

(4)

satisfies $\|A - \gamma A'\| \leq \epsilon$.

**Remark 2.** In block-encoding, $A$ does not need to stay in the top-left corner of $U$. So for instance

$$\left( \begin{array}{cc} \cdot & A' \\ \cdot & \cdot \end{array} \right)$$

is also a block-encoding of $A$. One advantage of block-encoding is that for any quantum state $|b\rangle$, we can prepare $A|b\rangle$ by considering $U(|0\rangle|b\rangle = \gamma |0\rangle \otimes A|b\rangle + |1\rangle (\cdots)$. Perform measurements on the first qubit, if the result is $|0\rangle$, then the post-selected quantum state is $A|b\rangle/\|A|b\rangle\|_2$. 


Denote
\[ U_N = H^{⊗m} ⊗ I_2 ⊗ I_M, \]
where \( H \) is the 2-by-2 Hadamard gate and \( I_M \) is the identity matrix of dimension \( M \). Then for any \( i, j \in \{0, 1, \ldots, M - 1\} \), we can check the validity of the following identity
\[
\langle i | 0 \rangle^{⊗(m+1)} U_M^\dagger U_N | 0 \rangle^{⊗(m+1)} \langle j |
\]
\[
= \left( \langle i | \otimes (\alpha \| A_i \|_2 0 \langle A_i | + \{1 | \cdots \} ) \right) \left( \frac{1}{\sqrt{M}} \sum_{i=0}^{M-1} | i \rangle \otimes | 0 \rangle \otimes | j \rangle \right)
\]
\[
= \frac{\alpha a_{ij}}{\sqrt{M}}.
\]
Therefore, \( U_M^\dagger U_N \) is a \((\sqrt{M}/\alpha, m + 1, 0)\) block-encoding of \( A \). By definition, \( U_M^\dagger U_N \) is implemented in time \( O(m + T) \) in a quantum computer. Combing this block-encoding of \( A \) and lemma 9 of [23], we can construct a block-encoding of \( A^{-1} \). The following lemma is a direct corollary of lemma 9 of [23] for the block-encoding \( U_M^\dagger U_N \) defined above.

**Lemma 1.** Suppose that \( A \) is Hermitian. Let \( \kappa \) be the condition number of \( A \) and assume that \( I/\kappa \preceq A \preceq I \). Then for any \( \epsilon \), we can implement a \((2\kappa, m + 1 + \log(\kappa^2 \log \frac{1}{\epsilon}), \epsilon)\) block-encoding of \( A^{-1} \) in cost
\[
O \left( \frac{\kappa(m + T) \sqrt{M}}{\alpha} \log^2 \frac{\kappa^2}{\epsilon} \right).
\]

Let \( x, y \) be two real unit vectors and \(|x⟩, |y⟩\) be their quantum states. When applying swap test, we can only obtain an estimation of \( ⟨x|y⟩ \). One simple technique to estimate \( ⟨x|y⟩ \) is as follows [42], here \( ⟨x|y⟩ \) should be understood as the inner product of \( x, y \) as real vectors: we first extend \( x, y \) into \( \tilde{x} = (1, x), \tilde{y} = (1, y) \), then use swap test to estimate \( ⟨\tilde{x}|\tilde{y}⟩ \), which equals \( \frac{1}{2}(1 + ⟨x|y⟩) \). Thus if we apply swap test to estimate \( ⟨\tilde{x}|\tilde{y}⟩ \), then we can get an estimation of \( ⟨x|y⟩ \). This simple technique can also be used to estimate \( ⟨x|A|y⟩ \) for any matrix \( A \). We just need to consider \( ⟨\tilde{x}|\tilde{A}|\tilde{y}⟩ \), where \( \tilde{A} := \text{diag}\{1, A\} \). We will discuss this in more detail in the next section.

In machine learning, the data are usually real vectors. One goal of quantum machine learning is to find more efficient methods to solve machine learning problems by a quantum computer. From this point, we can assume that the input data of quantum machine learning are also real vectors. When using quantum computer to analyze these vectors, we first use some methods (e.g. qRAM) to get their quantum states. Based on the above analysis, we can consider the quantum state of \( \tilde{x} \) instead of \( x \) in quantum machine learning. This will not lose the generality to solve problems. This simple idea is widely used in neural networks [2]. Thus, in the following, when using swap test to estimate the inner product of quantum states, we always assume that the above simple technique is used. However, to simply the notations in this paper, we still use \( x \) instead of \( \tilde{x} \).

**Proposition 1.** Suppose that \( A \) is Hermitian. Let \( \kappa \) be the condition number of \( A \) and assume that \( I/\kappa \preceq A \preceq I \). Let \( x, y \) be two real vectors such that their quantum states can be prepared in time \( O(T_x), O(T_y) \) respectively, then we can obtain an \( \epsilon \)-approximation of \( ⟨x|A^{-1}|y⟩ \) in time
\[
O \left( \frac{\kappa(m + T) \sqrt{M}}{\alpha} \log^2 \frac{\kappa^2}{\epsilon} \right).
\]
\[ O\left( \frac{\kappa}{\epsilon} \left(T_s + T_y + \kappa(m + T)\sqrt{\frac{M}{\alpha}} \log^2 \frac{\kappa^2}{\epsilon} \right) \right). \]  

**Proof.** By lemma 1 and remark 2, we can prepare \( \frac{1}{\sqrt{2\kappa}}|0\rangle \otimes A^{-1}|y\rangle + |1\rangle(\cdots) \) in time
\[ O\left(T_y + \kappa(m + T)\sqrt{\frac{M}{\alpha}} \log^2 \frac{\kappa^2}{\epsilon} \right) \]
by using the block-encoding of \( A^{-1} \). Then apply swap test to compute the inner product between \( \frac{1}{\sqrt{2\kappa}}|0\rangle \otimes A^{-1}|y\rangle + |1\rangle(\cdots) \) and \( |0\rangle|x\rangle \), we can compute an \( \epsilon' \)-approximation of \( \langle x|A^{-1}|y\rangle/2\kappa \) in time
\[ O\left( \frac{1}{\epsilon'} \left(T_s + T_y + \kappa(m + T)\sqrt{\frac{M}{\alpha}} \log^2 \frac{\kappa^2}{\epsilon} \right) \right). \]
The result (8) is obtained by setting \( \epsilon' = \epsilon/2\kappa \).

The above construction (1) and (5) of block-encoding is a generalization of the SVE method studied in [22]. In the SVE, \( U_M, U_N \) are defined by
\[ U_M|i, 0\rangle = |i\rangle|A_i\rangle \text{ and } U_N|0, j\rangle = \frac{1}{\|A\|_F} \sum_{i=0}^{M-1} |A_i|_2 |i\rangle|j\rangle. \]  

Then similar to the calculation of equation (6), \( U_M^\dagger U_N \) is a \((\|A\|_F, m, 0)\)-block-encoding of \( A \). The unitary operator \( U_M^\dagger U_N \) in equation (9) is used to prepare the quantum states of rows of \( A \). Generally, the preparation of quantum state is not easy for a quantum computer [15]. The SVE assumes the efficiency of qRAM [43] to prepare the quantum states of the given matrix.

The fundamental study object of machine learning is data, and for quantum machine learning the data are quantum states. Thus, in the field of quantum machine learning, the qRAM assumption seems necessary nowadays. In this paper, we also need the assumption of qRAM to prepare the quantum states of the input data. However, in Bayes’ classifiers, the entries of the matrices appeared in the discriminant functions are nonlinear functions of the input data. As a result, it is not straightforward to build the unitaries (9) for these matrices if we only have the quantum states of the input data. This is one reason why we modify SVE into the form (1) and (5).

The following is a simple idea to build \( U_M \) defined in equation (1) if we have an efficient oracle to query the entries of the given matrix. Set \( \|A\|_{\max} = \max_{|a_i|} |a_i| \), define \( U_M \) by
\[ U_M|i, 0\rangle = \frac{1}{\sqrt{M} \|A\|_{\max}} \sum_{j=0}^{M-1} a_j|i,j\rangle|0\rangle + (\cdots)|1\rangle. \]  

Assume that we have an efficient oracle \( \mathcal{O} \), which is defined as \( \mathcal{O}|i,j\rangle|0\rangle = |i,j\rangle|a_i\rangle \), to query all the entries of \( A \), then we can implement \( U_M \) in time \( O(\log M) \). More precisely, apply the oracle \( \mathcal{O} \) to the superposition \( \frac{1}{\sqrt{M}} \sum_{j=0}^{M-1} |i,j\rangle|0\rangle \) to obtain \( \frac{1}{\sqrt{M}} \sum_{j=0}^{M-1} |i,j\rangle|a_i\rangle \). Then apply control rotation based on the register \( |a_i\rangle \) to prepare
\[ \frac{1}{\sqrt{M}} \sum_{i,j=0}^{M-1} |i,j| \sigma_{ij} \left( \frac{a_{ij}}{\|A\|_{\max}} |0\rangle + \sqrt{1 - \frac{|a_{ij}|^2}{\|A\|_{\max}^2}} |1\rangle \right). \]  

Finally, we will get the desired result (10) by applying the inverse of the oracle to cancel the query of \( a_{ij} \) in the above state. The above simple idea has been used in [44, 45].

Even though \( M \) control rotations are used in generating the state (11), the complexity is independent of \( M \). We can use one uniform quantum circuit to implement all the control rotations. More precisely, assume that in binary form \( \alpha_{ij} := \arccos(a_{ij}) \approx \sum_{k=0}^{p} \alpha_{ijk} \pi/2^k \) where \( \alpha_{ijk} \in \{0, 1\} \), then the rotation \( R(\alpha_{ij}) \approx \prod_{k} R(\alpha_{ijk} \pi/2^k) = \prod_{k=0}^{p} R(\pi/2^k) \). Thus to implement the control rotation, we first apply \( U_{\arccos(x, 0)} = |x, \arccos(x)\rangle \) to generate \( \frac{1}{\sqrt{M}} \sum_{j=0}^{M-1} |i,j| \sigma_{ij} |\alpha_{ij}, \ldots, \alpha_{ip}\rangle \). With this state, we can implement control rotation by the circuit shown in figure 1. If we choose \( p = O(\log M) \), then in this construction, \( O(T) = O(\log M) \) and \( \alpha = 1/\sqrt{M\|A\|_{\max}} \).

Similar to the analysis of the SVE (see [22, theorem 11] or [23, theorem 27]), we can prove the following result. It is an application of quantum phase estimation.

**Proposition 2.** Let \( A \) be an \( M \times M \) Hermitian matrix with eigenvalue decomposition \( A = \sum_{i=0}^{M-1} \alpha_i |u_i\rangle \langle u_i| \). Then there is a quantum algorithm which runs in time \( O(\sqrt{M}(T' + T + \log M)/\epsilon) \) to implement \( \sum_{i=0}^{M-1} \alpha_i |u_i\rangle \langle 0| \rightarrow \sum_{i=0}^{M-1} \alpha_i |u_i| \sigma_i \), where \( |\tilde{\sigma}_i - \sigma_i| \leq \epsilon \) for all \( i \), and \( O(T') \) is the complexity to prepare \( \sum_{i=0}^{M-1} |\alpha_i| |u_i| \).

**Remark 3.** Since we can choose simple initial state \( \sum_{i=0}^{M-1} \alpha_i |u_i| \), we now assume that \( T' = O(\log M) \). With the choice of \( U_M \) in equation (10), we can implement the quantum singular value decomposition (SVD) of general matrix in time \( O(M\|A\|_{\max}(\log M)^2/\epsilon) \) by proposition 2. In [31], with the same oracle assumption, Rebentrost et al obtained the quantum SVD of dense low-rank matrices based on Hamiltonian simulation technique. The cost is \( O(M\|A\|_{\max}^2 (\text{poly} \log M)/\epsilon^3) \). Thus, compared to the algorithm of [31] the algorithm here has better dependence on \( \|A\|_{\max} \) and \( \epsilon \).

Next, we consider how to estimate the determinant of positive definite Hermitian matrices. The following is a simple lemma to prove.

**Lemma 2.** Assume that \( a_i, b_i > 0 \) and \( |a_i - b_i| \leq \epsilon \) for \( i = 0, \ldots, M - 1 \), then
\[
\left| \sum_{i=0}^{M-1} \log a_i - \sum_{i=0}^{M-1} \log b_i \right| \leq \sum_{i=0}^{M-1} \frac{\epsilon}{b_i}.
\]
Proof. Assume that $a_i = b_i + \delta_i$, then $|\delta_i| \leq \epsilon$ and $|\log a_i - \log b_i| = |\log (1 + \delta_i/b_i)| \approx |\delta_i|/b_i \leq \epsilon/b_i$. Thus $|\sum_{i=0}^{M-1} \log a_i - \sum_{i=0}^{M-1} \log b_i| \leq \sum_{i=0}^{M-1} |\log a_i - \log b_i| \leq \sum_{i=0}^{M-1} \epsilon/b_i$.

Proposition 3. Let $A$ be an $M \times M$ positive definite Hermitian matrix, then we can obtain an $\epsilon$-approximation of $\log|A|$ in cost
\[ O\left(\sqrt{M||A||_F^2\text{Tr}(A^{-1})} + T + \log^2 M\right)\left(1 + |\log \sigma_{\text{max}}|\right)\log \sigma_{\text{min}}/\alpha^2 \sigma_{\text{min}}^2 \] (13)

where $O(T_A)$ is the complexity to prepare $|A\rangle = \frac{1}{||A||} \sum_{i,j=0}^{M-1} a_{ij}|i,j\rangle$, and $\sigma_{\text{max}}, \sigma_{\text{min}}$ are respectively the maximal and minimal eigenvalues of $A$.

Proof. Assume that the eigenvalue decomposition of $A$ is $A = \sum_{i=0}^{M-1} \sigma_i|u_i\rangle\langle u_i|$. By definition and the positive definite assumption, $\log|A\rangle = \sum_{i=0}^{M-1} \log \sigma_i$.

By the definition of eigenvalue decomposition
\[ |A\rangle = \frac{1}{||A||} \sum_{i=0}^{M-1} \sigma_i|u_i\rangle\langle u_i|. \]

Due to proposition 2, we can obtain
\[ \frac{1}{||A||} \sum_{i=0}^{M-1} \sigma_i|u_i, u_i\rangle \langle \tilde{\sigma}_i | \]

in time $O\left(\sqrt{M(T_A + T + \log M)/\epsilon}\right)$, where $|\sigma_i - \tilde{\sigma}_i| \leq \epsilon$. Set
\[ c = \min_{0 \leq i \leq M-1, \sigma_i \neq 1} \sigma_i/\sqrt{|\log \sigma_i|} = \sigma_{\text{min}}/\sqrt{|\log \sigma_{\text{min}}|}, \]

and define
\[ \delta(t) = \begin{cases} 0, & \text{if } t > 1; \\ 1, & \text{if } 0 < t \leq 1. \end{cases} \]

Apply control rotation to generate
\[ \frac{1}{||A||} \sum_{i=0}^{M-1} \sigma_i|u_i, u_i\rangle \langle \tilde{\sigma}_i | \delta(\tilde{\sigma}_i) \left( c\sqrt{|\log \tilde{\sigma}_i|} |0\rangle + \sqrt{1 - c^2 |\log \tilde{\sigma}_i|} |1\rangle \right) \]

\[ = \frac{c}{||A||} \sum_{i=0}^{M-1} \sqrt{|\log \tilde{\sigma}_i|} |u_i, u_i\rangle \langle \tilde{\sigma}_i | \delta(\tilde{\sigma}_i) |0\rangle + (\cdots) |1\rangle. \]

The probability of the last two qubits equal $|0\rangle|0\rangle$ is
\[ P_0 = \frac{c^2}{||A||} \sum_{0 \leq i \leq M-1, \tilde{\sigma}_i > 1} \frac{\sigma_i^2}{\tilde{\sigma}_i} |\log \tilde{\sigma}_i|, \]

and the probability of the last two qubits equal $|1\rangle|0\rangle$ is
\[ P_1 = -\frac{c^2}{\|A\|^2 F} \sum_{0 \leq i < M - 1, 0 < \tilde{\sigma}_i \leq 1} \frac{\sigma_i^2}{\tilde{\sigma}_i^2} \log \tilde{\sigma}_i. \]

Both of them can be approximated to precision \(\epsilon''\) by amplitude estimation method in cost
\[ O(\sqrt{M}(T_A + T + \log M)/\epsilon'\epsilon''\alpha). \]

Denote \( P = (P_0 - P_1)\|A\|_F^2/\epsilon^2 = \sum_{i=0}^{M-1} (\sigma_i^2/\tilde{\sigma}_i^2) \log \tilde{\sigma}_i \), then
\[
\left| P - \log |A| \right| \leq \sum_{i=0}^{M-1} \frac{1}{\tilde{\sigma}_i^2} \left( \sigma_i^2 \log \tilde{\sigma}_i - \tilde{\sigma}_i^2 \log \sigma_i \right)
\]
\[
\leq \sum_{i=0}^{M-1} \frac{1}{\tilde{\sigma}_i^2} \left( \sigma_i^2 \log \tilde{\sigma}_i - \tilde{\sigma}_i^2 \log \sigma_i \right)
\]
\[
\leq \frac{\epsilon}{\epsilon'} + \sum_{i=0}^{M-1} \left| \sigma_i \right| / \tilde{\sigma}_i \left| \log \tilde{\sigma}_i \right| \left( \sigma_i^2 + \tilde{\sigma}_i^2 \right)
\]
\[
\leq \frac{\epsilon}{\epsilon'} \left( 1 + \epsilon' \right) + \frac{1}{\epsilon'} \sum_{i=0}^{M-1} \left| \sigma_i \right| / \tilde{\sigma}_i \left| \log \tilde{\sigma}_i \right| 
\]
\[
\leq \frac{\epsilon}{\epsilon'} \left( 1 + \epsilon' + 2 \max_i \left| \log \tilde{\sigma}_i \right| \right) \epsilon' 
\]
\[
\leq \frac{\epsilon}{\epsilon'} \left( 1 + 2 \max_i \left| \log \tilde{\sigma}_i \right| \right) \epsilon'. 
\]

The third inequality is due to lemma 2. In the fourth inequality, we use the fact that \( \left| \sigma_i \right| \leq |\tilde{\sigma}_i| + \epsilon. \) Apply the amplitude estimation, we obtain a \( P' \) such that \( |P - P'| \leq \|A\|_F^2 \epsilon''/\epsilon^2. \) Thus,
\[
\left| P' - \log |A| \right| \leq \frac{\epsilon}{\epsilon'} \left( 1 + 2 \max_i \left| \log \tilde{\sigma}_i \right| \right) \epsilon' + \frac{\|A\|_F^2}{\epsilon^2} \epsilon''. 
\]

Choose \( \epsilon', \epsilon'' \) such that \( \text{Tr}(A^{-1})(1 + 2 \max_i \left| \log \tilde{\sigma}_i \right|) \epsilon' = \|A\|_F^2 \epsilon''/\epsilon^2 = \epsilon/2. \) With this choice, \( P' \) provides an \( \epsilon \)-approximation of \( \log |A| \). The cost is (13) as claimed. \( \square \)

Under the assumption of the SVE of [22], equation (13) becomes
\[ O((\text{poly} \log M)\|A\|_F^2 \text{Tr}(A^{-1})(1 + |\log \sigma_{\text{max}}|) \log \sigma_{\text{min}})/\epsilon^2 \sigma_{\text{min}}^2). \] (15)

If we can only obtain \( \frac{1}{\beta} \sum_{i=0}^{M-1} |A|_2 |\tilde{\sigma}_i| |A_i|_2 |\tilde{\sigma}_i| \) in time \( O(T_A') \), then equation (13) reduces to
\[ O(\sqrt{M} \beta ^2 \text{Tr}(A^{-1})(T_A' + T + \log ^2 M)(1 + |\log \sigma_{\text{max}}|) \log \sigma_{\text{min}})/\alpha \epsilon^2 \sigma_{\text{min}}^2). \] (16)

If we further assume that \( I/\kappa \leq A \leq I \), then \( \text{Tr}(A^{-1}) \leq \kappa M \) and \( \|A\|_F \leq \sqrt{M} \). So equations (15) and (16) can be respectively simplified into
\[ O(\kappa ^3 M^{2.5} (\text{poly} \log M)(\log \kappa)/\epsilon^2) \] (17)
and
\[ O(\beta ^2 \kappa ^3 M^{1.5} (T_A' + T + \log ^2 M)(\log \kappa)/\alpha \epsilon^2). \] (18)
Another method to estimate $\log |A|$ is as follows: in the quantum state (14), the amplitude of $|\tilde{\sigma}_i\rangle$ is $\sigma_i^2/||A||_F^2$. Due to amplitude amplification technique, the cost to get $\tilde{\sigma}_i$ by performing measurements is

$$O(\sqrt{M||A||_F(T_A + T + \log M)/\epsilon' \sigma_i}).$$

(19)

Thus, it costs

$$O(\sqrt{M||A||_F Tr(A^{-1})(T_A + T + \log M)/\epsilon' \sigma_i})$$

(20)

to obtain all $\tilde{\sigma}_i$. By lemma 2, $\sum_i \log \tilde{\sigma}_i$ is an $\epsilon'/\text{Tr}(A^{-1})$-approximation of $\log |A|$. To make this error small in size $\epsilon$, we choose $\epsilon' = \epsilon \text{Tr}(A^{-1})$. Thus the cost to get an $\epsilon$-approximation of $\log |A|$ is

$$O(\sqrt{M||A||_F \epsilon' \text{Tr}(A^{-1})^2(T_A + T + \log M)/\epsilon \sigma_i}).$$

(21)

If $||A||_F > \text{Tr}(A^{-1})$, then the above method is better then the method proposed in proposition 3. However, under the assumption $I/\kappa \preceq A \preceq I$, equation (21) becomes $O(\kappa^2 M^3(T_A + T + \log M)/\epsilon \sigma_i)$. Considering the dependence on $M$, it is worse than the classical method (which is at most $O(M^3)$) and the method proposed in proposition 3.

3. Extract inner products of vectors in a quantum computer

Swap test [33] is a useful technique to estimate the inner product of two quantum states. It can be viewed as an application of amplitude estimation [46], and has been extensively studied in many literatures [34, 42, 47–49]. In this section, we first give a brief description of it. Then we use it to obtain some results that are useful in later sections.

Let

$$|\phi\rangle = \sin \theta |0\rangle |u\rangle + \cos \theta |1\rangle |v\rangle$$

(22)

be a quantum state that is prepared by a unitary operator $U$ in time $O(T_u)$. Amplitude estimation is a quantum algorithm that is used to estimate $\pm \theta$ to accuracy $\epsilon$ with high success probability. More precisely, let $Z$ be the Pauli-Z matrix. Denote $G = (I - 2|\phi\rangle \langle \phi|)(Z \otimes I)$, then $G$ is a rotation in the space spanned by $\{|0\rangle |u\rangle, |1\rangle |v\rangle\}$. The eigenvalues are $e^{\pm i2\theta}$ and the corresponding eigenvectors are $|w_{\pm}\rangle = \frac{1}{\sqrt{2}}(|0\rangle |u\rangle \pm |1\rangle |v\rangle)$.

Rewrite the state $|\phi\rangle$ as

$$|\phi\rangle = -\frac{i}{\sqrt{2}}(e^{i\theta}|w_+\rangle - e^{-i\theta}|w_-\rangle).$$

Then perform quantum phase estimation to $G$ with the initial state $|\phi\rangle |0\rangle^n$ for some $n = O(\log 1/\delta \epsilon)$. With probability at least $1 - \delta$, we will get an approximation of the following state

$$-\frac{i}{\sqrt{2}}(e^{i\theta}|w_+\rangle|y\rangle - e^{-i\theta}|w_-\rangle|y\rangle - \langle y|)$$

(23)

where $y \in \mathbb{Z}_n$ satisfies $|\theta - y\pi/2^n| < \epsilon$. The time complexity of the above procedure is $O(T_u/\epsilon \delta)$. For more details about quantum phase estimation, we refer to [50, chapter 5]. Performing measurements on the state (23), we will get an $\epsilon$-approximation of $\theta$ or $-\theta$ with high probability at least $1 - \delta$. In the complexity analysis, we usually ignore $\delta$ by setting it as a small constant.
Furthermore, let \( f \) be an even function. Assume that there is an efficient oracle \( U_f \) to implement \( f \), that is \( U_f(x, y) = |x, y \oplus f(x)\rangle \) is an efficient unitary in the quantum computer. Then by equation (23), we can get

\[ |\phi\rangle|f(\tilde{\theta})\rangle, \tag{24} \]

by adding a register to store \( f(\tilde{\theta}) \) and undoing phase estimation, where \( |\theta - \tilde{\theta}| \leq \epsilon \).

Since we perform no measurement to get equation (24), there is a unitary operator that maps \( |\phi\rangle|0\rangle \) to the state (24). To further apply this result in proposition 5, we draw its quantum circuit in figure 2.

**Remark 4.** Let \( a, b \) be two \( d \)-dimensional unit vectors, in this section, we always use the notation \( |\phi_{ab}\rangle \) to represent the state

\[ |\phi_{ab}\rangle = \frac{1}{\sqrt{2}}((|+\rangle|a\rangle|b\rangle + |\rangle|b\rangle|a\rangle), \tag{25} \]

where \(|\pm\rangle = (|0\rangle \pm |1\rangle)/\sqrt{2}\). We can prepare it by the quantum circuit shown in figure 3. If the cost to prepare \(|a\rangle, |b\rangle \) is \( O(T_m) \), then the cost to prepare \(|\phi_{ab}\rangle \) is \( O(T_m + (\log d)^2) \).

Now let \( x, y \) be two \( d \)-dimensional real unit vectors. Denote \( \tilde{x} = (1, x), \tilde{y} = (1, y) \). Assume that \(|\tilde{x}\rangle, |\tilde{y}\rangle \) are prepared in time \( O(T_m) \). The amplitude estimation discussed above offers a quantum algorithm to estimate \( \langle x|y\rangle \). To be more exact, consider the following quantum state

\[ |\phi_{x,y}\rangle = \frac{1}{\sqrt{2}}(|+\rangle|\tilde{x}\rangle|\tilde{y}\rangle + |\rangle|\tilde{y}\rangle|\tilde{x}\rangle) + \frac{1}{2}(|0\rangle(|\tilde{x}\rangle|\tilde{y}\rangle + |\rangle|\tilde{y}\rangle|\tilde{x}\rangle) + \frac{1}{2}(|0\rangle(|\tilde{x}\rangle|\tilde{y}\rangle - |\rangle|\tilde{y}\rangle|\tilde{x}\rangle). \tag{26} \]

Since \(|\tilde{x}\rangle, |\tilde{y}\rangle \) occupy \( O(\log d) \) qubits, the complexity to prepare \(|\phi_{x,y}\rangle \) is \( O(T_m + (\log d)^2) \).

Perform measurements on the first qubit of \(|\phi_{x,y}\rangle \), then the probability to get \(|0\rangle \) is

\[ \sin^2 \theta_1 = \frac{1}{2}(1 + \frac{1}{4}(1 + \langle x|y\rangle)^2). \tag{27} \]

By amplitude estimation, we can get an \( \epsilon' \)-approximation of \( \theta_1 \), denote as \( \tilde{\theta}_1 \). From \( \tilde{\theta}_1 \) we can compute an estimation of \( \langle x|y\rangle \). However, to get a good approximation of \( \langle x|y\rangle \) with small absolute error, it is not so good to use equation (27) directly because of the square term \( (1 + \langle x|y\rangle)^2 \). A much better way is as follows: denote \( \tilde{x} = (-1, y) \). If we consider the state \(|\phi_{x,y}\rangle \), then the probability to get \(|0\rangle \) is
\[
\sin^2 \theta_2 = \frac{1}{2}(1 + |\langle x|y \rangle|^2) = \frac{1}{2}(1 + \frac{1}{4}(1 - |\langle x|y \rangle|^2)).
\]  
(28)

Similarly, we can obtain an \( \epsilon' \)-approximation of \( \theta_2 \), denoted as \( \tilde{\theta}_2 \). Since
\[
2\sin^2 \theta_1 - 2\sin^2 \theta_2 = \langle x|y \rangle
\] and \( |\sin^2 \theta_i - \sin^2 \tilde{\theta}_i| \leq 2\epsilon \) for \( i = 1, 2 \), we conclude that
\[
2\sin^2 \theta_1 - 2\sin^2 \tilde{\theta}_2
\] provides a \( 4\epsilon' \)-approximation of \( |\langle x|y \rangle| \). Therefore, \( \langle x|y \rangle \) can be estimated in time \( O((T_m + (\log d)^2)/\epsilon) \) to precision \( \epsilon \) by setting \( \epsilon = 4\epsilon' \).

Since the square of sine function is even, following the way to prepare (24), for any function \( f \) we can obtain
\[
|\phi_{\tilde{x}_j}\rangle|\phi_{\tilde{y}_j}\rangle/f(s)\rangle,
\]  
(29)

where \( |s - \langle x|y \rangle| \leq \epsilon \). Finally, we can summarize the above results into the following proposition.

**Proposition 4.** Let \( x, y \) be two \( d \)-dimensional unit real vectors. Denote \( \tilde{x} = (1, x), \tilde{y} = (1, y), \tilde{y} = (-1, y) \). Assume that the quantum states \( |\tilde{x}\rangle, |\tilde{y}\rangle, |\tilde{y}\rangle \) are prepared in time \( O(T_m) \). Let \( f \) be a univariate function such that \( U_f|x, y\rangle = |x, y \oplus f(x)\rangle \) is efficient. Then the following unitary transformation
\[
|\phi_{\tilde{x}_j}\rangle|\phi_{\tilde{y}_j}\rangle|0\rangle \mapsto |\phi_{\tilde{x}_j}\rangle|\phi_{\tilde{y}_j}\rangle/f(s)\rangle
\]  
(30)

can be achieved in time \( O((T_m + (\log d)^2)/\epsilon) \), where \( |\langle x|y \rangle - s| \leq \epsilon \).

As a corollary, we have the following result:

**Proposition 5.** Let \( x_1, \ldots, x_m, y_1, \ldots, y_m \) be \( 2m \) \( d \)-dimensional unit real vectors. For any \( j = 1, \ldots, m \), denote \( \tilde{x}_j = (1, x_j), \tilde{y}_j = (1, y_j) \) and \( \tilde{y}_j = (-1, y_j) \). Assume that there is a unitary operator \( U \) that achieves the following transformation
\[
|j\rangle|0\ldots 0\rangle \mapsto |j\rangle|\phi_{\tilde{x}_j}, \tilde{y}_j\rangle.
\]  
(31)

Then for any state \( \sum_{j=1}^m a_j |j\rangle \), we can implement the following transformation
\[
\sum_{j=1}^m a_j |j\rangle|\phi_{\tilde{x}_j}, \tilde{y}_j\rangle|0\rangle \mapsto \sum_{j=1}^m a_j |j\rangle|\phi_{\tilde{x}_j}, \tilde{y}_j\rangle/f(s_j)\rangle,
\]  
(32)

where \( |\langle x_j|y_j \rangle - s_j| \leq \epsilon \). Moreover, if the complexity to implement the transformation (31) is \( O(T_f) \), then the complexity to perform the transformation (32) is \( O((T_f + (\log d)^2)/\epsilon) \).

**Proof.** The straightforward way to implement (32) is viewing \( |j\rangle \) as the control register to perform the transformation (30). The complexity of this control operation usually depends on \( m \). However, due to the existence of the transformation (31), we can simplify this quantum circuit. For simplicity, we simplify the existence of the transformation (31), we can simplify this quantum circuit. For simplicity, we set \( |\phi_0\rangle = |\phi_{\tilde{x}_j}, \tilde{y}_j\rangle|\phi_{\tilde{x}_j}, \tilde{y}_j\rangle \). Thus by equation (31), \( U_f|j, 0\rangle = |j, \phi_j\rangle \) for all \( j \). By the circuit shown in figure 2, if we view \( |j\rangle \) as control register to apply the transformation (30) to \( |\phi_j\rangle \), then we need to consider the implementation of the following control operator, where \( t \in \{0, 1\} \) and \( |\psi\rangle \) refers to the quantum state generated during the procedure (we do not need to know its expression precisely as the following analysis does not depend on it).

This is because the Hadamard gate, quantum Fourier transform and \( Z \otimes I \) are the same for all \( |\phi_j\rangle \), there is no need to make a control to them by \( |j\rangle \). In figure 4, the control of \( |t\rangle \) comes from the control operations in figure 2.
Note that
\[ \sum_{j=1}^{m} |j⟩⟨j| \otimes (I - 2|φ_j⟩⟨φ_j|) = I - 2 \sum_{j=1}^{m} |j, φ_j⟩⟨j, φ_j| \]
\[ = U \left( I - 2 \sum_{j=1}^{m} |j, 0⟩⟨j, 0| \right) U^† \]
\[ = U \left( I \otimes (I - 2|0⟩⟨0|) \right) U^†, \]
so the circuit given in figure 4 is equivalent to the circuit of figure 5. In figure 5, the control of $|j⟩$ is removed.

Denote the unitary in figure 5 as $\tilde{U}$. Set $|Φ⟩ = \sum_{j=1}^{m} a_j |j⟩ |φ_j⟩ |f(s_j)⟩$, then the quantum circuit to achieve the transformation (32) is the same as figure 2, where $|φ⟩$ is changed into $|Φ⟩$ and $G$ is changed into $\tilde{U} (Z \otimes I)$. The complexity analysis comes naturally from the circuit.

By storing $⟨x_i|y_j⟩$ in a register instead of measuring it can help us achieve many other goals efficiently. For instance, we can apply control rotation generated by $f(s_j)$ to the result (32) to obtain
\[ \sum_{j=1}^{m} a_j |j⟩ |φ_j⟩ |f(s_j)⟩ \otimes \left( tf(s_j) |0⟩ + \sqrt{1 - |tf(s_j)|^2} |1⟩ \right), \quad (33) \]
where $t = 1 / \max_j |f(s_j)|$. Undo the procedure (32) and unprepare $|φ_j⟩$, then we get
\[ \sum_{j=1}^{m} a_j |j⟩ \otimes \left( tf(s_j) |0⟩ + \sqrt{1 - |tf(s_j)|^2} |1⟩ \right). \quad (34) \]
As discussed in figure 1, the control rotation used in equation (33) is not expensive if we already the state $\sum_{j=1}^{m} a_j |j⟩ |φ_j⟩ |f(s_j)⟩$. By proposition 5, the complexity to get the state (34) is $O((T_U + (\log d)^2)/ϵ)$. The procedure to obtain equation (34) is useful in constructing quantum naïve Bayes’ classifier at the end of section 5.
Remark 5. The result of proposition 5 is frequently used in the section 5. However, the notation $|\tilde{\phi}_x \rangle \langle \tilde{\phi}_y| \tilde{\phi}_x \rangle \langle \tilde{\phi}_y|$ is pretty complicated. As discussed in section 2, in quantum machine learning, before preparing the quantum states of the input data $x$, we can intentionally change $x$ into $\tilde{x} = (1, x)$ in advance, then focus on the quantum state of $\tilde{x}$. Also, we can prepare $|\hat{y}\rangle$ from $|\tilde{y}\rangle$. So in the following, when using the result of proposition 5, we will simply use the state $|\phi_{x,y}\rangle$ defined in remark 4 instead of $|\tilde{\phi}_x \rangle \langle \tilde{\phi}_y| \tilde{\phi}_x \rangle \langle \tilde{\phi}_y|$.

4. Bayes’ classifiers

In this section, we give a review of the classical Bayes’ classifiers. More details can be found in [1, 4]. Assume that there are $q$ classes $C_1, \ldots, C_q$. Let $x$ be a new data that need to be classified. The classification problem is to put $x$ into the right class based on certain criterions. Denote the posterior probability of the data $x$ belongs to the class $C_i$ as $P(C_i | x)$, then by Bayes’ theorem,

$$P(C_i | x) = \frac{P(C_i) P(x | C_i)}{P(x)},$$

(35)

where

(i) $P(C_i)$ is the prior probability. It describes the probability of class $C_i$ in all classes. Thus $\sum_{i} P(C_i) = 1$.

(ii) $P(x | C_i)$ is the class likelihood. It describes the conditional probability that a data belonging to $C_i$ has the associated observation value $x$.

(iii) $P(x) = \sum_{i} P(x | C_i) P(C_i)$ is the marginal probability. It describes the probability that an observation $x$ is seen.

To minimize the error, the Bayes’ classifier chooses the class of $x$ with the highest posterior probability. That is we put $x$ into the class $C_i$ if

$$P(C_i | x) = \max_{1 \leq i \leq q} P(C_i | x).$$

(36)

Since $P(x)$ is the same for all $P(C_i | x)$, we can define the discriminant function as

$$g_i(x) = \log P(C_i) + \log P(x | C_i).$$

(37)

A typical choice [51] of the conditional probability distribution $P(x | C_i)$ is the Gauss distribution $N(\mu_i, \Sigma_i)$, that is

$$P(x | C_i) = \frac{\exp \left[ -\frac{1}{2} (x - \mu_i)^T \Sigma_i^{-1} (x - \mu_i) \right]}{(2\pi)^{d/2} |\Sigma_i|^{1/2}},$$

(38)
where \( \mu_i, \Sigma_i \) are respectively the mean and the covariance matrix of the samples associated with the class \( C_i \). With the choice of (38), we can change the discriminant function (37) into
\[
g_i(x) = -\frac{1}{2} \log |\Sigma_i| - \frac{1}{2}(x - \mu_i)^T \Sigma_i^{-1}(x - \mu_i) + \log P(C_i),
\]
where the constant term \(-\frac{1}{2} \log (2\pi)\) is ignored.

To apply supervised method to train the discriminant function (37) or (39), assume that we have a set of training samples \( \mathcal{X} = \{(x^t, r^t) : t = 0, \ldots, N - 1\} \), where \( x^t \in \mathbb{R}^d, r^t \in \{0, 1\} \) and \( r^t = 1 \) if \( x^t \in C_i \). Since the samples are collected in advance, we assume that the number \( N_i := \sum_{t=0}^{N-1} r^t_i \) of samples in the class \( C_i \) is known. Therefore \( N = \sum_i N_i \).

For any fixed \( i = 1, \ldots, q \), using maximum likelihood for each class, we define
\[
P_i = N_i / N, \\
m_i = \sum_{r=0}^{N-1} r^t_i x^t_i / N_i, \\
S_i = \sum_{r=0}^{N-1} r^t_i (x^t_i - m_i)(x^t_i - m_i)^T / N_i.
\]

It is easy to see that \( P_i \) counts the number of samples that lie in the \( i \)th class, which gives an approximation of \( P(x \mid C_i) \). While \( m_i \) and \( S_i \) provide estimates of the corresponding mean \( \mu_i \) and covariance matrix \( \Sigma_i \).

Substituting equations (40) into (39), the discriminant function becomes
\[
g^{\text{quad}}_i(x) = -\frac{1}{2} \log |S_i| - \frac{1}{2}(x^T S_i^{-1} x - 2x^T S_i^{-1} m_i + m_i^T S_i^{-1} m_i) + \log P_i.
\]
This defines a \textit{quadratic classifier}. Quadratic classifier can be simplified by pooling all the data in \( \mathcal{X} \). Then we obtain another discriminant function defined by
\[
g^{\text{linear}}_i(x) = x^T S^{-1} m_i - \frac{1}{2} m_i^T S^{-1} m_i + \log P_i,
\]
where
\[
S = \sum_{i=1}^{q} P_i S_i = \frac{1}{N} \sum_{i=1}^{q} \sum_{r=0}^{N-1} r^t_i (x^t_i - m_i)(x^t_i - m_i)^T
\]
is the common covariance matrix for all classes. In equation (42), we removed the common term \(-\frac{1}{2} \log |S| - \frac{1}{2} x^T S^{-1} x \). Equation (42) defines a \textit{linear classifier}.

Since linear classifier assumes that all the classes share a common covariance matrix, it has few parameters to estimate. Consequently, it is less flexible than the quadratic classifier, and so has substantially lower variance. This can potentially lead to improved performance on prediction. However, linear classifier can suffer from high bias if the assumption of a common covariance matrix for the classes is clearly untenable. Roughly, linear classifier tends to be better than quadratic classifier if there are relatively few training samples and thus reducing variance is crucial. In contrast, quadratic classifier is recommended if the training set is large so that the variance of the classifier is not a major concern.

We can further simplify the classifier (42) by assuming \( S = \text{diag}\{s_1, \ldots, s_d\} \) to be a diagonal matrix. This defines the \textit{naive Bayes’ classifier}. It has the following simple form by adding the common term \(-\frac{1}{2} x^T S^{-1} x \) into equation (42):

\[
g^{\text{linear}}_i(x) = x^T S^{-1} m_i - \frac{1}{2} m_i^T S^{-1} m_i + \log P_i + \frac{1}{2} \log |S|.
\]
When \( s_1 = \cdots = s_d = s \) in \( S \), then the classifier \( g_{\text{bayes}}^i \) defined in equation (44) can be further simplified into

\[
g_{\text{mean}}^i(x) = -\frac{1}{2} \sum_{j=1}^{d} (x - \bar{m}_j)^2 + \log P_i. \tag{45}
\]

It reduces to evaluate \( \|x - \bar{m}_i\|_2 \), which has been studied in [5]. If \( P_i = P_j \) for all \( i, j \), then it is known as the nearest mean classifier. When assuming the qRAM to prepare the quantum states of all input samples efficiently, then paper [5] shows that quantum computer can complete this classification task in time \( O((\log Nd)/\epsilon) \), which is exponential faster than the classical computer. However, as analyzed in [52], if the entries of the samples are relatively uniform (a case where state preparation is easy), then the classical random sampling algorithm solves the same problem in cost \( O((\log Nd)/\epsilon^2) \), which is a little worse than the quantum algorithm.

In the context of near-term quantum technology, variational quantum circuit is an interesting model to design supervised quantum classifiers [11, 13, 53–56]. In this model, the unitaries on the quantum circuits contain parameters. Similar to the classical supervised machine learning algorithms, we can find suitable parameters by minimizing some loss functions. This kind of parametric methods is a little different from the one we studied in this paper. More precisely, in variational quantum circuit, the idea to introduce the parameters is similar to the weights used in neural networks. They play the role of adjusting the ability of the model. However, in Bayes’s classifiers, we assume that there are certain statistical models among the samples. Usually, this is not necessary for the variational quantum circuits. From this point, quantum classifiers build on the variational quantum circuits can be viewed as non-parametric methods. Moreover, the parameters like the conditional probability in Bayes’s classifiers can be estimated directly from the training samples without minimizing loss functions.

5. Quantum speedups of Bayes’ classifiers

In this section, we show how to use quantum computer to speed up the above discussed three types of classifiers. For simplicity, we assume that \( \|x^t\|_2 = 1 \) for all \( t \), and the quantum state \( |x^t\rangle \) are prepared efficiently such as by qRAM [43]. The first assumption is not necessary; however, it can simplify the notations below.

Under the qRAM assumption, each quantum state \( |x^t\rangle \) can be prepared in \( O(\log^2 d) \) time steps. But the qRAM model requires \( O(\log d) \) address qubits, \( O(d) \) qutrits and \( O(d) \) classical or quantum memory cells. Moreover, it is not compatible with the quantum error-correction and fault-tolerant quantum computing. As shown in [57], the error rate per gate in this qRAM model is \( o(1/\sqrt{d}) \) when it is used as an oracle for the quantum search problem. Recently in [49], Park et al proposed a standard circuit-based qRAM without using the routing algorithm. It can read classical data stored in memory cells, and superpose them in the computational basis states. In the following, we need to use \( |x^t\rangle \) to prepare other quantum states, so we assume that \( \{ |x^t\rangle : t = 1, \ldots, N \} \) are stored in memory cells so that they can be queried in superpositions efficiently.
5.1. Quantum speedup of quadratic classifier

In the following, we see how to achieve speedup at estimating $g_{\text{quad}}^i(x)$ in a quantum computer. Denote
\[ F_i = \{ t \in \{0, \ldots, N - 1\} : x^t \in C_i \}. \] (46)

Then we can rewrite equation (40) as
\[
\begin{align*}
\mathbf{m}_i &= \sum_{t \in F_i} x^t / N_i, \\
S_i &= \sum_{t \in F_i} (x^t - \mathbf{m}_i)(x^t - \mathbf{m}_i)^T / N_i.
\end{align*}
\] (47)

**Remark 6.** To evaluate the quadratic discriminant (41), we need to compute $S_i^{-1}$. It may happen that $S_i$ is not invertible. In this case, we can apply dimension reduction algorithm, such as principal component analysis, to obtain low dimensional vector representations of the training samples. Then perform the classification task in the low dimensional space. Another idea is to use the Moore–Penrose inverse. In the following, we assume that $S_i^{-1}$ is the Moore–Penrose inverse of $S_i$. As for the determinant $|S_i|$, it refers to the product of nonzero eigenvalues.

**Lemma 3.** With the notations given in equation (47), we can prepare the following state in time $O(\log^2 d + \log N_i)$
\[
|m_i\rangle := \| \mathbf{m}_i \|_2 |0\rangle |\mathbf{m}_i\rangle + |1\rangle (\cdots).
\] (48)

**Proof.** We first prepare the superposition $\frac{1}{\sqrt{N_i}} \sum_{t \in F_i} |t\rangle$ by Hadamard operator. By the qRAM assumption, we can prepare $\frac{1}{\sqrt{N_i}} \sum_{t \in F_i} |t\rangle |x^t\rangle$ by viewing $|t\rangle$ as a control register. Finally, apply Hadamard operator again to $|t\rangle$, then we obtain $\frac{1}{\sqrt{N_i}} |0\rangle \sum_{t \in F_i} |x^t\rangle + |1\rangle (\cdots)$. This gives the desired result.

The complexity of Hadamard operator is $O(\log N_i)$. By qRAM, the quantum state of each $|x^t\rangle$ can be prepared in time $O(\log^2 d)$. Therefore, the total cost of the above procedure is $O(\log^2 d + \log N_i)$. \hfill \Box

Denote the $j$th row of $S_i$ as $S_i(j)$, then by equation (47)
\[
S_i(j) = \sum_{t \in F_i} \frac{x^t_j - m_{ij}}{N_i} (x^t - \mathbf{m}_i),
\] (49)

where $x^t_j, m_{ij}$ are the $j$th component of $x^t$ and $\mathbf{m}_i$ respectively.

**Lemma 4.** For any $j = 1, \ldots, d$, there is a unitary that achieves the transformation
\[
|j, 0\rangle \mapsto |j\rangle |\tilde{S}_i(j)\rangle
\]
to precision $\epsilon$ in cost $O((\log^2 d + \log N_i)/\epsilon)$, where
\[
|\tilde{S}_i(j)\rangle = \frac{1}{4} \| S_i(j) \|_2 |0\rangle |S_i(j)\rangle + |1\rangle (\cdots).
\]
Proof. For convenience, denote

\[ |\psi'_j\rangle = \frac{1}{\sqrt{2}} \left( |0\rangle|0, x'_j\rangle - |1\rangle|\tilde{m}_j\rangle \right), \]

\[ |\phi_{ij}\rangle = \frac{1}{\sqrt{2}} \left( |+\rangle|0, j\rangle|\tilde{m}_j\rangle + |-\rangle|0, j\rangle|\tilde{m}_j\rangle \right), \]

\[ |\varphi'_{ij}\rangle = \frac{x'_j - m_j}{2} |0\rangle + \sqrt{1 - \frac{|x'_j - m_j|^2}{4}} |1\rangle. \]

Since \(|x|^2 = 1\) and \(|m_j|^2 \leq 1\), we have \(|x'_j - m_j| \leq 2\). Thus \(|\varphi'_{ij}\rangle\) is well-defined. Here, we simplified the notation \(|\phi_{ij}\rangle\) as stated in remark 5.

As analyzed in remark 4, we can prepare \(|\phi_{ij}\rangle\) from \(|0\rangle|0, j\rangle|\tilde{m}_j\rangle\) by Hadamard gate and swap operator. Thus to apply the result of proposition 5, we need to construct a unitary to achieve

\[ |j\rangle \otimes |0 \ldots 0\rangle \rightarrow |j\rangle \otimes |0\rangle|0, j\rangle|\tilde{m}_j\rangle. \]  

(50)

Lemma 3 states that there is a unitary to prepare \(|\tilde{m}_j\rangle\) from \(|0\rangle\). Since \(|\tilde{m}_j\rangle\) is independent of \(j\) and it is easy to find a unitary to perform \(|j, 0\rangle \rightarrow |j, j\rangle\). Thus the unitary to implement (50) has complexity \(O(\log^2 d + \log N_j)\).

By lemma 3 and the qRAM assumption, we can prepare \(|\psi'_j\rangle\) in time \(O(\log^2 d + \log N_j)\). As a result, we can obtain the following state in time \(O(\log^2 d + \log N_j)\) by viewing \(|t\rangle\) as a control qubit in the superposition \(\frac{1}{\sqrt{N_j}} \sum_{i \in F_j} |t\rangle \otimes |\psi'_j\rangle \otimes |\phi_{ij}\rangle\).

Note that \(|\tilde{m}_j|0, j\rangle = m_j\) and \(x'_j\) is known, thus by proposition 5 and equation (34) with \(f(s) = (x'_j - s)/2\), we get

\[ \frac{1}{\sqrt{N_j}} \sum_{i \in F_j} |t\rangle \otimes |\psi'_j\rangle \otimes |\phi_{ij}\rangle \otimes |\varphi'_{ij}\rangle \]  

(51)

in time \(O((\log^2 d + \log N_j)/\varepsilon)\). Undo the preparation of \(|\phi_{ij}\rangle\) to obtain

\[ \frac{1}{\sqrt{N_j}} \sum_{i \in F_j} |t\rangle \otimes |\psi'_j\rangle \otimes |\varphi'_{ij}\rangle. \]

Finally, apply Hadamard operator to \(|t\rangle\) and to the first register of \(|\psi'_j\rangle\), then after simplification, we get

\[ \frac{1}{4N_j} |0\rangle \sum_{i \in F_j} (x'_j - m_j)(|x'_j - m_j|_2|m_j\rangle) + |1\rangle (\cdots). \]

This gives the desired state. In the above state, we ignored the number, which is a constant, of qubits in \(|0\rangle\) of the first register.

Finally, we analyze the complexity of the above procedure. The main cost is to prepare (51). If the error to approximate \(S_j(j)\) is controllable, then the complexity of the above procedure is \(O((\log^2 d + \log N_j)/\varepsilon)\). Thus it suffices to focus on the analysis of error caused by
swap test. Denote the $\epsilon$-approximation of $(\hat{m}_i | 0, j \rangle = m_j$ obtained by swap test as $\hat{m}_j$. Thus in practice, $|\hat{v}'_j \rangle$ should be changed into

$$|\hat{v}'_j \rangle = \frac{x'_j - m_j}{2} |0\rangle + \sqrt{1 - \frac{|x'_j - m_j|^2}{4}} |1\rangle.$$ 

And the final state we actually obtain is

$$\frac{1}{4N_i} (|0\rangle \sum_{i \in F} (x'_j - m_j)(|x'\rangle - \|m_i\|_2|m_j\rangle) + |1\rangle (\cdots))$$

as there is no error in preparing $|m_i\rangle$ by lemma 3. Denote

$$\hat{S}_i(j) = \frac{1}{N_i} \sum_{i \in F} (x'_j - m_j)(x' - m_i).$$

then

$$\|S_i(j) - \hat{S}_i(j)\|_2 \leq \frac{1}{N_i} \sum_{i \in F} |m_i - m_j| \|x' - m_i\|_2 \leq 2\epsilon$$

in that $\|x'\|_2, \|m_i\|_2 \leq 1$. Thus the error to approximate $S_i(j)$ is bounded by $O(\epsilon)$.

The proof of lemma 4 provides an efficient approach to construct the unitary operator $U_M$ to prepare the quantum states of the rows of $S_i$. In this case $O(T) = O((\log^2 d + \log N_i)/\epsilon)$ and $\alpha = 1/4$. By lemma 4, we can prepare the following superposition of the rows of $S_i$,

$$\frac{1}{\sqrt{d}} \sum_{j=1}^{d} |j\rangle |\hat{S}_i(j)\rangle = \frac{1}{4\sqrt{d}} \sum_{j=1}^{d} \|S_i(j)\|_2 |j\rangle |S_i(j)\rangle |0\rangle + (\cdots) |1\rangle \quad (52)$$

in cost $O((\log^2 d + \log N_i)/\epsilon)$. With the above preliminaries, now we can prove the following main result

**Theorem 1.** Suppose that $x$ is a new data need to be classified, then we can compute $g^{\text{quad}}_i(x)$ to precision $\epsilon$ in time

$$O\left(\frac{\kappa_i^2 \sqrt{d} (\log^2 d + \log N_i)}{\epsilon^2} \left(\frac{d^2 \log \kappa_i}{\epsilon} + \log \frac{\kappa_i^2}{\epsilon}\right)\right) \quad (53)$$

in a quantum computer, where $\kappa_i$ is the condition number of $S_i$.

**Proof.** To simplify the notation, we assume that $I/\kappa_i \leq S_i \leq I$. By lemma 4, $O(T) = O((\log^2 d + \log N_i)/\epsilon)$ and $\alpha = 1/4$. By equation (52), $T_{S_i} = O((\log^2 d + \log N_i)/\epsilon)$ and $\beta = 1/4\sqrt{d}$. Thus by equation (18), we can obtain an $\epsilon$-approximation of $\log |S_i|$ in time

$$O(\kappa_i^2 d^2 \beta (\log^2 d + \log N_i)(\log \kappa_i)/\epsilon^3).$$

By proposition 1 and lemma 3, $\langle x | S^{-1}_i | x \rangle$, $\langle x | S^{-1}_i | m_i \rangle$ and $\langle m_i | S^{-1}_i | m_i \rangle$ can be estimated to precision $\epsilon$ in time
Therefore, the final complexity to estimate $g^\text{quad}_i(x)$ is (53).

For a classical computer, computing the inverse and determinant of a $d \times d$ matrix costs $O(d^3)$ arithmetic operations [58]. It is easy to see from (40) and (41) that it costs $O(Nid^2 + d^3)$ to compute $g^\text{quad}_i(x)$ in a classical computer, where $O(Nid^2)$ is used to calculate all the entries of $S_i$. Compared to the classical algorithm, quantum computer achieves an exponential speedup at the number $N_i$ of samples and a minor polynomial speedup at the dimension $d$ when the condition number of $S_i$ is small.

5.2. Quantum speedup of linear classifier

The construction of the quantum algorithm to speed up linear classifier is similar to that of quantum quadratic classifier. Due to the simplified form, the quantum speedup at the dimension is better than quadratic classifier.

For each fixed $t$, $x^t$ only belongs to one class, say $C_{it}$, thus

$$\sum_{i=1}^{q} r_i (x^t - m_i)(x^t - m_i)^T = (x^t - m_i)(x^t - m_i)^T.$$  \hspace{1cm} (54)

Denote the $j$th row of $S$ as $S(j)$, then by equations (43) and (54), we have

$$S(j) = \sum_{i=0}^{N-1} \frac{x^t_j - m_{ij}}{N} (x^t - m_i),$$

where $x^t_j, m_{ij}$ are the $j$th component of $x^t$ and $m_i$ respectively. It has a similar structure to equation (49). Hence, similar to the proof of lemma 4, we have

**Lemma 5.** The following transformation can be prepared in time $O((\log d + \log N)/\epsilon)$

$$|j\rangle|0\rangle \mapsto |j\rangle \left( \frac{1}{4} \|S(j)\|_2 |0\rangle |S(j)\rangle + |1\rangle (\cdots) \right).$$ \hspace{1cm} (55)

As a result, we have

**Theorem 2.** The value of $g^\text{linear}_i$ at $x$ can be estimated to precision $\epsilon$ in time

$$O\left( \frac{\kappa^2 \sqrt{d}(\log^2 d + \log N) \log^2 \kappa^2}{\epsilon} \right)$$ \hspace{1cm} (56)

in a quantum computer, where $\kappa$ is the condition number of $S$.

**Proof.** Compared to quadratic classifier, linear classifier does not need to estimate $\log |S|$. So the proof of this theorem is the second part of that of theorem 1. Substitute the result of lemmas 3 and 5 into proposition 1, we conclude that $\langle x | S^{-1}_i | x \rangle$, $\langle m_i | S^{-1}_i | m_i \rangle$ can be estimated to precision $\epsilon$ in time (56). \hfill \square
Similar to the analysis of quadratic classifier, the classical method to evaluate $g^\text{linear}_i(x)$ costs $O(N d^2 + d^3)$. When the condition number of $S$ is small, then quantum linear classifier achieves exponential speedup at the number of samples and sextic speedup at the dimension over the classical counterpart.

5.3. Quantum speedup of naïve Bayes’ classifier

In this last subsection, we consider the quantum speedup of naïve Bayes’ classifier. The quantum speedup here only depends on the swap test discussed in section 3.

By equation (43), we have

$$s_j = \frac{1}{N} \sum_{t=0}^{N-1} (x'_t - m_{itj})^2,$$

(57)

where $x' \in C_i$.

In a classical computer, calculating each $s_j$ costs $O(N)$ operations. In equation (44), there are $d$ terms, thus the total cost of the classical method to accomplish naïve Bayes’s classifier is $O(Nd)$. However, the following result shows that quantum computer can do exponentially better.

**Theorem 3.** Let $x$ be a new data, then we can estimate $g^\text{bayes}_i(x)$ to precision $\epsilon$ in time $O((\log_2 d + \log N)/\epsilon^3)$ in a quantum computer.

**Proof.** First, we show how to compute $s_j$. By lemma 3, $|\tilde{m}_{itj}\rangle$ can be prepared in time $O(\log^2 d + \log N) = O(\log^2 d + \log N)$. By viewing $|t\rangle$ as a control qubit in $\frac{1}{\sqrt{N}} \sum_{t=0}^{N-1} |t\rangle$, we can prepare the following state in time $O(\log^2 d + \log N)$.

$$\frac{1}{\sqrt{N}} \sum_{t=0}^{N-1} |t\rangle \otimes \frac{1}{\sqrt{2}} \left( |+\rangle|0, j\rangle|\tilde{m}_{it}\rangle + |\rangle|0, j\rangle|\tilde{m}_{it}\rangle \right).$$

Since $|0, j\rangle$ is independent of the summation in the above state, to apply proposition 5 we need to find a unitary to achieve

$$|t, 0\rangle \mapsto |t, \tilde{m}_{it}\rangle.$$  (58)

This is the same as implementing (50) in the proof of lemma 4. More precisely, by lemma 3 in preparing $|\tilde{m}_{itj}\rangle$, except the Hadamard gate, the other unitaries are the ones used in qRAM. Based on the assumption of qRAM, we assume that $|t, 0\rangle \mapsto |t, x'_t\rangle$ is obtainable. Thus, we have a unitary to perform the transformation (58).

Now by proposition 5 and equation (33), we can further prepare

$$\frac{1}{\sqrt{N}} \sum_{t=0}^{N-1} |t\rangle \otimes \frac{1}{\sqrt{2}} \left( |+\rangle|0, j\rangle|\tilde{m}_{it}\rangle + |\rangle|0, j\rangle|\tilde{m}_{it}\rangle \right)$$

$$\otimes \left( \frac{(x'_t - m_{itj})^2}{4}|0\rangle - \sqrt{1 - \frac{(x'_t - m_{itj})^2}{16}}|1\rangle \right)$$

in time $O((\log^2 d + \log N)/\epsilon)$ by choosing $f(s) = (x'_t - s)^2/4$. Here $\epsilon$ is the precision to approximate $m_{itj}$. Unprepare $\frac{1}{\sqrt{2}} \left( |+\rangle|0, j\rangle|\tilde{m}_{it}\rangle + |\rangle|0, j\rangle|\tilde{m}_{it}\rangle \right)$, and apply Hadamard operator
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to $|t\rangle$ to get

$$|\tilde{s}_j\rangle := \frac{1}{4N} \sum_{t=0}^{N-1} (x'_t - m_{ij})^2 |0\rangle + |0\rangle^\perp = \frac{s_j}{4} (0)^{\otimes |\log N|} |0\rangle + |0\rangle^\perp.$$ 

Now, $s_j$ can be obtained by applying amplitude estimation to estimate the amplitude of $|0\rangle$ of $|\tilde{s}_j\rangle$.

In the following, we consider the error caused by amplitude estimation. Denote the $\epsilon$-approximation of $m_{ij}$ as $m'_{ij}$, then the amplitude of $|0\rangle^{\otimes |\log N|} |0\rangle$ of $|\tilde{s}_j\rangle$ is

$$s_j' := \frac{1}{4N} \sum_{t=0}^{N-1} (x'_t - m'_{ij})^2.$$ 

Since $\|x\|_2 = 1$ and $\|m_i\|_2 \leq 1$, we have

$$\frac{1}{4} |s_j - s_j'| \leq \frac{1}{4N} \sum_{t=0}^{N-1} |m_{ij} - m'_{ij}| 2|x'_t - m_{ij}| \leq \epsilon.$$

Thus the error to approximate $s_j$ is bounded by $4\epsilon$, which is controllable.

When considering about equation (44), the quantum state $|\tilde{s}_j\rangle$ will play a role to estimate $g_t^{\text{bayes}}(x)$. To be more precise, viewing $|+\rangle, |-\rangle$ as control registers we can prepare

$$|\phi_t\rangle = \frac{1}{\sqrt{2}} (|+\rangle |0\rangle |x\rangle - |\perp\rangle |0\rangle |\tilde{m}_i\rangle) = \frac{1}{2} |0\rangle \sum_{j=1}^d (x_j - m_{ij}) |j\rangle + |0\rangle^\perp$$

in time $O(\log^2 d + \log N)$ due to lemma 3. Viewing $|0, j\rangle$ as control qubits in $|\phi_t\rangle$, we obtain

$$\frac{1}{2} |0\rangle \sum_{j=1}^d (x_j - m_{ij}) |j\rangle \otimes \frac{1}{\sqrt{2}} (|+\rangle |\tilde{s}_j\rangle + |\perp\rangle |0\rangle^{\otimes |\log N|} |0\rangle) + |0\rangle^\perp$$

in time $O((\log^2 d + \log N)/\epsilon)$. Set $c = \min_j |s_j|$, then by proposition 5 with $f(s) = 4s/c$, we can generate

$$\frac{1}{2} |0\rangle \sum_{j=1}^d (x_j - m_{ij}) |j\rangle \otimes \frac{1}{\sqrt{2}} (|0\rangle |\tilde{s}_j\rangle + |1\rangle |0\rangle^{\otimes |\log N|} |0\rangle)$$

$$\otimes \left( \frac{c}{s_j} |0\rangle + \sqrt{1 - \frac{c^2}{s_j^2}} |1\rangle \right) + |0\rangle^\perp$$

in time $O((\log^2 d + \log N)/\epsilon^2)$. Now unprepare $\frac{1}{\sqrt{2}}(|0\rangle |\tilde{s}_j\rangle + |1\rangle |0\rangle^{\otimes |\log N|} |0\rangle)$ returns

$$\frac{1}{2} |0\rangle \sum_{j=1}^d (x_j - m_{ij}) |j\rangle \left( \frac{c}{s_j} |0\rangle + \sqrt{1 - \frac{c^2}{s_j^2}} |1\rangle \right) + |0\rangle^\perp$$

$$= \frac{c}{2} |0\rangle \sum_{j=1}^d \frac{x_j - m_{ij}}{s_j} |j\rangle |0\rangle + |0\rangle^\perp. \quad (59)$$

Apply swap operations to (59), we can transform $|j\rangle |0\rangle$ into $|0\rangle |j\rangle$, thus we have
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Note that the first term of $g_{\text{bayes}}^i(x)$ can be approximated by computing the inner product between the first terms of $|\phi_0\rangle$ and $|\phi_1\rangle$. To compute their inner product, we add an ancilla qubit into $|\phi_0\rangle$ and $|\phi_1\rangle$, such that they become

$$|\tilde{\phi}_0\rangle = \frac{1}{2} |0,0\rangle \sum_{j=1}^{d} \left( x_j - m_j \right) |j\rangle + |0,0\rangle \perp,$$

$$|\tilde{\phi}_1\rangle = \frac{c}{2} |0,0\rangle \sum_{j=1}^{d} \left( x_j - m_j \right) |j\rangle + |2,0\rangle \perp.$$

This is achievable by control operations since the second term in $|\phi_0\rangle$ or $|\phi_1\rangle$ is orthogonal to the first term.

Now apply swap test to compute the inner product between $|\tilde{\phi}_0\rangle$ and $|\tilde{\phi}_1\rangle$, we get an estimation of the first term of $g_{\text{bayes}}^i(x)$. The second term of $g_{\text{bayes}}^i(x)$ is easy to compute by equation (40).

Based on the above construction, the costs to prepare $|\tilde{\phi}_0\rangle$ and $|\tilde{\phi}_1\rangle$ are $O((\log^2 d + \log N)/\epsilon)$ and $O((\log^2 d + \log N)/\epsilon^2)$, respectively. Therefore, performing swap test to precision $\epsilon$ to estimate $g_{\text{bayes}}^i(x)$ costs $O((\log^2 d + \log N)/\epsilon^3)$.

Finally, we summarize the results obtained in this section in Table 1.

6. Conclusions

In this paper, we applied quantum algorithms to speed up three Bayes’ classifiers (quadratic, linear and naive Bayes). Under the assumption of qRAM to prepare the quantum states of training samples, polynomial and exponential speedup are obtained. The main technique we used are block-encoding and swap test, which are powerful methods to handle matrix-vector operations in the quantum computer. From the definition and the theory constructed in [23], block-encoding is more suitable to manipulate matrix operations when the matrix is given directly; i.e. we know all the entries explicitly. However, the matrices in many machine learning problems, such as Laplace eigenmap [59], Fisher discriminant analysis [60], and the problems considered in this paper, are not belonging to this case. Usually, extra calculations are required. For instance, in Laplace eigenmap, the entries of the Hermitian matrix is the Gauss
function of the input samples. In Fisher discriminant analysis, the matrix is a summation of rank-one matrices, which are generated by the input samples and the means of the samples in different classes. So to be more practical, we need to find better approaches to construct the block-encoding of the given matrix. Some approaches are proposed in [37]. The method proposed in this paper is also a simple method to find block-encoding that may have other applications.
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