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ABSTRACT

For the first time since the Chernobyl accident, detectable concentrations of ruthenium-106 were measured across Europe in September and October 2017. The source of this radioactive cloud remains unconfirmed. In this paper we present a forensic inverse modelling study to simultaneously estimate the source location, timing and magnitude of the unexpected ruthenium-106 release using 473 measurements of atmospheric concentration. To do this, we introduce a novel method, which estimates the uncertainty in the often unknown transport error using a Markov chain Monte Carlo approach. We corroborate the conclusions of other studies which suggest the source location is in the Southern Ural region of Russia, where the Mayak nuclear complex is located. Assuming that the Mayak nuclear complex is the most plausible release location, the method estimates that 441 ± 13 TBq was released 12:00-18:00 UTC 24 September 2017, assuming a six hour release window.

1. Introduction

Accidental releases of radiological species range from catastrophic events such as the incident at Chernobyl or Fukushima Daiichi Nuclear Power Plant to small scale releases that are often unnoticed or unreported. Recent years have seen a number of releases that are small as to not pose any immediate danger to the public, but large enough that their atmospheric concentration can be recorded and source attribution is necessary (e.g. Tichý et al., 2017; Masson et al., 2018). From late September 2017 there were detectable concentrations of ruthenium-106 ($^{106}$Ru) in many European countries for the first time since the Chernobyl accident (Jakab et al., 2018; Penev et al., 2018; Ramebäck et al., 2018; Masson et al., 2019). A small number of sites also detected levels of the isotope ruthenium-103 (e.g. Ramebäck et al., 2018). The source of the release was unknown and remains unconfirmed. A number of emissions sources have been ruled out, such as melting of a radiotherapy source and satellite reentry (Masson et al., 2019). There have been suggestions that the source is the Mayak nuclear complex in Russia, possibly during the production of a high-specific activity $^{144}$Ce source (Cartlidge, 2018; Masson et al., 2019), or a release from a ruthenium jet engine (Mietelski and Povinec, 2020).

This paper aims to better understand this 2017 ruthenium release by applying a new method for identifying the source location, magnitude and release time of an unknown release of a radiological species using measurements of atmospheric concentration and an inverse modelling approach. There are a number of inverse methods proposed in the literature for assessing the source term of both unknown (e.g. Lucas et al., 2020; Brunner et al., 2012; Ganesan et al., 2014; Western et al., 2020). The method proposed here aims to be suitable for time-scales for operational response, which needs a well-informed, yet rapid response to a radiological incident with an unknown source. Large scale incidents from known source location may benefit from more computationally intensive inverse algorithms available in the literature (e.g. Yee et al., 2008; Liu et al., 2017; Lucas et al., 2017).

This paper first outlines the measurements and dispersion model set-up used, followed by a description of the inverse method. The results and discussion follows, which proposes the likely release location, time and source magnitude. Finally, we make our concluding remarks.

2. Method

This section details the measurements used to inform the inverse modelling procedure as well as the atmospheric transport model which provides a mapping between the source estimation and measurements.

2.1. Measurements of airborne concentration

Masson et al. (2019) provide a summary of $^{106}$Ru measurements of wet and dry deposition and airborne concentrations, as well as a small number of measurements of airborne concentrations of $^{103}$Ru. In this paper we limit ourselves to using airborne measurements of $^{106}$Ru concentrations (in mBq m$^{-3}$), as summarised in the Masson et al. (2019) supporting information. This dataset contains 1,069 airborne concentration measurements in 35 countries, with sampling periods lasting from a few hours to several months (please see Masson et al. (2019) and references therein for more information on the sampling techniques for these measurements). Measurements with shorter measurement periods will generally provide more information than those with...
longer sampling periods, providing that there is sufficient signal-to-noise in the measurements. The air histories for very long measurements periods will be dispersed over large regions, and therefore have lower sensitivities to possible release locations. Many of these measurements are below the detection limit of the instrument, which we exclude from our dataset here. Additionally, we exclude, for computational convenience, three measurements made in Russia where the sampling period was longer than three months. This leaves a total of 473 measurements of $^{106}$Ru atmospheric concentration ranging from $1.7 \times 10^{-4}$ to $176.09$ mBq m$^{-3}$. Figure 1 shows the locations of these measurements. Many, but not all, of these measurements are presented with their associated error, which is given as a two standard deviation error. Where no measurement error is available, we assume that the error is equal to the mean percentage error for all available measurement errors. We use these measurements, and their associated errors, to inform the source estimation.

2.2. Atmospheric transport model

The approach taken here to estimate the source of a radiological release from measurements requires simulating the transport of air sampled by the measurement instrument backwards in time. As the model is backwards running using a radioactive tracer, no deposition processes are considered. The simulation of air history of the measured air sample requires an atmospheric transport model. Here we use the Numerical Atmospheric-dispersion Modelling Environment (NAME, Jones et al., 2007) developed by the UK Met Office. NAME is a Lagrangian transport model, originally created to model the dispersion of radionuclides from incidents such as the Chernobyl incident, and was originally called the Nuclear Accident Model. In this work we choose meteorology from the Met Office Unified Model to drive NAME (Walters et al., 2014).

We simulate the transport from each measurement site in a domain covering the globe with meteorology at 0.140625 by 0.09375° (approximately 10 km over the United Kingdom). The NAME output is produced at a spatial resolution of 0.5 by 0.5° in order to reduce the computation of the inverse method. Each measurement site releases 25,000 particles per hour from the end of the measurement period until its start (see Masson et al. (2019) for the measurement period of each site). Due to the lack of information about the positioning of the measurement sites beyond their cardinal locations, we release the particles in NAME at 20 ± 10 magl. From the time of release, NAME outputs the time-integrated concentration of a unit mass release rate of a tracer species, which has a half-life of $^{106}$Ru of 373.59 days, every six hours on the global grid. The transport is simulated backwards until 06:00 UTC on 20 September 2017. We choose to output the dosage in the bottom 250 metres above ground level (magl) of the domain to define the sensitivity of the measurement to the source. This makes the approach only suitable for near-surface releases and so would be unable to characterise, for example, a radiological release during satellite reentry. The measured $^{106}$Ru appears to be mainly in particulate form (Masson et al., 2019), although in the absence of more information of the size distribution and density of these particulates (and the likely paucity of information during future unexpected releases) we found it satisfactory to model the transport of $^{106}$Ru as a tracer gas.

We convert the integrated dosage output from NAME into a sensitivity following the approach in Manning et al. (2011). This means that the units of the sensitivity multiplied by the units of the source emissions will equal the mea-
measurement units. The difference here is that rather than creating a sensitivity of each measurement to an integrated emission over the entire air history, we instead create a sensitivity to each six hourly period of the air history. This makes the assumption that the release was constant and uniform only over each six hour period. We make the assumption that non-reported accidents are generally from nonreactor facilities, and that the release is limited to a single six hour release period (Elder et al., 1986).

Once the transport has been simulated and the sensitivities have been produced, these can be used within a statistical model to estimate the release source. The resultant sensitivities for all measurement site can be seen as an animation in the supplementary information.

2.3. Inverse methodology

Here we introduce the algorithm for inferring source information about a small radiological release. We apply this method to the case of the 2017 release of Ru-106. We assume throughout that the release is constant over a short release period, for example a short venting or leakage, rather than a sustained release that occurs during catastrophic incidents. The method is for estimating the location, time and magnitude of an unknown release of a known radiological species. This method must be fast so that the estimation process can be carried out operationally, informing the authorities where necessary action must be taken.

The aim of this method is to infer the emission magnitude, \( x \), time period, \( t \), and species at an unknown location given a set of \( n \) measurements of airborne concentration contained in the vector \( y \). At a given release time \( t \) in a discrete set of possible release times \( T \) we assume the linear model

\[
y = h(t)x + \epsilon, \tag{1}
\]

where \( h(t) \) is a linear mapping from the measurements to the emission, created using the approach in section 2.2 and \( \epsilon \) is a stochastic error representing the combined error in the simulated transport, which is unknown, and measurements, which we treat as known.

The approach taken here involves estimating the release from all possible locations in a given spatial domain, where each possible release location is a point source within a 0.5° by 0.5° spatial bin in a global domain. This requires inference to be carried out a large number of times. Taking this approach means, however, that inference at each location can be run independently, taking advantage of parallel and high performance computing capabilities. Therefore, we take a hierarchical Bayesian approach to estimate the emission and model-transport error, and take an empirical Bayes approach to estimate the most likely release time \( t \). There is very little prior information during events of unexpected radiological releases. We therefore use a non-informative Normal prior for \( x \) to inform the Bayesian inference, or the Jeffreys prior for \( x \) (see e.g. Robert et al., 2009). This does allow \( x \) to take any real number value, including negative emissions (unlike e.g. Liu et al., 2017; Tichý et al., 2017), although this assumption remains suitable in practice. We treat the standard deviation of the simulated transport error as unknown, and assume it is identical and independently distributed for all simulations. We estimate this standard deviation during inference and assign a uniform prior which we give bounds of 5 to 50 mBq m\(^{-3}\). By taking an empirical Bayes approach to estimate the release time we rely on maximising the likelihood, or assume that the prior probability is a delta function informed by the data in a Bayesian setting, for example as used in Liu et al. (2017).

To infer the parameters describing the emissions and transport error we use a Markov chain Monte Carlo (MCMC) method, while using Expectation-Maximisation to infer the time of the release. The algorithm is presented in more detail in Appendix A. We build this MCMC approach using three sampling steps at each iteration. The samplers have been chosen for their efficiency and ease of use in a rapid response scenario. The magnitude of the emissions source is sampled using a Gibbs step (Geman and Geman, 1984), followed by a Slice sampling step for the transport error (Neal, 2003) and then an Expectation-Maximisation step for the release time (Dempster et al., 1977). After sampling the variables we extract the mean and standard deviation of the posterior distribution of the sampled \( x \) values as the reported estimate of the source emission and its marginalised expectation-maximised time period as the most likely release time. We judge the likely release location on the log-likelihood of the mean posterior of source emissions given the measurements and their errors and mean posterior estimates of the transport error and model release time. This produces a qualitative estimate of the likely source location, where further investigation into the approximate release location may allude to the true emissions source. These inferred estimates allow conclusions to be drawn about the nature of the September 2017 release of \(^{106}\text{Ru}\).

3. Results and discussion

The results in Figure 2(a) show a high likelihood that the release source was in the Southern Urals region of Russia, an area that includes the location of the Mayak nuclear processing facility. This aligns with findings from other modelling studies (Sørensen, 2018; Maffezzoli et al., 2019; Masson et al., 2019; Saunier et al., 2019; Shershakov et al., 2019). The location of the Mayak facility itself does not have the highest likelihood of being the source but, given the region of high likelihood, we are unable to find a different corroborating source. If the Mayak nuclear facility is the assumed source, figure 2(b) shows the most likely release date is 24 September 2017, and a release time, which is not displayed on the figure, of 12:00-18:00 UTC, assuming a six hour release period. Figures 2(c) and 2(d) show the estimated release size of the \(^{106}\text{Ru}\) release in each 0.5° by 0.5° spatial bin and its respective one standard deviation uncertainty. At the Mayak nuclear facility, this corresponds to a total release of 441 ± 13 TBq, or 3.6 ± 0.1 g of \(^{106}\text{Ru}\).

Figure 3 shows the simulated transport of \(^{106}\text{Ru}\) in the bottom 250 m of the atmosphere by running the NAME
model in the forward direction using the source as the Mayak nuclear facility with a release of 441 TBq at a height of 50 ± 50 m released uniformly between 12:00-18:00 UTC 24 September 2017. The modelled airborne concentration at a selection of measurement sites from the forward simulations can be seen in the Figure 4, and generally show good agreement. Figure 5 shows a comparison of the measured $^{106}$Ru concentrations and the respective modelled (posterior mean) concentrations for all measurement sites, assuming a release from the Mayak nuclear facility using the inferred source characteristics using the method in section 2.3. Figure 6 shows the same data for the measured and modelled (posterior mean) concentrations on a scatter plot.

The results found here estimate that the unexpected release of $^{106}$Ru in 2017 originated from the Mayak nuclear facility on 24 September 2017 between 12:00-18:00 UTC and released 441 TBq of $^{106}$Ru into the atmosphere. Our estimate of 12:00-18:00 UTC 24 September 2017 is earlier than the estimated release date by Masson et al. (2019) at between 18:00 UTC 25 September 2017 and 12:00 UTC 26 September 2017 and and the estimate by Sørensen (2018) of a 05:00-13:00 UTC 26 September 2017 release, but falls closer in line with the earlier estimated release date made by Shershakov et al. (2019). Saunier et al. (2019) estimate a time series release, with a smaller release (< 2 TBq) on 23 and 24 September 2017, and a larger release (~ 250 TBq) on 26 September. The total estimated release is 252 ± 13 TBq, which is significantly smaller than the release estimated in
Source estimation of an unexpected release of Ruthenium-106

Figure 4: The modelled concentration (blue), measured average concentration (orange) and modelled average concentration (green) of airborne Ruthenium-106 at four measurement sites: (a) Institute Vinča 1 near Belgrade in Serbia, (b) Ljubljana in Slovenia, (c) Bucharest in Romania and (d) Belluno in Italy.

this work. Differences likely arise from the differences in atmospheric transport modelling, the imposed meteorology and the assumption of a finite release made in this work.

An estimate of the release date earlier than that in Masson et al. (2019) is supported by evidence that $^{106}\text{Ru}$ deposits of 50.7 Bq/m$^2$ per day were measured at Kyshtym, in Russia, between 23 and 24 September 2017 (Roshydromet, 2017). The site of Kyshtym is located in close to the Mayak facility and known to be a contaminated since the 1957 Kyshtym disaster, however total background levels at this site in August 2017 were only 0.7 Bq/m$^2$ per day (Roshydromet, 2017). Lack of information concerning the timings of this deposition sampling unfortunately limits better knowledge of plausible release times.

The estimated total release of 441 TBq $^{106}\text{Ru}$ is much smaller than the previous release from the Mayak facility during the 1957 Kyshtym disaster, where some 2,700 TBq $^{106}\text{Ru}$ (and its daughter product $^{106}\text{Rh}$) was released (Jones, 2008). The release of $^{106}\text{Ru}$ is, however still substantial and considerably greater than other Russian incidents, such as the 1993 accident at the Tomsk-7 reprocessing plant where the $^{106}\text{Ru}$ release was estimated to be only 7.9-11.1 TBq, and 25.3-36.7 TBq for the total activity of all materials released (IAEA, 1998). The Tomsk-7 accident was classified as 4 on the International Nuclear Event Scale (INES), i.e. an accident with local consequences.

The method proposed in this work imposes a finite set of release times. This may not be valid for larger sustained releases but has merits as a method for fast response while maintaining a formal probabilistic framework. The presented method can be extended to a time series estimate by extending the Gibbs step in the algorithm as e.g. Tichý et al. (2017). This would add greater computational expense per grid cell but may be feasible if massively parallel computing facilities are available. The inclusion of temporal correlation, as Tichý et al. (2017), may remove spurious release times, although the effect of smoothing short-term releases should be questioned. Atmospheric releases over a short time period would also be impacted by an imposed release duration. The error in estimation will be greatest when the meteorological temporal variability during and following the release is greatest. It is possible to reduce the release period if necessary, although the temporal resolution of the driving meteorology may limit the resolving power during estimation.

The uncertainty in the current estimated release of $^{106}\text{Ru}$, is likely to be a lower estimate of uncertainty due the need to impose an idealised statistical model on a physical system. The estimated magnitude of the 2017 release nevertheless demonstrates that the radioactive cloud across Europe was caused by a substantial release.
likely occurred between 12:00-18:00 UTC 24 September 2017, where a total of 441 TBq $^{106}\text{Ru}$ was release.

This paper presents a novel approach to estimating source properties of a radiological release of a single species with an unknown source location. This method explicitly considers multiple sources of uncertainty by including the site measurement error and using an MCMC approach to estimating the size of the release and simulated transport error. We use Expectation-Maximisation to efficiently estimate the source release time.

The method is aimed at operational implementation, where the sensitivities for each measurement, derived using a Lagrangian transport model, and hierarchical inference can be run in parallel to speed up the overall implementation time. The assumption of a constant release in a single release window decreases the parameter size of the problem, improving the computational tractability and reducing the risk of overfitting, but at the expense of gaining information about temporal variation. Larger, sustained releases from known sources would likely benefit from other approaches within the literature.

The conclusions from this paper only supports suggestions that the release was involved with the production of a large $^{144}\text{Ce}$ source for a neutrino experiment insofar as confirming the likely release location is the Mayak nuclear complex. The size of the release, as suggested by our model, is substantial, even if the threat posed no risk to the wider public.

Figure 5: The (a) measured and (b) modelled concentrations of $^{106}\text{Ru}$ at the various measurement sites assuming a release from the Mayak Nuclear Facility between 12:00-18:00 UTC 24 September 2017. The modelled concentrations use the mean posterior estimated release of 441 TBq. The black triangle shows the location of the Mayak nuclear facility.

Figure 6: A scatter plot of the measured and modelled concentrations of $^{106}\text{Ru}$ for all measurements assuming a release from the Mayak Nuclear Facility between 12:00-18:00 UTC 24 September 2017. The modelled concentrations use the mean posterior estimated release of 441 TBq.

4. Conclusions

We estimate that the 2017 release of ruthenium-106 most likely originated from the southern Urals region of Russia, supporting other evidence that it may have been caused by a release from the Mayak nuclear facility. This release most
A. Appendix

This section outlines the algorithm to infer the source emission magnitude, \( x \), the standard deviation of the simulated transport error \( \tau \) and optimal release time \( \hat{t} \) in a set of possible release times \( t \in \mathcal{T} \). We inform this using \( n \) independent measurements of atmospheric concentration in the vector \( y \), where each measurement has an associated measurement error \( \sigma \), whose square forms the diagonal covariance matrix \( \Sigma \), and there is a known mapping between \( x \) and \( y \) which is linear for each \( t, h(t) \).

We estimate these parameters using a standard hierarchical Bayesian approach,

\[
p(x, \tau, \hat{t} | y) \propto p(y | x, \tau, \hat{t}) p(x | \tau, \hat{t}) p(\tau | \hat{t}) p(\hat{t}).
\]

We assign the Jeffreys prior for a Normal distribution for \( x \), meaning that it is non-informative (see e.g. Robert et al., 2009). The transport error is given a uniform prior probability between lower and upper bounds \( a = 5 \) and \( b = 50 \text{ mBq m}^{-3} \) respectively. The time period \( t \in \mathcal{T} \) is estimated using an empirical Bayes approach, which does not require any prior information.

Algorithm 1 uses a Gibbs sampler for \( x \), Slice sampler for \( \tau \) and an Expectation-Maximisation step for \( t \). In the following algorithm \( \mathbf{I} \) is the identity matrix, \( U(0, 1) \) signifies sampling uniformly between 0 and 1, \( w \) is the width parameter for Slice sampling (see Neal, 2003) and \( \tilde{p}(\cdot) \) is the unnormalised log-posterior probability. For sampling \( \tau \) the unnormalised log-posterior probability is calculated as,

\[
\tilde{p}(x, \tau, \hat{t} | y) = \begin{cases} 
-\frac{1}{2} \text{tr} (\log(\Sigma + \tau^2)) - \frac{1}{2} (h(\hat{t})x - y)^T(\Sigma + \tau^2)^{-1}(h(\hat{t})x - y) - \log(b - a) & \text{if } a \leq \tau \leq b, \\
-\infty & \text{otherwise},
\end{cases}
\]

where \( \text{tr}(\cdot) \) is the trace of the matrix. The output is the mean and standard deviation of the sampled values of \( x \), disregarding the first 10% as a burn in period, the optimal value for \( t \) using the mean sampled value of \( \tau \), and the marginal likelihood using these values.

**Algorithm 1** Gibbs-Slice-EM algorithm

\[ a = 5 \]
\[ b = 50 \]
\[ w = 2 \]

for \( t \) in \( \mathcal{T} \) do

\[ x(t) = (h(t)^T h(t))^{-1} h(t) y \]

end for

\[ \hat{t} = \arg \min_{t \in \mathcal{T}} \sum_{j} (h(t) x(t) - y_j)^2 \]

\[ x(0) = (h(\hat{t})^T h(\hat{t}))^{-1} h(\hat{t})^T y \]

\[ \tau(0) = U(0, 1)(b - a) \]

for \( k = 1 \) to iterations do

\[ x^{(k)} \sim \mathcal{N} \left( (h(\hat{t})^T (\Sigma + \tau^{2(k-1)})^{-1} h(\hat{t}))^{-1} h(\hat{t})^T (\Sigma + \tau^{2(k-1)})^{-1} y, h(\hat{t})^T (\Sigma + \tau^{2(k-1)})h(\hat{t}) \right) \] [Gibbs step]

\[ u \sim \log(U(0, 1)) + \tilde{p}(\tau^{(k-1)}) \] [Begin Slice step]

\[ u' \sim U(0, 1) \]

\[ \tau_{\min} = \tau^{(k-1)} - u' w \]

\[ \tau_{\max} = \tau_{\min} + w \]

while \( u < \tilde{p}(\tau_{\min}) \) do

\[ \tau_{\min} = \tau_{\min} - w \]

end while

while \( u < \tilde{p}(\tau_{\max}) \) do

\[ \tau_{\max} = \tau_{\max} + w \]

end while

\[ u'' \sim U(0, 1) \]

\[ \tau^{(k)} = \tau_{\min} + u''(\tau_{\max} - \tau_{\min}) \] [End Slice step]

\[ \hat{t} = \arg \min_{t \in \mathcal{T}} ((h(t)x^{(k)} - y)^T (\Sigma + \tau^{2(k)})^{-1}(h(t)x^{(k)} - y)) \] [Expectation-Maximisation step]

end for
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