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Abstract—In this paper, artificial neural network (ANN)-based multi-channel Q-factor prediction is investigated with real-time network operation and configuration information over a 563.4-km field-trial testbed. A unified ANN-based regression model is proposed and implemented to predict Q-factors of all the channels simultaneously. A scenario generator is developed to configure the field-trial testbed with 8 testing channels automatically to generate dynamic scenarios. A network configuration and monitoring database (CMDB) is implemented to collect network configuration and monitoring data that include link information, operational parameters of key optical devices, network configuration state, and real-time Q-factors of the available channels for the generated network scenarios. These collected data are used for training and testing of the developed ANN model. In order to achieve multiple channel predictions, we propose a hot coding method to represent the state of dynamic channel. Besides, an auto-search method is used to search the best hyperparameters of the ANN-based model. The results show that the proposed ANN-based regression model converges quickly, and it can predict the multi-channel's Q-factors with high accuracy. The unified ANN-based multi-channel Q-factor regression model can provide the comprehensive information to assist SDN controller to optimize network configuration for dynamic optical networks.

Index Terms—artificial neural network, multi-channel Q-factor prediction, field-trial testbed.

I. INTRODUCTION

The emerging 5G applications will rise huge challenges for optical networks that underpin the digital communication infrastructure [2]-[3]. On the one hand, high capacity applications, such as high-resolution video and AR/VR, have been driving extreme traffic growths in optical networks, which requires further developments of high-capacity transmission systems and improvements on network utilization efficiency [4]. On the other hand, the increasing ratio of mobile-related traffic drives optical networks to be more dynamic in terms of various service times and on-demand bandwidths [5]. Both high-capacity requests and heterogenous user traffic require a dynamic optical network with automatic network reconfigurations. Recent innovations in software defined networking (SDN) and network function virtualization (NFV) push optical networks evolving to be automatic and flexible in perspective of network functions and the control plane of optical networks [6-7]. SDN decouples the data plane and the control plane of optical networks, which enables independent developments of both the control and data plane. The centralized network control of SDN allows optical network to be programmable with flexibility. NFV technologies remove the restriction on network functions with dedicated hardware devices. On-demand network services can be synthesized on the general computing hardware through virtualization techniques. These flexibilities in network functions and managements will further bring more dynamic network traffic. It is expected in a foreseeable future that optical networks need to be reconfigured at the level of optical channels to handle the huge traffic variations.

By adapting optical networks in network functions and link bandwidth dynamically to the real-time network traffic, optical networks can improve resource utilization significantly for the short-term bursts of network traffic. However, dynamically configurable optical networks rise new changes for network operation and managements. To provide the user-defined services, optical networks are configured at short time scales to allocate resources efficiently. The on-demand network reconfigurations naturally require that low-margins are reserved to ensure high resource utilization as life cycles of the service reduce significantly [8]. Besides, the traditionally manual link configuration and optimization should be upgraded to support high-frequency network reconfigurations. Automated and cognitive network management strategies should be developed to organize network resources effectively and quickly [9].

To achieve automated network operations with low link margins, several challenges should be solved. Firstly, the centralized network controller needs precise real-time global view of network states. The low-margin design raises concern...
about network reliability. Therefore, each new connection should be maximized on total link capacities by adopting advanced-modulation signals to take full advantages of the obtained extra margin [10]. On the other side, the establishing connection should affect current connections in a manageable level and avoid possible failures of the current links. Precise predictions of Quality of Transmission (QoT) for both the unestablished channels and the current channels after adding new channels should be developed to assist the automatic low-margin network configurations.

Recently, QoT predications have become a hot topic. Different approaches have been explored. Traditional analytical models, such as Gaussian Noise model, have been simplified to achieve a fast QoT estimation. However, the simplified model requires extra resource margins to compensate for the uncertainty in the worst scenarios [11]. Sophisticated analytical models can provide accurate QoT prediction, but the fact that sophisticated model requires high computational resources makes it unsuitable for the real-time estimation in practical scenarios [12]. On the other side, the rapid developments of Machine Learning (ML) technologies attract many researchers to explore ML-based QoT estimations. Various ML-based methods have been proposed to predict QoTs of optical channels. ML-based QoT classification was proposed to predict whether the QoTs of channels exceed the pre-defined QoT thresholds without providing real values for predictions; ML-based QoT regression was investigated to predict the exact value of Optical Signal Noise Ratio (OSNR) or Q-factor, which can provide more details than the classification [13]. Some progress has been made in ML-based QoT estimations, various Machine Learning (ML) algorithms such as Support Vector Machine, Ensemble Learning methods, and artificial neural network (ANN) have been applied in QoT prediction [14-29]. However, there are several issues that prohibit the deployment of ML-based models for practical networks. Firstly, many works used synthetic data [14-17], [20-21], [24], [27], which are questionable about the effectiveness of the trained ML models for practical applications. To develop an effective and precise ML model, practical data from commercial optical networks are preferred to reflect both uncertainties and unknown factors. On the other hand, most existed works mainly focus on QoT prediction for a single channel, which cannot provide complete information for SDN controllers to make decisions.

In this paper, a unified ANN-based multi-channel Q-factor prediction model is proposed and implemented over a 563.4-km field-trial testbed, the UK National Dark Fiber Facility (NDFF), to predict multiple optical channels based on practical physical parameters. The collected data includes link configuration information and the operation parameters of the physical layer devices, such as EDFAs, optical switches. We extended our previous work in [1]. The ANN-based Q-factor regression model is redesigned to improve the generalization of the QoT prediction. And we extend the tests which consider new scenarios with 4 and 5 available channels. The influence of training data’s size on the ANN-based model is also analyzed in terms of the accuracy. The results show that the developed ANN-based model converges quickly. The learning curve of the ANN-model proves that the model achieves good generalization for the training data as well as the testing data. The unified ANN-based model can predict the Q-factors of the unestablished channels (Plan) and the existed channels together accurately in a real scenario. In addition, the unified ANN-based QoT prediction model makes the further scaling up for complex network scenarios, such as to predict a channel that passes several sections of fiber links with different channel loading. This precise multi-channel Q-factor prediction can assist SDN controller to optimize network configurations based on reduced link margins. The work paves a path for future self-organized autonomous networks.

The remainder of the paper is organized as follows. Some related works are presented and discussed in Section II. The field-trial testbed is described in Section III. The algorithm of ANN-based multi-channel Q-factor regression is proposed in Section IV. In Section V, we discuss the results in detail. The future work is presented in VI. At last, we make a conclusion in Section VII.

II. Related Works

Machine learning-based QoT estimation has been investigated comprehensively in recent years. Firstly, ML-based QoT classifier has been proposed to predict whether the performance of lightpaths meets the required QoT threshold. Reference [14] used a Random Forest-based and K-Nearest Neighbor (KNN)-based classifier to predict the QoT of unestablished lightpaths. The proposed classification model achieved a promising performance on synthetic data considering traffic volume, desired route, and modulation format. Reference [15] proposed an ML-based cognitive tool for QoT estimation for new lightpaths based on Random Forest, Support Vector Machine, and KNN. The performances of several ML-based classification algorithms were evaluated in three network scenarios [16]. The results showed that ANN achieved the best generalization with the accuracy of about 99%. The author in [17] proposed a graph convolutional neural network-based method to make classification for all the unseen lightpaths. The QoT classifier can provide some prior information to identify available lightpaths with satisfactory performance, however, it cannot give more detailed information to pick the best lightpath. Therefore, applications of ML for OSNR or Q-factor regression were investigated in the following works.

The ANN-based OSNR prediction were evaluated over a field-trial testbed [18]. The results showed that ANN-based regression model achieved a high accuracy that the mean square error (MSE) is less than 1 dB. The author in [19] experimentally demonstrated an ML-based QoT estimation over multi-domain elastic optical networks both for classification and regression tasks. The ANN-based estimator can predict the OSNR of a given channel within a 6% estimation error. In addition to building ML-based models directly, people also tried to improve the accuracy of existed physical analytical models based on Machine Learning. Reference [20] tried to reduce the uncertainty of parameters for
a mathematical model to predict lightpath’s SNR. The results showed that the learning process can reduce QoT prediction error significantly from 1.8 dB to 0.1 dB for the semi-analytical model and from 4.2 dB to 0.02 dB for the extended Gaussian noise model. The authors in [21] used two concepts of ML-assisted methods to predict the OSNR of lightpaths. The first method is to learn the parameters of the physical layer model for QoT estimation. The second is to predict OSNR directly by Machine Learning. The result showed that the maximum overestimation and minimum underestimation error for ML-based physical analytical model were about within 0.1 dB and 0.3 dB. For the direct ML-based method, the errors were about within 0.3 dB and 0.9 dB. An accurate ML-based model for QoT prediction usually requires large amounts of data for the training. Considering the time cost for training and the expense for collecting the data, the researchers began to explore transfer learning-based QoT estimations with small samples.

Reference [22] proposed an ANN-based transfer learning model for Q-factor estimation in optical networks. The results showed that transfer learning can help to reduce the number of training datasets effectively. A DNN-assisted transfer learning was proposed to make real-time OSNR monitoring [23], the results showed that transfer learning-aid DNN model can achieve fast remodeling for OSNR estimation without any accuracy decreasing. The authors in [24] discussed active learning to reduce the dataset needed for the training of ML-based QoT estimation. At least 5% and up to 75% of training samples is reduced by active learning to obtain the same results of traditional offline ML methods.

The accurate QoT estimation can assist the centralized controller to optimize network configuration, so the integration of ML-based QoT estimation and network planning had been investigated in advance. The authors in [25] firstly demonstrated an SDN-based optical network deploying ML to optimize network operation. The work tried to maximize the link capacity through monitoring network state based on the ML-based OSNR prediction. Reference [26] demonstrated a 6 CD-ROADMs network testbed with ML-aid modulation format provisioning. About 15 percent of capacity increase had been achieved through the highest order modulation provisioning based on ML-based QoT estimation. The extra information provided by the QoT prediction was used to optimize resource allocation in optical networks [27]. The estimation information is fed into an Integer Linear Programming (ILP) formulation for Routing and Spectrum Assignment (RSA). The results showed that the integration of ML-based QoT estimator and ILP model can improve spectrum efficiency significantly, compared with a traditional ILP-based RSA solution. In addition to the articles which focused on QoT classification or regression tasks, there were some excellent comprehensive review articles published recently. Reference [28] gave a comprehensive perspective on Machine Learning application in optical communication, which mainly focused on the physical layers. The authors also provided a detailed explanation of mathematical foundations for ML algorithms. Reference [29] had an overview of ML explorations in optical communications and networking, the relevant works had been classified and discussed clearly. The introductory tutorial had also been provided for researchers interested in ML.

Currently, most of the works mentioned above focused on QoT estimation of single channel, the relevant algorithms have achieved high accuracy for both classification and regression. For example, most of ML-based regression models for OSNR or Q-factor predictions in [18-21] have achieved the high accuracy for a single channel within at most 1 dB and down to 0.02 dB error, however, the real scenarios of optical systems are generally multi-channel transmission systems. The physical parameters of optical opponents have not been considered in most cases, these physical parameters like EDFA parameters have deep influence on the performance of transmissions.
Therefore, Machine Learning-based QoT estimation should be evaluated over a multi-channel optical network experimentally considering the physical parameters.

### III. Field-Trial Testbed

Figure 1 shows the 563.4-km field-trial testbed implemented over part of the UK National Dark Fiber Facility (NDFF). The field-trial testbed consists of the NDFF from Bristol to London, the reconfigurable transmitter and transponder nodes in the lab. As shown in Fig. 1, eight external cavity lasers (ECLs) are combined together and then modulated with a dual-polarization IQ modulator to generate 28 Gbaud PM-QPSK signals. The IQ modulator is driven by four 28 Gbaud electrical signals, which are generated by a high-performance FPGA. In a similar way, another eight ECLs are modulated by another IQ modulator to generate 32 Gbaud PM-QPSK signals. Two sets of PM-QPSK transmitters are used in our setup to generate 16 dummy channels with PM-QPSK signals. Two Facebook Voyager transponders are used to produce 8-channel 32Gbaud real-time Nyquist PM-16QAM signals as the testing channels for dynamic configuration. The Voyager transponders provide Pre-FEC bit error rates (BERs) for these 8 testing channels. Then, these 24-channel optical signals are multiplexed together by a 4×16 wavelength selective switch (WSS). An optical spectrum analyzer (OSA) measures the optical spectrum of the multiplexed optical signal to assist the WSS for automatic gain equalization. At the receiver side, another 4×16 WSS is used to demultiplex the 8 testing channels for coherent detection. A lab controller is developed to control all the device such as the ECLs, modulators, WSSs, Voyager Transponders and facilities through GPIB, Ethernet, or USB links. Finally, the multiplexed optical signals are launched into a 563.4-km loop back field-trial link.

As shown in Fig. 1, the NDFF link consists five nodes with the loop-back configuration at the Telehouse node. Each node includes an 8×8 fiber switch which enables port switching and manages node functions in the architecture-on-demand approach [30]. In the demonstration, each node deployed two gain-constant EDFAs to compensate the link loss for both directions. The length of the link over multiple nodes is 563.4-km.

A mongo DB-based network configuration and monitoring database (CMDB) is implemented to store network operation information for different testing scenarios. To generate the dataset of various network scenarios, we deploy the node controller and scenario generator to control the state of 8 dynamic channels. As showed in Fig. 2, the 8 testing channels are located in the center while other 16 channels of optical signals act as the neighbor signals. The lab controller configures the lab facility to generate dynamic scenarios with different testing channel switched on. The 16 neighbor channels are switched on all the time, which impact on the 8 testing channels through nonlinear effects in the fibre.

To obtain the dataset, the lab controller will generate different scenarios by configuring the 8-testing channels, including transmitters, the link, and receivers. Each scenario will be allocated a set of states of the 8-testing channels, i.e., “on” or “off”. The CMDB recorded the monitoring and the performance of the “on” channels linked to each scenario.

Finally, we prepare the dataset with 1024 samples which include the network configuration information, monitored optical spectrum, EDFA operation parameters, Q-factors. All the data are collected and stored in CMDB. Among them, training dataset consists of 899 samples while testing dataset consists of 125 samples. The ratio of training dataset to the testing dataset is 9:1. ANN is trained on the training dataset to extract the expected mapping from the features of network state to the Q-factor converted from the measured BER by Facebook Voyager transponders.

### IV. ANN-based Multi-channel Q-factor Prediction

Due to the rapid progress in ML, a lot of ML algorithms have been proposed in academia and industry such as Support Vector Machine, ensemble learning, K-nearest neighbors algorithm, and ANN. Among them, ANN has attracted much more attention recently for its great success in computer vision and natural language processing [31]. Through the repeated combination of the features and the nonlinear transformation by the activation function, ANN behave as universal function approximators, which can build the expected function from the input to the output through the training. Besides, ANN has the capability to be scaled up or transferred from one model to another model by transfer learning [32]. Several advanced tools are available to build and optimize ANN models such as TensorFlow [33], PyTorch, and Keras [34]. In this work, ANN-based regression model is adopted to estimate multi-channel Q-factors. The proposed ANN-based model includes the following parts.

The first part is the data preparation and feature engineering. With our lab controller, different channels were configured ‘on’ or ‘off’, to generate different scenarios. Then, the network-level CMDB collected network state’s information and real-time Q-factors for the ‘ON’ channels. The network state information
includes optical launcher powers, operation parameters of all the EDFAs. In our experiments, the raw data include over 60 features as link length, launch power, all the EDFA’s input power, output power, temperature, gain, laser bias, wavelength information, and the configuration state. In order to show these features clearly, the TABLE which summarizes the features is provided in appendix. Empirically, the direct training on the original data is likely to cause the over-fitting, because the complexity of ANN generally improves with the increasing of the feature dimensions. The collected dataset is not enough to support the complexed model. Through feature engineering and intuitive analysis, we observe that the launch power, EDFA’s input power, output power, laser bias, and spectrum information have a strong relationship with the Q-factor. In addition to this, a combined vector \( \bar{V} \) that contains the configuration information and spectrum information was added into the input features. For example, if channels 1, 2, and 6 are switched on, the state indicator’s vector \([1, 1, 0, 0, 0, 1, 0, 0]\) is used to represent the channel state. Then the relevant wavelengths of 8 testing channels \( \lambda_i \) are combined with this vector as:

\[
\bar{V} = [1, 1, 0, 0, 0, 1, 0, 0] \ast [\lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5, \lambda_6, \lambda_7, \lambda_8] = [\lambda_1, \lambda_2, 0, 0, 0, \lambda_6, 0, 0].
\]

This vector can effectively represent the state of each wavelength. The element ‘0’ in the vector means that the corresponding channel is an open spectrum slot. The element ‘1’ indicates the corresponding channel is occupied with optical signal. The corresponding outputs of Q-factor for these channels are recorded in the implemented CMDB. After training, it may build a strong mapping from the channel state vector \( \bar{V} \) to the output vector. Because the vector \( \bar{V} \) has strong relationship with the Q-factors of testing channels, the 0 elements in these two 8-dimensional vectors share the same position.

The second part is to optimise the critical hyperparameters of the ANN model, to achieve high accuracy for the training as well as the testing. ANN has shown the capability to fit an accurate model through training. However, it is not a trivial task to optimize hyperparameters such as the number of hidden layers, the size of each hidden layer, learning rate, batch size, activation function. It will take a long time to manually adjust these hyperparameters, so we use an auto-searching method to optimize the hyperparameters.

We set some hyperparameters of ANN as variables rather than all the hyperparameters. To reduce the required time for the hyperparameters searching, some hyperparameters are initiated empirically. The size of the first layer remains the same as 36 to ensure that the ANN-based model does not lose any important features for the first transformation from the input to the hidden layers. We set the sizes of two hidden layers \( N^1, N^2 \), regularization index \( \alpha \), the batch size \( b \) and the epoch number \( e \) as variables with the constraints that \( N^1 \in \{20, 24, 28, 32\}, N^2 \in \{16, 20, 24\} \), \( \alpha \in \{10^{-4}, 10^{-5}, 10^{-6}\} \), \( b \in \{5, 10, 15\} \), \( e \in \{100, 150, 200\} \). Regarding the activation functions, ReLU function is selected as the activation function for hidden layers. The ReLU function enables not only the nonlinear transformation effects, but also outputs the non-negative value, which is consistent with the actual value of Q-factors. For the output layers, the Min-Max method has been used to normalize the features and the output. Therefore, the Sigmoid function is more suitable to provide the same range of the normalized Q-factor.

Then, we build all the possible ANN models with the initial hyperparameters and the variable hyperparameters. After searching for the hyperparameters to achieve the minimum MSE on training datasets, the proposed ANN’s structure is showed in TABLE I as \([36 \times 24 \times 24 \times 8\] \). The sizes of two hidden layers are both 24, the total number of trainable parameters for ANN is 1668. The regularization index is 0.000001; The best batch size and epoch number are 10 and 150 respectively.

It should be noted that the mentioned hyperparameters is the optimal results under the constraints we define. The more refined search is needed to determine the global optimal parameters. In fact, we need to tradeoff between the time cost and the accuracy. Compared with the model in [1], we add the Sigmoid function to the output layers to collaborate with the normalization in feature engineering. And we also decrease the regularization index and increase the epochs number for the fine tuning of ANN’s weights. The results show that the adjustment indeed improves the stability and generalization of proposed ANN model. We will give the details of the improvement in the analysis of ANN’s learning curve in next section.

### TABLE I

<table>
<thead>
<tr>
<th>Layer</th>
<th>shape</th>
<th>Activation function</th>
<th>parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>36</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hidden 1</td>
<td>24</td>
<td>ReLU</td>
<td>888</td>
</tr>
<tr>
<td>Hidden 2</td>
<td>24</td>
<td>ReLU</td>
<td>600</td>
</tr>
<tr>
<td>Output</td>
<td>8</td>
<td>Sigmoid</td>
<td>200</td>
</tr>
</tbody>
</table>

Total parameters: 1668; Trainable parameters: 1668

## V. RESULTS AND DISCUSSION

To achieve automatic link setup in a low-margin network, the deployed QoT prediction needs to predict the Q-factors for all the available wavelength slots based on current network status. In addition, the QoT prediction also needs to evaluate the impact of the establishing channel on the current optical channels, considering low-margins are reserved for each channels. With this information, the centralized controller can maximize the link capacity by choosing the best channel with a maximized Q-factor and guarantee the establishing channel does not fail any current channel, or minimize the impacts on the current channels. The trained ANN-based QoT prediction model can predict multiple channels simultaneously. It gives the potential Q-factor for the selected available spectrum slot and also predict the Q-factors for all the current channels when
the selected channel is established. The performance of proposed ANN-based model for Q-factor regression is presented in this section, the properties of convergence and generalization are also analyzed in detail.

We obtain seven negative MSEs for the training and testing of ANN model trained on different datasets. The mean of seven negative MSEs for the training and testing are plotted as the training scores and cross-validation scores. The shadows of two lines are their corresponding standard deviations. As described in Fig. 4, the training scores and cross-validation scores are improved with the increasing of training datasets. When the number of training datasets is more than 250, the mean negative MSE (scores) for both training and cross-validation nearly converges to 0, and the standard deviation of MSEs for the training and cross-validation are very small. The minimum and stable MSEs for cross-validation prove that the proposed ANN model can achieve generalization trained on different datasets. In addition to this, we find that the cross-validation scores of proposed model is better than the model in [1] when the seven-fold cross-validation is performed on parts of training dataset. For 10 percent and 30 percent training dataset, the cross-validation scores are about −0.0067 and −0.00013 while the corresponding two scores in [1] are about −0.114 and −0.0057. The higher cross-validation scores of proposed model for parts of training dataset mean that the new model achieves better generalization when the size of training dataset is small.

In Fig. 5, the predicted values of testing data that cover the scenarios with not less than 4 available channels are plotted against their actual Q-factors. The figure shows that all the scatters are near the baseline, which proves that the predicted values of Q-factors are very close to the actual Q-factors for these scenarios. After 150 epochs of training on about 900 data, the MSE of Q-factor for the testing data is about 0.0044, and the mean absolute error (MAE) which denotes the gap between the predicted values and the actual values intuitively is about 0.05 dB for the testing data. In order to investigate the influence of the channel state vector \( \bar{V} \) on the accuracy of our model, we repeat the training and testing on the dataset without the channel state vector \( \bar{V} \). We find that the MAE will increase to more than 1 dB, which proves that the vector \( \bar{V} \) that contains channel states and wavelength information indeed improves the
The performance of ANN-based Q-factor predictor for available channels is evaluated in Fig. 6. We present the predicted Q-factors of these possible planning channels with the actual measured values. We show the results of four cases in the figure. In case 1, we remain the channel 3 on and switch on one (a) case 1 for the scenario with channel 3 switched on; (b) case 2 for the scenario with channel 1 and 2 switched on; (c) case 3 for the scenario with channel 1, 3, and 5 switched on; (d) case 4 for the scenario with channel 1, 3, 5, and 7 switched on;

accuracy of the model.

Fig. 7. Predicted Q-factor vs. measured Q-factor for existed channel 1 and 2 when one of available channels is switched on. (a) The prediction for channel 1; (b) The prediction for channel 2.

Fig. 6. Predicted Q-factor vs. measured Q-factor for available channels. (a) case 1 for the scenario with channel 3 switched on; (b) case 2 for the scenario with channel 1 and 2 switched on; (c) case 3 for the scenario with channel 1, 3, and 5 switched on; (d) case 4 for the scenario with channel 1, 3, 5, and 7 switched on;
of other 7 channels, then we collect the data for testing. In case 2, we remain channel 1 and 2 on and switch on one of other 6 channels, then we collect the data for testing. In case 3, we keep channels 1, 3, and 5 on and repeat the similar process to collect the data. At last, we keep channels 1, 3, 5, and 7 on for case 4 and collect the data when one of other 4 channels is switched on. The figures for this four scenarios show that the proposed ANN-based Q-factor estimator can make accurate predictions for unestablished channels. The predicted values are very close to the actual values, the model can completely predict the actual Q-factors for available channels. We have optimized the transmission quality for 8 dynamic channels to minimize the mutual interference between different channels. Thus, the actual Q-factors for testing channels are within the range from 16 dB to 16.8 dB. The fact that the Q-factors of two channels are very close requires the ANN-based model to provide QoT predictions with a high accuracy. Therefore, the SDN controller can pick the channel with the highest quality. Fig. 6 show that the accuracy of prediction is satisfactory for SDN controller to distinguish different available channels.

In addition to predicting the Q-factor for new planning channels, we also need to re-evaluate the Q-factor of existed channels to avoid possible interventions from new establishing channels to existed channels. We choose the case 2 in Fig. 6 and re-evaluate the Q-factors of fixed channels 1 and 2 when one of six available channels is switched on. Figure 7 shows that the proposed ANN model can predict existed channel’s Q-factor accurately even though the fluctuation of Q-factor for channel 1 and 2 is small. The accurate re-evaluation by ANN-based model can help SDN controller to avoid severe interference when establishing new channels.

The learning curve in Fig. 4 shows that the MSE of proposed ANN model is very small for both training and cross-validation when the size of datasets is more than 250. To investigate the influence of training data’s size on ANN model’s accuracy, the MSE and MAE of proposed ANN model for all the testing data are presented with different size of training datasets in Fig. 8. We keep the testing dataset unchanged and change the size of training dataset. The figure shows that both MSE and MAE decrease with the size of datasets increasing. The MAE of ANN model has achieved the small value as about 0.11 for 300 training data, and it can converge to about 0.05 for 900 training data. The results proved that the size of training datasets still has a significant influence on ANN to achieve high accuracy.

Finally, some inspirations about the model selection is presented. As mentioned above, the Q-factors of testing channel is within the small range. The distribution of Q-factors for 8 testing channels seems to be linear in some cases, which implies that the linear regression model may be effective to fit the data. The main reason we choose ANN-based model is that ANN can behave as universal function estimators theoretically from the linear model to the complexed nonlinear model through different shape and hyperparameters of ANN. The performance of ANN by auto-search method is often better than hand-tuned models. However, it spends several hours for the auto-search method to select the hyperparameters of ANN if we use a personal PC with limited computing resource. Therefore, the time cost should be considered when we use auto-search method.

VI. Future Work

The experimental demonstration shows that the ANN-based Q-factor predictor provides multiple channel information simultaneously based on the collected network operation data from both the SDN controller and the optical performance monitoring. In the current demonstration, the Q-factors of the multiple paths that connect several optical nodes can be predicted precisely with the implemented CMDB. The developed QoT predictor shows a good generality for all channel configurations (Here we referred to the 8 channels): The ANN-based model will output the Q-factors for the switched-on channels and 0 for the switched-off channels respectively. The work provides a possible way to adopt ANN in optical networks. However, there are still many challenges this paper hasn’t addressed. Firstly, complex scenarios such as multiple modulation formats with flexible spectrum allocation have not been investigated. Secondly, the scale up of the current ANN model to a network with complex topologies still needs lots of studies. In the future work, we will further investigate these challenges.

In addition to the single domain prediction, there are more research interests for multi-domain QoT predictions. Distributed training for several independent models is not preferred in terms of the time and computing resource. The efficient retraining of existed ANN models should be considered. Meta Learning-based fast training will be investigated over multi-domain optical networks in the future work.

![Image](https://via.placeholder.com/150)

**Fig. 8. MSE and MAE of the testing data for ANN model with different size of training dataset.**

VII. Conclusion

In this paper, ANN-based multi-channel Q-factor prediction is investigated over a 563.4-km field-trial testbed. An auto-search method is used to find the optimized hyperparameters of the ANN model. The results show that the implemented ANN-
based multi-channel estimator converges quickly and achieves generalization for new data. The proposed ANN-based regression model can predict the Q-factor of both new planning channels and existed channels accurately. The precise prediction for new planning channels can assist SDN controller to pick the channel with high transmission quality. The re-evaluation for existed channels can avoid the potentially severe interference from new establishing channels. The comprehensive abstraction information from ANN-based multi-channel Q-factor estimator can help the SDN controller to make a proper decision during the real-time network configuration.

APPENDIX

The raw features of samples in the dataset is presented in TABLE II. In order to observe these features more intuitively, the lengths of spans and all the EDFA’s are highlighted in Fig. 9. The link information includes the lengths of all the spans in the testbed from length1 to length10. We see from the figure that the whole link includes 9 EDFA’s as BRD4, FFD2, RDG8 etc., we collect each EDFA’s input power, output power, laser bias, gain and temperature as the EDFA’s operation parameters. For the configuration information, we record the 8 testing channel’s state and the launch power. As mentioned above, the channel state is presented as an 8-dimensional vector. The corresponding elements for the switched-on channels is presented as their wavelength. The other elements in this vector are 0. The number of features for the raw dataset is over 60. After the feature engineering and analysis, we select the launch power (1 element), all the EDFA’s input power, output power and laser bias (27 elements), and the 8-dimensional vector for the channel state as the final features (totally 36 elements) for the training and testing.

![Fig. 9. The structure of links in NDFF.](image)

<table>
<thead>
<tr>
<th>Link information</th>
<th>EDFA operation parameters</th>
<th>Configuration state</th>
<th>Receiver</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length1</td>
<td>BRD4: input power, output power, laser bias, gain, temperature</td>
<td>Channel1 state</td>
<td>Q-factor1</td>
</tr>
<tr>
<td>Length2</td>
<td>FFD2: input power, output power, laser bias, gain, temperature</td>
<td>Channel2 state</td>
<td>Q-factor2</td>
</tr>
<tr>
<td>Length3</td>
<td>RDG8: input power, output power, laser bias, gain, temperature</td>
<td>Channel3 state</td>
<td>Q-factor3</td>
</tr>
<tr>
<td>Length4</td>
<td>PGT4: input power, output power, laser bias, gain, temperature</td>
<td>Channel4 state</td>
<td>Q-factor4</td>
</tr>
<tr>
<td>Length5</td>
<td>THN2: input power, output power, laser bias, gain, temperature</td>
<td>Channel5 state</td>
<td>Q-factor5</td>
</tr>
<tr>
<td>Length6</td>
<td>PGT2: input power, output power, laser bias, gain, temperature</td>
<td>Channel6 state</td>
<td>Q-factor6</td>
</tr>
<tr>
<td>Length7</td>
<td>RDG6: input power, output power, laser bias, gain, temperature</td>
<td>Channel7 state</td>
<td>Q-factor7</td>
</tr>
<tr>
<td>Length8</td>
<td>FFD4: input power, output power, laser bias, gain, temperature</td>
<td>Channel8 state</td>
<td>Q-factor8</td>
</tr>
<tr>
<td>Length9</td>
<td>BRD2: input power, output power, laser bias, gain, temperature</td>
<td>Launch power</td>
<td></td>
</tr>
<tr>
<td>Length10</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE II

THE RAW FEATURES OF SAMPLES IN THE DATASET
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