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Reciprocal Recommender Systems are recommender systems for social platforms that connect people to people. They are commonly used in online dating, social networks and recruitment services. The main difference between these and conventional user-item recommenders that might be found on, for example, a shopping service, is that they must consider the interests of both parties. In this study, we present a novel method of making reciprocal recommendations based on image data. Given a user’s history of positive and negative preference expressions on other users’ images, we train a siamese network to identify images that fit a user’s personal preferences. We provide an algorithm to interpret those individual preference indicators into a single reciprocal preference relation. Our evaluation was performed on a large real-world dataset provided by a popular online dating service. Based on this, our service significantly improves on previous state-of-the-art content-based solutions, and also outperforms collaborative filtering solutions in cold-start situations. The success of this model provides empirical evidence for the high importance of images in online dating.
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1 INTRODUCTION

Reciprocal Recommender Systems (RRS) are a subtype of Recommender Systems (RS) that recommend people to people [19]. They are primarily used in social services such as online dating, social networking and recruitment. In spite of the importance of these areas to society, RRSs have received relatively little attention in the literature compared to the traditional non-reciprocal RS setting, such as movie and shopping recommendation.

RRSs are inherently complex because they must consider the preferences of two users for each other, as compared to conventional RSs, which estimate a user’s preference for an inanimate item. Success in the RRS setting is making a recommendation where both the user seeing the recommendation and the user being recommended are happy with the match. This bidirectional preference relation is often not balanced, with concepts such as user popularity and how active or passive the user is playing a role in the value of their preference [2]. Most RRSs in the literature are evaluated on data from online dating, which provides clear binary signals of attraction, but RRSs for social services [23] and job recruitment [36][31] have also been developed.
There are a number of examples of collaborative filtering-based RRSs in the literature [26][22]. However, besides RECON [20], a categorical content-based RRS, there are very few examples of content-based reciprocal recommendation. Social networks and in particular online dating are content-rich fields, with users prepared to spend much more time writing personal profiles and selecting images than they would be on, for example, a shopping service. Content-based RSs, while often outperformed by collaborative filtering algorithms in data-rich environments [5], tend to perform better in cold-start situations [33][15] and often improve the results of collaborative filtering as part of hybrid systems [6]. It is therefore necessary to keep innovating in this area and improve on the state of the art.

Content-based RRSs in the literature have only been designed to work with categorical data. RECON was trained on a service that did not include user image data. This type of service is in the minority - most online dating services use images, and some very popular ones such as Tinder encourage users to make initial decisions based entirely on images. There is informal evidence that users on dating services overwhelmingly make decisions based on image data, even when detailed text profiles are available. In addition, recent social networks such as Instagram often focus on images rather than written or categorical content. As such, attractiveness of users, generalised to attractiveness of images to individuals, could be used to improve social RRSs. As attractiveness is subjective, this measure should account for the tastes of individual users, and make recommendations based on specifically who is attractive to whom. In this paper, we use the phrase "personal attractiveness" to refer to the attractiveness of one person's image to another person. We consider that the whole image is potentially a trigger for attraction, and not only the person in the image's physical appearance.

To overcome the limitations of content-based RRSs that use only categorical data, we present an original recommender system, ImRec, that predicts preference of users $x$ and $y$ for each other given their images and their history of positive and negative preferences. ImRec is based on a Siamese Neural Network that predicts, given an image of a user already liked by $x$ and an image of $y$, whether $x$ will like $y$. To the best of our knowledge, this is the first example in the literature of a machine learning model successfully predicting personal attractiveness. The results from this model are aggregated across the history of $x$ and $y$’s preferences, to give two unidirectional preference scores. These two scores are then aggregated into a single bidirectional preference relation. We demonstrate, through offline testing, that the model is capable of successfully differentiating between positive and negative indicators of preference in this context, where the baseline algorithm RECON was not able to.

This paper was produced in collaboration with Pairs, the online dating service in Japan with the largest number of registered users. Pairs is marketed to people searching for a long-term serious relationship. The service has approximately 10 million registered users, and we used a dataset of 250000 users and 1 million positive and negative expressions of preference in our model, taken from the most recent users and interactions on the service. Users on Pairs must verify their identity with a photographic ID card such as a driving license. Images posted by users on Pairs are mostly photos, and are all manually checked to ensure that the user and no other people are present in the photo. We therefore consider our dataset of relatively high quality.

This paper’s contribution is threefold:

- We are the first, to the best of our knowledge, to propose a model that predicts personal attractiveness based on image data and positive and negative expressions of preference. This work is also the first evidence-based demonstration of the high importance of images in online dating.
• We design an RRS, ImRec, based on our deep learning model, training a random forest to combine individual image preference scores into two unidirectional preference scores, which are subsequently combined into a single bidirectional preference relation.
• We demonstrate that our model significantly outperforms the previous baseline on a very large real world dataset consisting of 300000 images and 1 million preferences, and postulate that this performance is likely to generalise to any setting where RRSs are used and image data is available.

2 RELATED WORKS
This section provides an overview of literature that forms the background for this paper. This includes papers in the fields of content-based recommendation, reciprocal recommendation, and machine learning models for attractiveness.

2.1 Reciprocal Recommendation
RRSs aim to create a bidirectional matching between two entities [19]. This makes them inherently more complex than user-item RSs, which only need to consider the preferences of a single user. They are commonly used in online dating [20], recruitment [36] and social networks [12].

The earliest and most recent example of an RRS in the literature is RECON [20]. RECON uses implicit preferences to make recommendations. Implicit preferences are inferred from a user’s message history. If a user $x$ sends messages to users $y_1$, $y_2$, and $y_3$, attributes that those users have in common will be considered preferences of $x$.

In order to calculate the bidirectional preference score between $x$ and $y$, RECON calculates $Q_{x,y}$ and $Q_{y,x}$ and then takes the harmonic mean of the two values. RECON was more successful than the baselines of unidirectional collaborative filtering and user search.

Following RECON, the first RRS based on collaborative filtering was Reciprocal Collaborative Filtering (RCF) [26]. For candidate users $x$ and $y$, RECON calculates the similarity between $x$ and other users who have liked $y$, and the similarity between $y$ and other users who have liked $x$, to get two preference scores. These preference scores are then aggregated using the harmonic mean to get a bidirectional preference relation, which can be used to make recommendations. RCF improved on the results of RECON, and also introduced a modification for RECON where it was used as a baseline, where continuous attributes are calculated as a distance metric instead of being binned, improving the accuracy for users at the edge of bins. We use this modification in our implementation of RECON as a baseline.

Since the introduction of RCF, a number of improvements to the system, or alternative hybrid RRSs have been designed. Kleinerman et al. designed a modification to RCF to account for user popularity [2] and also tested explanations for the recommendations made by RCF, finding that users provided with explanations for their recommendations were more likely to use them [3]. Neve et al. designed a collaborative filtering algorithm based on latent factors, and found that this improved on the efficiency of RCF on large datasets [22]. There has also been research performed on alternative aggregation operators to the harmonic mean for combining unidirectional preference scores into a bidirectional relation, finding that depending on the situation, different operators were likely to be more or less appropriate [21].

2.2 Content-Based Recommendation
Content-based RSs make recommendations based on user preferences. These preferences are either explicitly input by the user, or implicitly inferred based on the user’s history of preferences [1]. Content-based recommender systems that operate entirely on preferences for categorical data, such as RECON, are algorithmically simple and tend not to appear in the literature.
Making recommendations using unstructured data, such as text, images, sound and videos, is a more challenging problem. Often the problem is solved by representing the data as an embedding that can then be compared to other embeddings to produce a similarity metric [13]. In particular, news recommendation is a very rich field, and early examples used simple metrics such as $tf-idf$ to identify the similarity between previously liked text documents for news recommendation [16][30]. More recent approaches such as [29] often use deep learning approaches to generate these embeddings.

There are comparatively few examples of content-based RSs that use images to make recommendations. Lei et al. used positive and negative preferences for images to train a model based on ImageNet [14] that predicts user preference for one of two images [7]. DeepStyle [27] used a Comparative Network to predict user preference for clothes based on image data. However, given the richness of image data and the obvious impact of images on user preferences, there is scope for significantly more research in this area. In particular, the datasets used in these tests were carefully curated public datasets. The data for our algorithm comprised of user submitted images, which are often low quality or have filters pre-applied to them. Based on our tests, the former of the above methods did not work well, although some aspects of our model including the siamese network we used is similar to the Comparative Network used in the latter.

2.3 Machine Learning for Attractiveness

There has been extensive research on identifying features of images using machine learning. Most recent successful attempts to identify arbitrary objects in images have used Convolutional Neural Networks (CNN), for example [14][8]. CNNs also perform exceptionally well on more specific tasks such as identifying people within images [9]. Because of results such as these on images similar to those in our dataset, we hypothesized that in our case, a CNN would be a promising approach for extracting relevant features from user images for estimating attractiveness.

To the best of our knowledge, there are no examples in the literature of papers identifying personal attractiveness (i.e. how attractive is $y$’s image to user $x$) using machine learning. There are small number of examples of machine learning models to identify general attractiveness (i.e. how attractive is $y$ to the average potential partner) based on image data [32]. This was a small study, using a non-machine learning model, and based on the opinions of a small group of recruited students. There are also models that claim to identify a user’s physical attributes such as age and even height based on face images [28][34].

As none of these models that identify attractiveness or physical features report the sizes of their classes, it is difficult to know how well the models perform against the baseline of guessing the average. For example, [32] was a small initial study and missing some crucial information which would allow us to draw conclusions about its effectiveness. We therefore conclude that our model, which identifies personal attractiveness as part of a large controlled study, is unique in the literature.

3 METHODOLOGY

In this section, we describe a model that predicts user preference for images.

3.1 Data

The data for our model was provided by Pairs, a Japanese dating service with approximately 10 million users registered in Japan. Before they can exchange messages or contact details, users on Pairs must interact with each other using binary indicators of preference known as Likes. Users initially find others by viewing list pages where they can see a variety of other users’ main images, nicknames and ages. After clicking on a user’s icon, they can see images, categorical data such as age and body type, and detailed text profiles.
If a user $x$ decides that they want to interact with another user $y$, $x$ sends $y$ a Like. User $y$ is alerted to this, and has the choice to respond with either a Like or a Nope. If both users Like each other, this is considered a Match and the users can then exchange messages. Free users are initially given 30 Likes, and users who subsequently subscribe to the service are given a further 30 per month. This encourages users to be discerning and not Like in great quantity in the hopes of getting any response.

In our model, we use Likes and Nopes as positive and negative indicators of preference respectively. In order to build a model that differentiates between positive and negative user preferences for images, for each user $x$ we sampled training data in triplets of one anchor user Liked by $x$, $y_a$, one other Liked user $y_p$ and one Noped user $y_n$. For $y_a$, $y_p$ and $y_n$, we used their main image under the assumption that, as the largest image and the one that appears on list pages, it is the most important for users making their decision about whether to indicate positive or negative preference.

Users sometimes post photos or images in which they are not included, such as photos of their favourite food or scenery. While these images may have an impact on attraction, we wanted to focus on users’ personal attraction to each other. We therefore used the Python wrapper for the Dlib\(^5\) library to identify images with human faces, and exclude those where no faces were detected. The vast majority of users supply at least one photo in which their face is shown, but to ensure fairness for users that do not, alternative recommendation algorithms would need to be applied for their case.

We sampled triplets of images from 250000 users, and this sampling resulted in 500000 triplets of $y_a$, $y_p$, and $y_n$ images. In order to maintain generalisability and ensure that the model was not biased to any specific user, we did not sample more than 10 triplets from any specific user. In order to further increase the reliability of the system, we excluded users who had not verified their identity by sending a copy of photographic ID that was checked by Pairs customer service team, reducing the likelihood of the dataset containing malicious users, or very short term users who might be less discerning with their use of Likes.

Due to the sensitivity of the data and user privacy concerns, it is not possible to release the datasets used for training and testing this algorithm. However, there are no features of the dataset that would prevent this algorithm from being reproduced on similar data, and most dating services rely on binary indicators of preference such as the ones used in our algorithm.

### 3.2 Learning image preferences

In this section, we present a Siamese CNN\(^1\) as a method of estimating a user’s $x$’s preference for a user $y$’s image, based on $x$’s history of positive and negative preferences for images.

Siamese networks have been successful in various areas such as object recognition\(^2\) and tracking\(^3\). They are particularly apt at solving classification problems where the system is required to adapt to new examples quickly, known as one-shot learning. In the case of a classification problem, the network is trained with triplets broken into alternating pairs. The first image in the triplet, $y_a$, is the anchor. The positive $y_p$ is from the same classification group as the anchor, while the negative $y_n$ is from a different group. The labels are either 1 or 0 depending on whether the inputs are $(y_a, y_p)$ or $(y_a, y_n)$ respectively.

The network structure is visualised in Figure 1. The symmetrical CNNs reduce the images to a 128-dimensional vector. Note that the CNN trained to create the embedding is not visualised for space concerns, but is represented in Table 1 instead. The final part of the network is then trained on the difference between the embeddings. The network is trained using a loss function that attempts to minimise the difference between the two images if they are $y_a$ and $y_p$, and maximise the difference if they are $y_a$ and $y_n$. This generalises the network to differentiate between images of different classes - in this case, to differentiate between an image which a user $x$ would Like and an image which a user $x$ would Nope. This subsequently allows us to make predictions about preference.

\(^5\)http://dlib.net/
Fig. 1. Siamese network visualisation. The CNN is not visualized for space reasons. Refer to Table 1 for the CNN architecture details.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Size-in</th>
<th>Size-out</th>
<th>Kernel</th>
<th>Param</th>
</tr>
</thead>
<tbody>
<tr>
<td>input</td>
<td>100x100x3</td>
<td>0</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>conv1</td>
<td>100x100x3</td>
<td>100x100x3</td>
<td>7x7x3</td>
<td>444</td>
</tr>
<tr>
<td>maxpooling1</td>
<td>100x100x3</td>
<td>34x34x3</td>
<td>3x3</td>
<td>-</td>
</tr>
<tr>
<td>normalization1</td>
<td>34x34x3</td>
<td>34x34x3</td>
<td>3x3</td>
<td>12</td>
</tr>
<tr>
<td>conv2</td>
<td>34x34x3</td>
<td>34x34x64</td>
<td>3x3x64</td>
<td>1792</td>
</tr>
<tr>
<td>maxpooling2</td>
<td>12x12x64</td>
<td>12x12x64</td>
<td>3x3</td>
<td>-</td>
</tr>
<tr>
<td>normalization2</td>
<td>12x12x64</td>
<td>12x12x64</td>
<td>3x3</td>
<td>256</td>
</tr>
<tr>
<td>conv3</td>
<td>34x34x3</td>
<td>12x12x192</td>
<td>2x2x192</td>
<td>49344</td>
</tr>
<tr>
<td>maxpooling3</td>
<td>12x12x64</td>
<td>4x4x192</td>
<td>3x3</td>
<td>-</td>
</tr>
<tr>
<td>conv4</td>
<td>4x4x192</td>
<td>4x4x384</td>
<td>2x2x384</td>
<td>295296</td>
</tr>
<tr>
<td>maxpooling4</td>
<td>4x4x384</td>
<td>2x2x384</td>
<td>3x3</td>
<td>-</td>
</tr>
<tr>
<td>conv5</td>
<td>2x2x384</td>
<td>2x2x256</td>
<td>1x1x256</td>
<td>98560</td>
</tr>
<tr>
<td>conv6</td>
<td>2x2x256</td>
<td>2x2x256</td>
<td>3x3x256</td>
<td>590080</td>
</tr>
<tr>
<td>maxpooling5</td>
<td>2x2x256</td>
<td>1x1x256</td>
<td>3x3</td>
<td>-</td>
</tr>
<tr>
<td>flatten</td>
<td>1x1x256</td>
<td>256</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>dense1</td>
<td>256</td>
<td>256</td>
<td>-</td>
<td>65792</td>
</tr>
<tr>
<td>dense2</td>
<td>256</td>
<td>128</td>
<td>-</td>
<td>32896</td>
</tr>
</tbody>
</table>

Table 1. The structure of the CNN used as the symmetrical part of the network to create embeddings

Because of the abundance of data, and because the data involves complex images of varying quality, most of which contain people but from varying angles and sometimes with filters, we designed a deep CNN to create the initial embeddings. The structure of the network is described in Table 1. Because the face is likely to be an important part of a user’s positive or negative reaction to other users, we used a number of layers with small convolution kernels, which has been demonstrated to be effective in face recognition and evaluation settings.
The network learns based on the difference between the outputs of the two symmetrical parts of the network via a shared weight parameter \( W \). We use \( W \) to map \( y_1 \) and \( y_2 \) to \( h_{y1} \) and \( h_{y2} \), which are two points in a 128 dimensional space. We can then calculate the distance between these two lower dimensional points as follows:

\[
D_W(y_1, y_2) = |h_{y1} - h_{y2}|
\]  

(1)

Siamese networks are often trained with **Contrastive Loss.** The Contrastive Loss function, uses a margin \( m \), and depending on the size of the margin, results in a high loss when the the network’s prediction is wrong about two similar images. The Contrastive Loss function is defined as:

\[
L(y_1, y_2) = (1 - Y) \frac{1}{2} (D_W(y_1, y_2))^2 + Y \frac{1}{2} (max(0, m - D_W(y_1, y_2)))^2
\]

(2)

where \( Y \) is the binary indicator representing Like and Nope, \( D_W(y_1, y_2) \) is the embedded distance between two images and \( m \) is the margin.

In many situations where siamese networks are used, the objective is to distinguish between distinct classes of items, and in this case a high error for similar objects in different classes is appropriate. In the case of preferences, this is not necessarily appropriate, as preferences are not necessarily categorical. We found that Binary Cross-Entropy, defined in Equation 3, which does not punish incorrect classifications of similar images, to be a more effective loss function.

\[
L(y_1, y_2) = -(Y \log(g(D_W(y_1, y_2))) + (1 - Y) \log(1 - g(D_W(y_1, y_2))))
\]

(3)

where \( Y \) is the binary indicator representing Like and Nope, \( g \) is a Multi Layer Perceptron and \( g(D_W(y_1, y_2)) \) is the predicted probability of \( D_W(y_1, y_2) \) resulting in a Like.

### 3.3 Recommendation Algorithm

In this section, we describe the operation of the ImRec algorithm, incorporating the model described in Section 3.2. The algorithm is visualised in Figure 2. Given two users \( x \) and \( y \), the algorithm has four steps to calculate a bidirectional preference relation that represents the likelihood the two users will like each other.

In Step 1, the users previously Liked by users \( x \) and \( y \) are identified, and those users’ main images are extracted. We capped the number of images used for each user at the 30 most recent. This decision was made to maintain relevance.

In Step 2, the images from Step 1, in addition to the inputs of the candidate user, are used as inputs to the appropriate siamese network. For instance, the case that \( x \) is a male user, \( y \)'s image is used as the anchor \( (y_n) \), and the images \( x \) has Liked \( (y_{pa}) \) are used as the positive samples while the images that \( x \) has Noped \( (y_{na}) \) are used as negative samples for the model trained on male preferences for female user images. The output is a list of scores, one for each comparison between \( x \)'s image and each \( (y_{pa}, y_{na}) \) pair.

The output from Step 2 is a list of scores, and Step 3 aggregates these scores into a single score. In order to do this, we first bin the scores into 5 bins of equal size between 0.0 and 1.0, and convert the bins to a distribution. We use this distribution as the input to a random forest regressor, which outputs a single value that represents a unidirectional preference score. We trained the regressor on a training set of 10000 samples independent of the training data for the siamese network. We found that this slightly outperformed simpler methods such as the Pythagorean means, and that there was no difference between the random forest and a neural network.

In Step 4, we aggregate the two unidirectional preference scores (representing \( x \)'s preference for \( y \) and \( y \)'s preference for \( x \)) into a single bidirectional preference score. We use the harmonic mean to aggregate the two scores. Our decision here is motivated by research indicating that the harmonic mean performs well in RRS.
contexts [21], and also because of our desire to keep our research as consistent as possible with our baseline, RECON, which also uses the harmonic mean.

The methods in this section are tailored to matching female and male users because of the data we had available to us and because the algorithm is easier to visualise and explain with two distinct classes of users. However, the algorithm could easily be adapted to users of any orientation by creating a personalised preference model for each user with their Liked and Candidate users, including only those for whom reciprocal interest is possible based on their own orientation.

4 EVALUATION

In this section, we first describe the specifics of the dataset used in the study and the actions we took to ensure that it was representative. We then discuss the metrics we used in our evaluation, and our reasons for those choices. Finally, we report the results of the experiments we conducted to validate our model and the ImRec algorithm.

4.1 Experimental Setup and Data

The dataset for our evaluation comes from Pairs. Pairs is the most popular dating service in Japan and Taiwan, and growing in a number of other Asian countries. For our training data and experiments, we used only data from Japan. Data from one country is likely to be more consistent, and there are just under 10 million users registered in Japan. We also limited indications of preference to the most recent year. Over time the service user interface, search criteria and features available to paid members have changed, which may have an impact on
users’ indications of preference. For the purpose of creating an accurate and representative model, these should be kept as consistent as possible.

We also made a number of other practical choices in restricting the data used in training and experiments. We limited the users used to those in the Kanto area of Japan, which includes Tokyo and the surrounding prefectures. This area represents the vast majority of Pairs users and preference indications. Users within the Kanto area are likely to decline users outside of it for practical reasons unrelated to attraction. Pairs users are also required to confirm their identity with a form of personal ID such as a driving license before they can subscribe or send messages on the service. We restricted the users we used to those who had completed this procedure. This is likely to remove many of the spammers who try to use the service for advertising or other purposes besides dating.

![Fig. 3. The Pairs usage flow](image)

As explained briefly in Section 3.1, users on Pairs go through a streamlined process of interaction. Users find each other using search, or from recommendations. After viewing a user’s profile, a user $x$ can choose to Like another $y$ if they want to interact with them. User $y$ is notified that they have been Liked and can choose to respond with a Like in return, or with a Nope. In the case that $x$ and $y$ Like each other, this is considered a Match. Users who Match can message each other, and must each send at least one message before they can exchange contact details and arrange to meet. This is visualised in Figure 3.

If we consider that meetings and relationships are the main objectives of online dating services, successful recommendations should result in these. However, because users often quickly move their communications off the site it is difficult to use this signal as a reliable indication of success or failure. We therefore evaluate our model by looking at how well it predicts Matches, and use successful match predictions as a proxy for a successful recommendation. Research within Pairs shows that users who get a large number of Matches are more likely to leave the service with the reason that they have found a relationship, so we consider this a reasonable proxy.

Unlike some modern dating services that emphasise fast decision-making based on the photo alone, Pairs presents the photo, categorical and textual information together before users decide to Like or not. We therefore feel that RECON is a fair comparison as a baseline algorithm.

### 4.2 Evaluation Metrics

We used offline evaluation to demonstrate the effectiveness of our algorithm. We ran cross-validation on 20000 pairs of users, 10000 of whom had Matched with each other, and 10000 pairs where one of the two users had sent a Nope to the other user. These represent successful and unsuccessful reciprocal recommendations. We balanced the test data because the number of positive and negative indicators of preference in our whole dataset is approximately equal. All of the pairs were from the past year, within the bounds explained in the previous section.

Our recommendation algorithm outputs a value between 1.0 and 0.0. In evaluating our algorithm, we define a threshold $\alpha$ where output values higher than $\alpha$ are considered predictions of Matches and lower values are considered predictions of Nopes. This allows us to calculate useful metrics such as precision and recall, and draw ROC curves that allow us to visualise the effectiveness of our algorithm across different values of $\alpha$. 
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We focus on precision and recall as effectiveness metrics, as defined for the RRS domain by Pizzato et al. [20]. Precision is the proportion of the results that are true positive as compared to the number of false positives. In this case, $RL$ is defined as the set of users who were recommended each other and *Matched* with each other, and $RN$ is the set of users who were recommended to each other but at least one of them sent a *Nope*, it is defined as:

$$\text{Precision} = \frac{|RL|}{|RL| + |RN|}$$

Precision is considered particularly important for RSs because users lose trust in systems where a high number of unsatisfactory recommendations are displayed.

Recall is defined as the proportion of total positive results that are returned by the algorithm. A low recall indicates a small total number of recommendations, and therefore a high chance that a returning user will see the same recommendations repeatedly. Where $R$ is the set of total recommended users, recall is defined as:

$$\text{Recall} = \frac{|RL|}{|R|}$$

F1 Score is a combination of precision and recall commonly used in machine learning as a measure of the overall effectiveness of the system. It is defined for RRSs in the same way as in other domains, as the harmonic mean of Precision and Recall:

$$F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}$$

Note that success of an algorithm in the context of these metrics based on matches in a reciprocal setting implies a degree of coverage that it does not in non-reciprocal settings. Success based on matches would not be achieved by recommending the top users on the service, as these users match with a very small percentage of their recommendations, so even if it achieved one-way success, it would not generate a high precision in this evaluation. In order to ensure fairness, it would be straightforward to apply existing reciprocal methods such as [2].

### 4.3 Image Preference Model Results

In this section, we describe the results of the image preference prediction model. This is the siamese network described in Section 3.2 that represents Step 2 in Figure 2. To the best of our knowledge, this model is the first of its kind: there are no other models that attempt to predict personal attractiveness based on images. Because of this, we present the results for this model without a point of comparison.

The ROC curve, based on a test set of 20000 interactions from users not in the original dataset, shows that the model is capable of successfully predicting user preference based on a single image. Although the model is not always accurate in this prediction, the fact that users often *Like* a relatively large number of other users means that this model can be used as a base for predictions based on results from the model over a large number of interactions.

### 4.4 Results for Content-Based Algorithms

In this subsection, we present the results for ImRec compared to the current state-of-the-art content-based RRS, RECON.

Figure 5 shows the ROC curve for ImRec versus our baseline of RECON. The reference line is displayed as a dotted line. The graph was drawn using 1000 different thresholds between 0.0 and 1.0. ImRec generally has a positive and predictable curve, indicating that it is correctly predicting indicators of preference based on the users’ images. On this dataset, our baseline RECON performed poorly, often worse than the reference.
The main reason for RECON’s poor performance on this dataset in spite of a good performance on its original test dataset is likely to be the lack of images in the dataset it was tested on. Pizzato et al. state that RECON was designed for a dataset where, “The profile of a user is made of two components: free text information and a pre-defined list of attributes,...” [20]. In contrast, Pairs and many other modern online dating services and social networks use images very prominently, and users are often given an opportunity to make a positive or negative
decision about another user based on an image and no other information. In this situation, ImRec provides a clear advantage.

$$\begin{array}{|c|c|c|c|c|} \hline \text{Algorithm} & \text{Precision} & \text{Recall} & \text{Best F1 Score} & \text{AUC} \\ \hline \text{ImRec} & 0.59 & 0.91 & 0.71 & 0.65 \\ \text{RECON} & 0.59 & 0.64 & 0.61 & 0.51 \\ \hline \end{array}$$

Table 2. Results based on best F1 score for all relevant algorithms.

Table 2 shows the best F1 scores for the relevant algorithms. In this case, ImRec performs about 0.1 better than RECON. However, as is evident from their respective ROC curves, it is much easier to improve precision in the case of ImRec by increasing the threshold, whereas RECON performs much worse under these conditions on our dataset. Precision is vital for trust in recommender systems, as users who are shown a large proportion of recommendations that are not relevant to their interests are less likely to continue using the system.

4.5 Cold-Start Results

In this subsection, we present the results for ImRec in cold-start situations against the current state-of-the-art RRS, LFRR.

We hypothesised that ImRec would perform better than collaborative filtering algorithms in cold-start situations. We tested ImRec against the current best in class collaborative filtering algorithm, LFRR [22]. Using all available data, LFRR outperforms ImRec. However, with very little data, correlations between user preferences provide less useful information about the user’s preferences than the information in the content-based model.

We tested ImRec and LFRR on a set of 20000 users interactions (10000 Matches and 10000 Nopes). From these users, we restricted interaction data available to the algorithm in training to a fixed number of interactions in order to simulate a new user. We make the assumption that new users Like and Nope in equal quantities, which in general is true. We name the algorithms trained on restricted data Algorithm K where K is the number of Likes and Nopes from the users in the test set available in the training set. For example LFRR 1 is the LFRR algorithm.
tested on a set of users whose training data consisted of one Like and one Nope; ImRec 3 is the ImRec algorithm tested on a set of users whose training data consisted of three Likes and three Nopes.

Figure 6 shows the ROC curves for the ImRec and LFRR algorithms trained with restricted data. The LFRR curve is very close to random choice when trained with only one expression of preference, and improves quickly with more data. On the other hand, ImRec produces significantly better results with very little data, and improves more slowly as more examples become available.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>1 Indicator</th>
<th>3 Indicators</th>
<th>5 Indicators</th>
<th>7 Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>ImRec</td>
<td>0.613</td>
<td>0.625</td>
<td>0.633</td>
<td>0.639</td>
</tr>
<tr>
<td>LFRR</td>
<td>0.530</td>
<td>0.604</td>
<td>0.639</td>
<td>0.696</td>
</tr>
</tbody>
</table>

Table 3. AUC for ImRec and LFRR for different preference indicators.

Table 3 shows the AUC for each of the algorithms trained with restricted data. It is clear from this that with fewer than 5 positive and negative indicators of preference available, ImRec outperforms LFRR, and the converse is true at 5 or more. Based on internal research done by Pairs, the first day of a user’s interactions on a dating service is often essential, with the user deciding whether to commit to the service long term or give up based on their personal experience. As such, being able to make effective recommendations at an early stage is extremely useful for an RRS.

Based on these results, there are a number of ways that ImRec could be used to improve on the current best in class as part of a hybrid system. However, even the most simple method: a switching hybrid system that uses ImRec for recommendations up to 5 positive and negative interactions, is a clear and significant improvement.

5 CONCLUSIONS AND FUTURE WORK

5.1 Conclusions
In this paper, we developed a novel model that predicts user preference for image-based attractiveness. To the best of our knowledge, this is an entirely original contribution: there are a small number of models in the literature that predict general attractiveness [28][17], but none that predict personal preference. We conclude based on our large scale evaluation on real world data, that this model successfully differentiates between positive and negative preferences.

Using this model, we designed a novel recommender system, ImRec, that uses scores from our model to predict unidirectional, and subsequently bidirectional preferences.

Our algorithm was evaluated against RECON, with the optimizations suggested by Xia et al. [26]. We demonstrate that in the case of our dataset, RECON, considering only categorical data, did not produce better results than random selection. We consider that, based on psychological research on attractiveness and how people select prospective mates [32], this result may generalise to all dating services that use images, which is almost all modern services. We show that ImRec is able to predict user preferences based on their history of image preferences, and that it is therefore a significantly better content-based solution than RECON in this situation. The success of ImRec over RECON establishes the importance of images in online dating as compared to text-based information - a subject that would subsequently benefit from an in-depth analysis.

We also show that our system outperforms the state-of-the-art collaborative filtering solutions in the case where very little data is available, and therefore helps to solve the cold start problem. Cold start recommendations in online dating are particularly crucial, as based on data collected from Pairs, users often decide whether or not to commit to the service based on their experience in the first 24 hours.
5.2 Future Work

User profiles on most dating services contain two forms of unstructured data: images and freetext profiles. Based on psychological research we evaluated, we assumed that image data would be the best predictor of user preference [10][32]. However, the research provides generalised data, and it is likely that different users use different criteria to decide who they want to interact with. It is likely that many users consider text profiles in addition to images when deciding whether or not to express preference, and certain users may consider text of more importance. It would be useful to augment ImRec with a system that predicted reciprocal preference based on text profiles.

In the dataset we had available to us, an extremely high proportion of the user base came from a single ethnic group, and it was not possible to investigate the impact of the system on minority groups. However, in systems where images of people are used as the main data source, the fair treatment of all ethnic groups is a critical ethical concern. Before the system was adapted to use in other settings, it would be necessary to confirm that the system did not show bias, and fine tune the model if this was not the case.

Content-based recommender systems tend not to perform as well in most settings as collaborative filtering algorithms [25][35]. Content-based filtering algorithms therefore often form part of hybrid systems that improve on the results of the collaborative filtering algorithm, often by operating in cold start situations where they can outperform collaborative filtering techniques [4]. It would be interesting to test ImRec as part of a hybrid RRS that improves on the results of existing algorithms such as LFRR [22], for example in a switching hybrid system [6] that moves from content-based to collaborative reciprocal recommendation when sufficient data is available.
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