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Bifurcation analysis of a multi-transverse-mode VCSEL
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ABSTRACT

We study the behaviour of a multi-transverse-mode vertical-cavity surface-emitting laser subject to optical feedback in which the optical modes are coupled through the external round-trip. Starting from a delayed partial differential equation description of the spatial optical mode profiles and the carrier diffusion, we first use eigenfunction expansion techniques to resolve the spatial dependence. The resulting system of delay differential equations is then amenable to a full nonlinear bifurcation analysis by means of numerical continuation techniques. As illustration, we present bifurcation diagrams of a two-mode VCSEL in the plane of feedback strength versus feedback phase. In this way, we identify a number of changes in the structure and bifurcations of the VCSEL’s dynamics. In particular, we find coexisting stable steady state solutions, which bifurcate to stable in-phase and anti-phase periodic solutions with vastly differing frequencies. We show how these periodic solutions give rise to quasiperiodic and chaotic laser dynamics.
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1. INTRODUCTION

In this paper we investigate a vertical cavity surface emitting laser (VCSEL) subject to optical feedback from an external mirror. We start from a general partial differential equation (PDE) description of the VCSEL\textsuperscript{1–4} that describes the interplay between the spatial optical modes, competing for the same reservoir of carriers; there is both spatial and temporal competition between the modes. The first step in our analysis is to resolve the spatial nature of the governing system. In the past, this has typically involved the use of a Fourier series expansion in the rotational, azimuthal direction, followed by a finite difference discretisation in the radial direction.\textsuperscript{3} However, the resulting system is generally quite large, and may be hard to deal with numerically.\textsuperscript{5} In this study we employ eigenfunction expansion techniques to both the azimuthal direction and the radial direction.\textsuperscript{6} In this way, the PDE is reduced to a set of ordinary differential equations of a reasonable size. Our next step is to include the effect of optical feedback. This results in a delay differential equation (DDE) description. The final DDE model is amenable to a full nonlinear bifurcation analysis with tools such as DDE-BIFTOOL\textsuperscript{7} and PDDE-CONT,\textsuperscript{8} as well as being more computationally efficient when using standard time integration techniques.

When modelling a VCSEL subject to optical feedback, pure self-feedback is normally assumed;\textsuperscript{3,9} that is, each spatial mode only influences itself after the external round-trip. However, in reality this is not necessarily the case. For example, modes may couple through deformities in the mirror. Furthermore, orthogonality of these modes is lost in the far-field, resulting in a non-zero overlap between them. Therefore, we consider a model in which general coupling via the external feedback is included.\textsuperscript{5} More specifically, in this study, we investigate the effect of changing the feedback strength and feedback phase on the stability of a VCSEL for which the two fields couple roughly equally into each other after the external round-trip. We identify regions of multistability between coexisting solutions and show how steady operation may be destabilised into two different periodic regimes. Namely, we find in-phase dynamics on the frequency of undamped relaxation oscillations, and anti-phase dynamics on the timescale of the external cavity round-trip time. We finish by showing how these solutions bifurcate to more complicated quasiperiodic and chaotic dynamics.
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2. RATE EQUATIONS

A VCSEL can be described by the following system of dimensionless PDEs:2–5

\[
\frac{dE_{m}^{j}(t)}{dt} = (1 + i\alpha)E_{m}^{j}(t)E_{m}^{j}(t) + F_{m}^{j}(t),
\]

(1)

\[
T \frac{\partial N(r, \phi, t)}{\partial t} = \frac{d_{f}}{r} \left[ \frac{\partial}{\partial r} \left( r \frac{\partial N(r, \phi, t)}{\partial r} \right) \right] + \frac{d_{f}}{r^{2}} \frac{\partial^{2} N(r, \phi, t)}{\partial \phi^{2}} + P(r, \phi, t) - N(r, \phi, t)
\]

\[
- \sum_{n} \left( (1 + 2\xi_{0n}(t))|E_{0n}(t)|^{2}|\psi_{0n}(r, \phi)|^{2} \right)
\]

\[
+ \sum_{m, n} \sum_{j = c, \alpha} 2(1 + 2\xi_{mn}^{j}(t))|E_{mn}^{j}(t)|^{2}|\psi_{mn}^{j}(r, \phi)|^{2}
\]

(2)

for the evolution of the slowly varying complex electric field \(E_{mn}^{j}(t)\) of the \(mn\)th linearly polarised mode in its \(j\)th polarisation and the spatial carrier population \(N(r, t, \phi)\). The associated profiles of the linearly polarised modes are given by \(\Psi_{mn}(r, \phi); \) they are solutions of a scalar wave equation.2–6 The function \(F_{mn}^{j}(t)\) describes an external perturbation, for example, optical injection or feedback, applied to the optical fields. The spatial pump \(P(r, \phi, t) \equiv P(r)\) is described by a disc-shaped contact over the core region of the VCSEL, with a maximum value of \(P_{\text{max}} = 2\). In the study that follows, other material parameters are fixed at values of the linewidth enhancement factor \(\alpha = 3\), the ratio between electron and photon lifetimes \(T = 750\), and a diffusion coefficient \(d_{f} = 0.05\). The modal gains \(\xi_{mn}^{j}\) are given by integrals describing the spatial overlap between the respective optical field and the inversion; see Ref. [6] for full details. (In order to interpret the temporal dynamics physically, note that time is rescaled with respect to the photon lifetime \(\tau_{p} = 2\) ps.)

To make Eqs. (1) and (2) amenable to a full nonlinear bifurcation analysis we must first resolve their spatial dependence. As is common,3 we first deal with the azimuthal dependence by using a Fourier series expansion

\[
N(r, \phi, t) = \sum_{k=0}^{\infty} (N_{ck}(r, t) \cos(k\phi) + N_{sk}(r, t) \sin(k\phi)).
\]

(3)

To resolve the radial dependence we could use a finite difference discretisation scheme.3,5 However, this typically results in a large-scale system of differential equations. Therefore, we chose to perform a second expansion (in suitable eigenfunctions). Namely we use a \(k\)th order Bessel function expansion6

\[
N_{k}(r, t) = \sum_{q=1}^{\infty} N_{kq}(t) J_{k}(\gamma_{kq} r).
\]

(4)

After these expansions, and suitable orthogonality conditions have been applied, we are left with a general spatially resolved system describing a multi-transverse-mode VCSEL.6

In this paper we only consider the first two rotationally symmetric modes \(LP_{01}\) and \(LP_{02}\). Their three-dimensional profiles \(\psi_{1} = |\Psi_{1}|^{2}\) and \(\psi_{2} = |\Psi_{2}|^{2}\) are shown in Fig. 1. These modes are obtained by assuming that the cold-cavity VCSEL takes the form of a cylindrical waveguide; see Refs. [2–6] for full details. Two-mode VCSELs have been studied experimentally in Ref. [10]. Theoretical studies of the two-mode VCSEL can be found in Refs. [5, 9]. In this case, the rate equations (1)–(2) reduce to

\[
\frac{dE_{1}(t)}{dt} = (1 + i\alpha)E_{1}(t)E_{1}(t) + \kappa e^{iC_{r}} \left[ \eta E_{1}(t - \tau) + (1 - \eta)E_{2}(t - \tau) \right],
\]

(5)

\[
\frac{dE_{2}(t)}{dt} = (1 + i\alpha)E_{2}(t)E_{2}(t) + \kappa e^{iC_{r}} \left[ \eta E_{2}(t - \tau) + (1 - \eta)E_{1}(t - \tau) \right],
\]

(6)

\[
T \frac{dN_{q}(t)}{dt} = -\left( \sum_{n=1}^{2} (1 + 2\xi_{n})|E_{n}(t)|^{2}\beta_{n}^{0} \right) N_{q}(t) + \rho_{q} - \sum_{n=1}^{2} \left( 1 + 2\xi_{n} \right) N_{q}(t) \beta_{n}^{0}.
\]

(7)
Figure 1. Normalised spatial profiles $|\Psi_1(r, \phi)|^2$ and $|\Psi_2(r, \phi)|^2$ of the linearly polarised modes $LP_{01}$ (a) and $LP_{02}$ (b).

which is a set of $q + 4$ equations. We consider here a total of $q = 14$ expansion terms, that is, a total system of size 18. (The relative error at the steady state solutions between a system with $q = 14$ and one with $q = 100$ was found to be less than 0.01%). The overlap integrals, which need to be evaluated only once, are now given as

$$\xi_n = \sum_{q=1}^{14} \int_0^1 \left( |\Psi_n(r)|^2 N_q J_0(\gamma_0,qr) \right) r dr,$$

$$\rho_q = \frac{2}{|J_1(\gamma_0,q)|^2} \int_0^1 P(r) J_0(\gamma_0,qr) r dr,$$

$$\beta_n^q = \frac{2}{|J_1(\gamma_0,q)|^2} \int_0^1 |\Psi_n(r)|^2 J_0(\gamma_0,qr) r dr.$$

Moreover, we have explicitly introduced in Eqs. (5)–(7) an external perturbation in the form of optical feedback. Specifically, the feedback enters with a common feedback strength $\kappa$ and feedback phase $C_p$. The delay time is set to $\tau = 500$, which corresponds to a distance of approximately 10 cm between the laser and the mirror. The homotopy parameter $\eta$ represents the amount of self-feedback versus cross-feedback. This allows the two optical modes to couple via the external cavity, that is, via the feedback. Indeed one would expect in general to observe a certain amount of cross-feedback. In Refs. [5, 6] we showed that the case of purely self-feedback is degenerate. In this paper, for a general value of $\eta = 0.5$, we concentrate on the effect of the feedback phase $C_p$.

We briefly note that mathematically Eqs. (5)–(7) are delay differential equations (DDEs) with an infinite dimensional phase-space. Specifically, the feedback enters with a common feedback strength $\kappa$ and feedback phase $C_p$. The delay time is set to $\tau = 500$, which corresponds to a distance of approximately 10 cm between the laser and the mirror. The homotopy parameter $\eta$ represents the amount of self-feedback versus cross-feedback. This allows the two optical modes to couple via the external cavity, that is, via the feedback. Indeed one would expect in general to observe a certain amount of cross-feedback. In Refs. [5, 6] we showed that the case of purely self-feedback is degenerate. In this paper, for a general value of $\eta = 0.5$, we concentrate on the effect of the feedback phase $C_p$.

We briefly note that mathematically Eqs. (5)–(7) are delay differential equations (DDEs) with an infinite dimensional phase-space. Specifically, the feedback enters with a common feedback strength $\kappa$ and feedback phase $C_p$. The delay time is set to $\tau = 500$, which corresponds to a distance of approximately 10 cm between the laser and the mirror. The homotopy parameter $\eta$ represents the amount of self-feedback versus cross-feedback. This allows the two optical modes to couple via the external cavity, that is, via the feedback. Indeed one would expect in general to observe a certain amount of cross-feedback. In Refs. [5, 6] we showed that the case of purely self-feedback is degenerate. In this paper, for a general value of $\eta = 0.5$, we concentrate on the effect of the feedback phase $C_p$.

We briefly note that mathematically Eqs. (5)–(7) are delay differential equations (DDEs) with an infinite dimensional phase-space. Specifically, the feedback enters with a common feedback strength $\kappa$ and feedback phase $C_p$. The delay time is set to $\tau = 500$, which corresponds to a distance of approximately 10 cm between the laser and the mirror. The homotopy parameter $\eta$ represents the amount of self-feedback versus cross-feedback. This allows the two optical modes to couple via the external cavity, that is, via the feedback. Indeed one would expect in general to observe a certain amount of cross-feedback. In Refs. [5, 6] we showed that the case of purely self-feedback is degenerate. In this paper, for a general value of $\eta = 0.5$, we concentrate on the effect of the feedback phase $C_p$.

We briefly note that mathematically Eqs. (5)–(7) are delay differential equations (DDEs) with an infinite dimensional phase-space. Specifically, the feedback enters with a common feedback strength $\kappa$ and feedback phase $C_p$. The delay time is set to $\tau = 500$, which corresponds to a distance of approximately 10 cm between the laser and the mirror. The homotopy parameter $\eta$ represents the amount of self-feedback versus cross-feedback. This allows the two optical modes to couple via the external cavity, that is, via the feedback. Indeed one would expect in general to observe a certain amount of cross-feedback. In Refs. [5, 6] we showed that the case of purely self-feedback is degenerate. In this paper, for a general value of $\eta = 0.5$, we concentrate on the effect of the feedback phase $C_p$.
3. BIFURCATION ANALYSIS

In this section, we study the stability and bifurcations of the basic steady state solutions of the VCSEL subject to optical feedback. Namely, the constant intensity, fixed frequency external cavity modes (ECMs). These solutions are given by

\[
(E_1(t), E_2(t), N(t)_{1...14}) = (R_1e^{i\omega s t}, R_2e^{i\omega s t+\Phi}, N_{s1...14}),
\]

where \(R_1, R_2, \omega_s, N_{s1...14} \in \mathbb{R}\). The ECMs reflect the fundamental \(S^1\)-symmetry of Eqs. (5)–(7), a common feature of most laser systems subject to optical feedback.\(^{13}\) Note also the \(2\pi\)-periodicity of the feedback phase parameter \(C_p\). In what follows, we will study the stability and bifurcations of these ECMs by using the continuation package DDE-BIFTOOL.\(^7\) Parameters were fixed to those values given in Sec. 2, in particular, we fix the cross-coupling parameter to \(\eta = 0.5\). This value was chosen because it is representative for the stability and bifurcations of the ECMs over a large range of intermediate values of cross-coupling.\(^6\)
Figure 2 shows regions of ECM stability and their bifurcations in the two-parameter $(\kappa, C_p)$-plane. The degree of shading corresponds to regions in which one finds an increasing number of stable ECMs (in the white area there are no stable ECMs). These regions are bounded by curves of saddle-node bifurcations $SN$ (drawn as solid curves) and Hopf bifurcations $H$ (drawn as dashed curves). Supercritical bifurcations are black and subcritical are grey; that is, these bifurcations give rise to stable or unstable solutions, respectively. Again, we recall the $2\pi$-periodicity of $C_p$; that is, curves that leave the lower boundary of Fig. 2, at $C_p = -\pi$, re-enter at the upper boundary, $C_p = \pi$ (observe the labelling of the curves).

The bifurcations shown in Fig. 2 are representative for a generic, non-zero range of the cross-coupling around $\eta = 0.5$. For fixed values of $C_p$, as $\kappa$ is increased it is clear that stable ECMs are born in supercritical saddle-node bifurcations. These solutions are destabilised in subsequent supercritical Hopf bifurcations. From Fig. 2, it is clear that a single, stable ECM is born at $\kappa = 0$. Moreover, the value of $C_p$ is seen to have a strong effect on the stability of ECMs. In particular, in the region surrounding $(\kappa, C_p) \approx (0.001, (-0.6 + 2n)\pi)$ ($n \in \mathbb{Z}$) one finds no stable ECMs; the stable ECM born at $\kappa = 0$ is destabilised in the Hopf curve $H_1$. In the case of a single-mode laser, this lack of stable solution above threshold has been contributed to negative interference.

The bifurcations shown in Fig. 2 are representative for a generic, non-zero range of the cross-coupling around $\eta = 0.5$. For fixed values of $C_p$, as $\kappa$ is increased it is clear that stable ECMs are born in supercritical saddle-node bifurcations. These solutions are destabilised in subsequent supercritical Hopf bifurcations. From Fig. 2, it is clear that a single, stable ECM is born at $\kappa = 0$. Moreover, the value of $C_p$ is seen to have a strong effect on the stability of ECMs. In particular, in the region surrounding $(\kappa, C_p) \approx (0.001, (-0.6 + 2n)\pi)$ ($n \in \mathbb{Z}$) one finds no stable ECMs; the stable ECM born at $\kappa = 0$ is destabilised in the Hopf curve $H_1$. In the case of a single-mode laser, this lack of stable solution above threshold has been contributed to negative interference.

The regions of differing stability identified in Fig. 2 are re-emphasised in Fig. 3 where we show one-parameter branches of ECMs for different values of $\kappa$. Specifically, from Fig. 3(a) to (i), we plot the power of the first field $P_1$ against the feedback phase $C_p$ for fixed $\kappa = 0.0, 0.0001, 0.001, 0.002, 0.003, 0.004, 0.005, 0.006$ and 0.007, respectively. Parts of the branches on which one finds stable ECMs are drawn black; parts on which one finds unstable ECMs are drawn in grey. Saddle-node bifurcations are indicated by a ‘×’; it is already clear that these occur at turning points of the branches, with respect to $C_p$. Hopf bifurcations are indicated by a ‘∗’. (Note that we now plot all subcritical Hopf bifurcations; that is, some that are not included in Fig. 2.) For zero feedback Fig. 3(a) shows that one finds a single solution at a constant power for all values of $C_p$; this is the solution corresponding to the solitary/free-running laser solution. As $\kappa$ is increased from zero, a stable ECM solution is born. For $\kappa = 0.0001$, Fig. 3(b) shows that this solution is stable for all values of $C_p$; compare with Fig. 2. Figure 3(c), for $\kappa = 0.001$, shows the emergence of saddle-node (‘×’) and Hopf (‘∗’) bifurcations. More specifically, a pair of saddle-node bifurcations appear for large values of $P_1$. These appear from the cusp bifurcation $C$ identified in Fig. 2. The emergence of these saddle-node bifurcations causes the one-parameter branch of ECMs shown in Fig. 3(c) to fold over on itself. This results in values of $C_p$ at which one finds bistability between ECMs, indicated by the slightly darker regions of Fig. 2 directly to the right of the cusp points $C$. Moreover, a pair of Hopf bifurcations is seen to be born for low values of $P_1$. These emerge from a double Hopf bifurcation, marked $DH_1$ in Fig. 2. Between these Hopf bifurcations one finds values of $C_p$ for which there are no stable ECMs, also identified in Fig. 2. As $\kappa$ is increased further, the ‘loops’ in these branches are seen to pass through one another and expand in $C_p$; see Figs. 3(d) to (i). This results in an ever increasing coexistence between ECMs for fixed values of $C_p$. Moreover, stable parts of the branches start overlapping and, thus, the region with no stable ECMs is destroyed. Note that this can be seen by the crossings of the saddle-node bifurcation curves $SN_1$ and $SN_2$ in Fig. 2. However, these crossings do not correspond to codimension-two bifurcations as it is clear that they do not occur on the same parts of the one-parameter branches shown in Fig. 3. Finally, in Figs. 3(g)
Figure 3. One-parameter bifurcation diagrams showing the power of the first field $P_1$ against the feedback phase $C_p$. Parts of the branch containing stable ECMs are drawn in black; unstable are drawn in grey. Saddle-node bifurcations are marked by a ‘×’; Hopf bifurcations by a ‘∗’. From (a) to (i), the feedback strength takes the values $\kappa = 0.0, 0.0001, 0.001, 0.002, 0.003, 0.004, 0.005, 0.006$ and $0.007$, respectively.

to (i) the emergence of the codimension-two saddle-node Hopf points, and Bogdanov-Takens point, are clearly observed by the saddle-node and Hopf points coming together at the same point along the branches of ECMs; for example, follow the shrinking region of stability between Hopf and saddle-node bifurcations from Fig. 3(c) to (g). We note that these codimension-two points give rise to bifurcations of the periodic solutions emanating from the Hopf bifurcations. We finish this study by showing some simulation results relating to these solutions.

4. TRANSITIONS TO MORE COMPLICATED DYNAMICS

Figures 4 and 5 show the attracting dynamics for two different bifurcation scenarios corresponding to the ROs and EOs; recall that these solutions emanate from the respective Hopf curves $H_2$ and $H_1$ of Fig. 2. In each figure, the top row shows the stable attractor for each field (the first in black, the second in grey) in projection
Figure 4. From periodic to quasiperiodic modulations. For (a) and (b) \( \kappa \) takes the values 0.0054 and 0.0062, respectively; for fixed \( \eta = 0.5 \) and \( C_p = 0.0 \). The first row shows projections of the dynamics of each optical field into \((E_x, E_y, \hat{N})\)-space, where \( E_x \) and \( E_y \) are the real and imaginary parts of the electric field, and \( \hat{N} \) is the mean of the inversion expansion coefficients. The lower two rows show the temporal evolution of the in-phase dynamics of each of the two fields.

into \((E_x, E_y, \hat{N})\)-space, where \( E_x \) and \( E_y \) are the real and imaginary parts of each electric field, and \( \hat{N} \) is the mean of the 14 inversion expansion coefficients. The lower two rows show the temporal evolution of the powers \( P_1 = |E_1|^2 \) (in black) and \( P_2 = |E_2|^2 \) (in grey) of the two optical fields. Our first observation is that the dynamics shown in Fig. 4 take place over a much shorter timescale (have a much higher frequency) than those shown in Fig. 5. This demonstrates our distinction between ROs and EOs; the former operate on the fast timescale of undamped relaxation oscillations, while the latter follow the slower external cavity round-trip time.

More specifically, Fig. 4 shows the destabilisation of an in-phase RO through a torus bifurcation for \( C_p = 0.0 \). The in-phase behaviour of the RO shown in Fig. 4(a) for \( \kappa = 0.0054 \) is inherited by the bifurcating torus, shown in Fig. 4(b) for \( \kappa = 0.0062 \). Note that the emanating ‘slow’ frequency of this torus is approximately 500 time units: that of the external cavity round-trip time.

Figure 5 shows the break-up of an anti-phase EO in a period-doubling route to chaos for \( C_p = -0.3\pi \). The anti-phase EO shown in Fig. 5(a) for \( \kappa = 0.0018 \) bifurcates into a period-two EO (shown in Fig. 5(b) for \( \kappa = 0.002 \)); this period doubles to a period-four EO (shown in Fig. 5(c) for \( \kappa = 0.00207 \)); after further period-doubling bifurcations an anti-phase chaotic attractor emerges (shown in Fig. 5(d) for \( \kappa = 0.00219 \)). Observe that throughout this transition the anti-phase nature of the original EO is preserved.
Figure 5. Period-doubling route to chaos. From (a) to (d), \( \kappa \) takes the values 0.0018, 0.002, 0.00207 and 0.00219, respectively; for fixed \( \eta = 0.5 \) and \( C_p = -0.35\pi \). The first row shows projections of the the dynamics of each optical field into \( (E_x, E_y, \hat{N}) \)-space, where \( E_x \) and \( E_y \) are the real and imaginary parts of the electric field, and \( \hat{N} \) is the mean of the inversion expansion coefficients. The lower two rows show the temporal evolution of the anti-phase dynamics of each of the two fields.

5. CONCLUSIONS

We have presented a two-parameter bifurcation analysis of the steady states of a two-mode VCSEL subject to optical feedback. This approach was made possible by first resolving the spatial nature of the problem to arrive at a relatively small system of DDEs. Furthermore, we formulated the feedback term such that the two modes couple in the external round-trip. Our analysis revealed a number of regions in which one finds coexisting stable ECMs. These solutions were shown to be born in saddle-node bifurcations and destabilised in Hopf bifurcations, in which periodic solutions are born. The interaction of curves of these codimension-one bifurcations identified a number of codimension-two bifurcation points: double-Hopf and Bogdanov-Takens points that lead to subsequent torus bifurcations of the periodic solutions, and a saddle-node Hopf bifurcation point that can lead to low frequency, homoclinic dynamics.

The Hopf curves were categorised as those resulting in high frequency periodic oscillations ROs (on the frequency of undamped relaxation oscillations) and much lower frequency EOs (on the frequency of the external-cavity round-trip time). The EOs were found close to the saddle-node Hopf point; the point of low frequency homoclinic dynamics. We went on to show how ROs and EOs undergo characteristic instabilities. Namely, the ROs were shown to destabilise in a torus bifurcation (again, a consequence of nearby double-Hopf points) and the EOs in a period-doubling route to chaos (typical for nearby homoclinic bifurcations).

We conjecture that the slower EOs (and their bifurcating solutions) are due to a much stronger competition between the two optical fields over the same reservoir of carriers. Indeed, the two fields exhibiting EOs are much closer to one another in both state space and in amplitude than the RO fields. This could also be a result of their anti-phase character; that is, the weakening of one field allows the other a chance to fully develop and vice versa. Finally, we believe that observation of a clear difference between EOs and ROs could be a way of determining the amount of cross-feedback between multi-mode VCSELs in an experiment. This would require two-parameter analyses for a number of values of \( \eta \), which is work for the future.
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