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DRL-Based Long-Term Resource Planning for Task Offloading Policies in Multi-Server Edge Computing Networks

Haiyuan Li\textsuperscript{1}, Karcius D. R. Assis\textsuperscript{1,2}, Shuangyi Yan\textsuperscript{1}, and Dimitra Simeonidou\textsuperscript{1}

Abstract—Multi-access edge computing (MEC) has been regarded as one of the essential technologies for mobile networks, by providing computing resources and services close to users, thereby, avoiding extra energy consumption and fitting the low-latency ultra-reliable requirements for emerging 5G applications. Task offloading policy plays a pivotal role in handling offloading requests and maximizing the network computing performance. Most recently developed offloading solutions are designed for instant rewards, therefore, neglecting the long-term computing resource optimization at the edge, which fail to deliver optimized network performance when a significant increase of computing requests appears. In this paper, with the objective of maximizing long-term offloading benefits on delay and energy consumption, task offloading policies are proposed to firstly avoid resource over-distribution through deep reinforcement learning (DRL) based resource reservation and server cooperation, and secondly maximize the average instant reward and the utilization of reserved resources by an optimization-based joint policy consisting of offloading decision, transmission power allocation and resource distribution. The DRL-based joint policy is evaluated in a simulated multi-server edge computing network. Compared to previous solutions, the DRL-based algorithms achieve higher and more reliable overall rewards. Of the implemented three DRL-based algorithms, fully cooperative multi-agent DRL accounts for cooperation between servers, achieving a 70.5% reduction in reward variance and a 13.4% increase in average rewards over 500 continuous operations. Resource balanced policies on long-term rewards help edge networks handle the explosive growth of 5G computing-intensive applications in the future.

Index Terms—Multi-access network, task offloading, resource optimization, deep reinforcement learning, long-term scheduling policy

I. INTRODUCTION

Recent advancements in internet of things (IoT) and mobile networks require a significant increase of computing resources in edge networks to support emerging applications that require ultra-low latency communication and intensive computing [1], [2]. In the fifth-generation (5G) networks, multi-access edge computing (MEC) has been introduced and received much attention from researchers and industries to alleviate computing pressure on edge devices. MEC allows edge devices to offload extensive workloads that are beyond their computing capabilities to nearby MEC servers [3], [4]. Effective offloading policies on decision and resource management for excessive offloading requests promisingly reduce the overall latency and energy consumption, and satisfy the availability requirement of 5G applications [5].

In previous studies, some of the task offloading algorithms assumed infinite computing resources on the MEC server for offloading operations [6], [7]. However, exploding computing-intensive tasks and the imbalanced request distribution are challenging the computing capability of MEC servers in bearer networks [8], [9]. The limited MEC resources require offload policies to consider long-term rewards and bring collaboration between multiple MECs. On the other side, to improve the utilization of limited MEC server resources, a large body of literature has focused on designing offloading resource management algorithms based on centralized [7], [10]–[12] and distributed approaches [8], [13], [14].

According to the number of servers, MEC systems in the current papers are divided into single-server [13], [15]–[17] or multiple-server [9]–[11], [13], [19] systems. Meanwhile, the techniques to tackle computation offloading and resource allocation in those models are classified into optimization-based [10], [11], [13], [19] or machined learning based [16], [17], [20], respectively.

Regarding the single-server system, Lyu et al. [13] introduced a semi-distributed approach that jointly optimizes offloading decisions and resource allocation problems. With a heuristic offloading algorithm (HODA), they achieved superior system utility with an acceptable complexity of $O(K^3)$. Nevertheless, the single-server system cannot deal with the coexistence between idle and over occupied servers because of the inevitable unbalanced request distribution [21], [22]. Under the same system model, Li et al. [19] designed a centralized-based DRL-based model to simultaneously resolve offloading decisions and computing resource allocations. However, excess users will cause the explosion of the action space of the DRL-based algorithm, which causes the model fail to converge. In comparison, Chen et al. [7] applied multi-agent policy-based DRL model that distributed the artificial intelligence (AI) agent to the edge devices to reduce the dimension of action space. However, this approach comes at the expense of complexity and might bring burdens on the devices because of their weak computing abilities.

In order to further improve the workload carrying capability of the MEC network, multiple access in RAN was introduced
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as a promising technology to achieve the multi-server system. Li et al. [10], Nduwayezu et al. [12] and Xue et al. [11] explored the centralized joint optimization approach for the multi-access system. First fit (FF) algorithm [23] was used to select the offloading destination for the offloading requests in the network. In comparison, Apostolopoulos et al. proposed a distributed approach towards determining the optimal data offloading of each user within a multiple MEC servers system by non-cooperative game among the users. [8]. However, their assumption that all edge devices have access to the same set of servers neglected the geographical proximity factor in practical networks. In contrast, Kan et al. [24] designed a model where edge devices can only connect to their proximate servers. The multi-server system was achieved by relaying the workload among servers via the wired interface (Mp3) which is designed and standardized for the workload transition between MEC servers by the European Telecommunications Standards Institute (ETSI) [25]. Furthermore, Qian et al. designed a distributed algorithm and a centralized online DRL-based solution for statistic and dynamic channel scenarios, respectively, which can realized the selection of access point without long-term resource balance. To overcome these obstacles, the main contributions of this paper are as follows:

- **Combination of DRL and Optimization-based Method:** With the objective of maximizing long-term offloading benefits on delay and energy consumption, task offloading policies are proposed to firstly avoid resource over-distribution through deep reinforcement learning (DRL) based resource reservation and server cooperation, and secondly maximize the average instant reward and the utilization of reserved resources by an optimization-based joint policy.
- **Problem Formulation:** The optimization problem is formed as an MINLP and decomposed into two interrelated subproblems. Solution of the first subproblem provides a long-term policy for resource scheduling and server cooperation, to reserve the accessible resource and avoid the impairment of resource over-occupation on future incoming requests. Multiple connected MEC servers form the offloading environment, in which the Mp3 wired interface technology is adopted to realize server cooperation and achieve resource balance.
- **Long-term Scheduling Principle:** The offloading process is modeled as a Markov decision process (MDP) to account for the impact of previous offloading actions on later operations. Three DRL algorithms, including a single-agent value-based deep Q network (DQN) model and two multi-agent policy-based deterministic deep policy gradient (MADDPG) models, are developed as the solutions to this subproblem. To facilitate the implementation of these DRL models in future 5G applications, the placement of the DRL agent is also discussed in the paper.

- **Short-term Utilization Maximization:** Taking the resolved accessible resources from the first subproblem as the upper limit, a joint policy, including offloading decision, computing and transmission resource allocation (DCTRA), is designed based on the optimization-based approach. This joint policy maximizes the utilization of reserved resources and the average instant reward of the requests within each server. As interrelating information, the results of the DCTRA are fed back to the DRL algorithms in the first subproblem.

To the best of our knowledge, this is the first time that the optimization-based method and DRL have been geared together to solve two interrelated subproblems and find the policies that maximize long-term offloading benefits. Regarding the joint solution between edge devices in one time slot, our results show that there is a great benefit in the execution time by sorting the execution order of requests and reusing the released resources for the on processing workloads. In addition, a period of continuous time slots is taken to illustrate the long-term reward of random allocation, over allocation, and three DRL-based allocation policies. We prove that over-allocation used by the prior studies can not get reliable results as it pursues higher rewards at the expense of future loss. In comparison, DRL-based algorithms can adapt to the diversity of future network states and obtain resource allocation strategies with better performance. Furthermore, of these three DRL algorithms, compared to single-agent DQN, the cooperative multi-agent model is able to more accurately account for interactions between servers on limited resources and achieve higher average rewards. In the end, the value of server cooperation is also justified.

The remainder of this paper is organized as follows. Section II presents the multi-server system scenario and formulates the optimization problem. Section III describes the proposed optimization-based and DRL integration solution. Then, section IV provides the setup and the numerical results. Finally, sections V concludes the paper.

II. TASK OFFLOADING SCENARIO IN EDGE COMPUTING NETWORKS

The multi-server edge computing network supporting radio access networks (RANs) for 5G is presented in Figure 1. The radio units (RUs) are deployed close to the edge devices. Each RU can access multiple MEC servers through the distributed unit (DU) and core unit (CU) in RAN [26]. It is worth noting that the selection of proximity MEC servers for offloading
requests is done locally, and each server only handles requests that are sent to itself [24] [27]. With offloading policy, MEC servers can decide to redirect workload to other connected servers through the wired interface Mp3 [23].

In this multi-server system, each server serves a certain number of mobile devices that randomly send offload requests at any time slot. These requests are looking for more computing resources from servers to reduce their local processing energy consumption and execution delay.

In order to formulate the long-term optimization problem and quantify the benefits of task offloading policies, we model the execution delay and energy consumption of both local and edge computing in this section.

A. System model

Within the MEC network, the offloading request from the mobile devices includes two parameters, namely $S_i$ and $C_i$. $S_i$ specifies the necessary data size for the task $i$ to be processed on the server, and $C_i$ represents the required amount of CPU (Cycles), i.e., computing resources to accomplish the task $i$. For ease of reference, important notations used throughout this paper are summarized in Table 1.

1) Local Computing: The local computing capability of mobile device with task $i$ is represented by $f_i^l$. With required CPU $C_i$, the local execution time can be written as

$$T_i^l = \frac{C_i}{f_i^l} \tag{1}$$

According to [23], the CPU energy consumption per cycle is determined by the execution frequency $f_i^l$ and can be written as $\kappa(f_i^l)^2$. $\kappa$ denotes the energy coefficient depending on the hardware property, typically $\kappa = 10^{-11}$. Therefore, the local energy consumption can be obtained as

$$E_i^l = \kappa (f_i^l)^2 C_i \tag{2}$$

2) Offload Computing: Compared to processing workloads locally, offloading them to the MEC servers and data center can greatly reduce the execution delay and convert local computing to less energy-intensive signal transmissions [29]. Within the model, the overhead of the back-load stage is ignored as the size of the output is generally much smaller than the input [15], [28].

For offloading to the MEC server, the overall latency for task $i$ includes the transmission delay $T_{ij}^t$ to the server $j$ and the remote execution time $T_{ij}^e$. It can be written as

$$T_{ij} = T_{ij}^t (M_{ij}) + T_{ij}^e (M_{ij}) \tag{3}$$

where $M_{ij}$ denotes the transmission power and $p_{ij}$ denotes the distributed computing resources for task $i$ from server $j$. According to [30], data rate on the fronthaul can be represented by

$$K_{ij} (p_{ij}) = W \log_2 (1 + a_{ij}N_0) \tag{4}$$

in which $a_{ij} = h_{ij}/N_0$. $K_{ij}$ is effected by channel gain $h_{ij}$, transmission power $p_{ij}$ and ambient noise $N_0$. Based on data rate $K_{ij}$ and workload size $S_i$, $T_{ij}^t$ can be given as

$$T_{ij}^t (p_i) = \frac{S_i}{K_{ij}} \tag{5}$$

### Table 1: Notations Used Throughout the Paper

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
<td>Task</td>
</tr>
<tr>
<td>$j$</td>
<td>Server</td>
</tr>
<tr>
<td>$z$</td>
<td>Time slot</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Energy preference of $i$</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>Latency preference of $i$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Resource allocation between devices</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Offloading decision of $i$ to $j$</td>
</tr>
<tr>
<td>$W$</td>
<td>User bandwidth</td>
</tr>
<tr>
<td>$N_0$</td>
<td>Noise power</td>
</tr>
<tr>
<td>$K_{ij}$</td>
<td>Distributed computing resources for $Q_{ij}$</td>
</tr>
<tr>
<td>$M_{ij}$</td>
<td>Remote execution time of $i$ on $j$</td>
</tr>
<tr>
<td>$T_{ij}$</td>
<td>Local computing time of $i$ to $j$</td>
</tr>
<tr>
<td>$T_{ij}^t$</td>
<td>Overall offloading delay of $i$ on $j$</td>
</tr>
<tr>
<td>$T_{ij}^e$</td>
<td>Transmission time between $i$ and $j$</td>
</tr>
<tr>
<td>$R_{ij}$</td>
<td>Average offloading reward of $Q_{ij}$</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>Power amplifier efficiency</td>
</tr>
</tbody>
</table>
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The other component, remote execution time $T_{ij}^r$ can be written as

$$T_{ij}^r (M_{ij}) = \frac{C_i}{M_{ij}}$$  \hspace{1cm} (6)

As we have transmission power $p_{ij}$ and transmission time $T_{ij}^l$, the energy consumption by transmitting $i$ to $j$ can be calculated by

$$E_{ij}^l (p_{ij}) = \frac{p_{ij}}{\zeta} \cdot T_{ij}^l (p_{ij}) = \frac{p_{ij}}{\zeta} \cdot \frac{S_i}{W \log_2 (1 + a_{ij}N_0)}$$  \hspace{1cm} (7)

where $\zeta$ is the power amplifier efficiency.

For transmission to the data center, a task $i$ needs to get access to a MEC server $j$ first, therefore, consumes the same device transmission energy as calculated in Function $7$. Compared to the MEC server, although the data center can provide less execution time, it costs much higher fronthaul and end-to-end delay. To alleviate the competition between edge devices on MEC server resources and take advantage of the powerful computing capability of the data center, offloading requests that accept this delay will be offloaded to the data center.

### B. Task offloading optimization problem formulation

The offloading reward of task $i$ to server $j$ is formulated as the profit on delay and energy consumption against local processing. It is written as

$$v_{ij} (d_{ij}, M_{ij}, p_{ij}) = d_{ij} \left( \beta_i^1 \frac{T_{ij}^l - T_{ij}^l}{T_{ij}^l} + \beta_i^2 \frac{E_{ij}^l - E_{ij}^l}{E_{ij}^l} \right)$$  \hspace{1cm} (8)

where $d_{ij} \in \{0, 1\}$ denotes the offloading decision of task $i$ (the task will be offloaded when $d_{ij} = 1$). $\beta_i^1$ and $\beta_i^2$ are the preference of task $i$ on latency and energy consumption, where they add up to 1. It is worth noticing that the weight of two terms, $\beta_i^1$ and $\beta_i^2$, can be interpreted as the preference of individual requests on latency and energy. In practice, they can be determined by applying the multi-attribute utility approach in the multiple criteria decision-making theory.

In the network model discussed in the last subsection, every server will receive a random amount of offloading requests at every time slot. The objective of this paper is to maximize the long-term offloading reward of a MEC server network through offloading decision and resource allocation. Therefore, we formulate the problem $P$ as follows:

$$P : \max_{D,P,M,G} \sum_{j=1}^{U} \sum_{z=1}^{L} V_{ijz}$$  \hspace{1cm} (9a)

s.t.  

$$C1 : Q_{jz}^d \leq Q_{jz}, \quad \forall j \in U, \forall z \in L$$  \hspace{1cm} (9b)

$$C2 : 0 < p_{ij} \leq p_0, \quad \forall i \in Q_{jz}^d, \forall j \in U$$  \hspace{1cm} (9c)

$$C3 : M_{ij} > 0, \quad \forall i \in Q_{jz}^d, \forall j \in U$$  \hspace{1cm} (9d)

$$C4 : \sum_{j=1}^{U} M_{ij} \leq G_{jz}, \quad \forall j \in U, \forall z \in L$$  \hspace{1cm} (9e)

$$C5 : G_{jz} \leq X_z, \quad \forall j \in U, \forall z \in L$$  \hspace{1cm} (9f)

where, in $9a$ $D$ denotes the offloading decision policy, $P$ denotes the transmission power allocation policy, $M$ represents the computing resource allocation policy between edge devices, and $G$ represents the long-term accessible resource allocation policy for every group of requests. Overall, the objective function can be interpreted as achieving maximum offloading reward by four joint policies of $D, P, M & G$.

Based on Function $8$ to take the time dimension into account of the optimization function, $V_{ijz}$ can be written as

$$V_{ijz} = d_{ij} \left( \beta_i^1 \frac{T_{ij}^l - T_{ij}^l}{T_{ij}^l} + \beta_i^2 \frac{E_{ij}^l - E_{ij}^l}{E_{ij}^l} \right) / Q_{jz}$$  \hspace{1cm} (10)

Within these formulations, $Q_{jz}$ states the number of requests that can not accept the end-to-end delay to the data center but to the server $j$. Taking $Q_{jz}$ as the denominator of Function $10$ is to convert the rewards of all the requests within one server into the average rewards of individual users. It is able to eliminate the difference in the number of requests between servers in the MEC network, i.e. the impact of network traffic imbalance. $U$ denotes the collection of servers. $L$ is the time scale for weighing the long-term offloading profits. In constraint $C1$, $Q_{jz}^d$ is the collection of the offloaded requests on server $j$ at time slot $z$. Offloaded request number is less than the total amount $Q_{jz}$. Constraint $C2$ states that there is an upper limit on the transmission power for the offloading requests. Moreover, constraint $C3$ ensures all the offloaded tasks will get computing resources. Constraint $C4$ guarantees that the total computing resources distributed to all requests within server $j$ is less than the accessible resources at time slot $z$ determined by $G$. The last constraint $C5$ explains that the accessible resources to any group of requests at time slot $z$ can not exceed the left resources $X_z$ on their requested servers.

To solve the problem $P$, we decompose it into two subproblems of $P1$ and $P2$.  

1) $P1$: Optimization of accessible resource scheduling of each request group over a $U$ servers MEC network for each time slot in $L$.

2) $P2$: Joint optimization of offloading decision and resource allocation in the unit of a single server $j^*$ at time slot $z^*$. Accordingly, we can rewrite the problem $P$ as

$$P : \max_{G} \sum_{j=1}^{U} \sum_{z=1}^{L} \left( \max_{D,P,M} \sum_{i=1}^{N} V_{ijz} \right)$$  \hspace{1cm} (11)

s.t.  

$$C1, C2, C3, C4, C5$$

The long-term profits of $U$ servers determined by $G$ in range $U$ and $L$ can be separated from problem $P$ as follows

$$P1 : F(D,P,M) = \max_{G} \sum_{j=1}^{U} \sum_{z=1}^{L} K(G)$$  \hspace{1cm} (12)

s.t.  

$$C1, C5$$

where $P2$ can be represented by

$$P2 : K(G) = \max_{D,P,M} \sum_{i=1}^{N} V_{ijz|j=j^*,z=z^*}$$  \hspace{1cm} (13)

s.t.  

$$C2, C3, C4$$

Because of constraint $C4$, $P1$ and $P2$ are interrelated rather than independent of each other. In subproblem $P1$, we explore three DRL algorithms to define $G$, a temporal dimension.
scheduling policy that reserves the accessible resources \( G_{jz} \) for every group of requests. To calculate the required reward and the interaction information between DRL agent and the environment under the limitation of \( G_{jz} \), in subproblem \( P2 \), we apply the optimization-based approach to find the optimal \( D, P \) and \( M \). Therefore, with these policies, \( P2 \) can be seen as a function with respect to \( G_{jz} \), and its results are taken as the average reward \( R_{jz} \) for requests in \( Q_{jz} \) and the occupation time \( O_{jz} \) of \( G_{jz} \). The interactions between \( P1 \) and \( P2 \) is shown in Figure 2 and \( P2 \) can be rewritten as

\[
P2 : (R_{jz}, O_{jz}) = D, P, M(G_{jz})
\]

s.t. \( C2, C3, C4 \)  

III. INTEGRATION OF DRL ALGORITHMS AND OPTIMIZATION-BASED METHOD

In the MEC network, all the servers incessantly receive offloading requests from their service area. In order to maximize long-term task offloading profit, the MINLP consisting of this objective and other constraints is decomposed into two interrelated subproblems. Subproblem \( P1 \) is to optimize the accessible resources for each group of requests with \( L \) slots over a time span. Taking this as the upper limitation, \( P2 \) is to make the optimal offloading decision and resource allocation, within each server, between mobile devices. DRL and optimization-based integrated solutions for those two subproblems are discussed in this section.

A. DRL-based solution of \( P1 \)

In previous works, the accessible resources for each group of requests were set to all remaining resources on the server at the moment. This policy yields transient high benefits because of the resource shortage of the following requests. Therefore, a long-term policy is needed to decide the accessible resources based on the current resource state and the workload requirement. This temporal dimension accessible resource scheduling policy of \( P1 \) is set to \( G1 \). In addition, we design another scheme to further improve resource utilization. This is when the resources of a server have been run out, the workload can be redirected to other servers via the Mp3 interface instead of being rejected. Moreover, even if a server has sufficient resources, we can still apply this scheme to reduce the execution time by parallel processing. However, workload redirection will complicate the resource management. For instance, when a server lends resources to other servers but receives high demand requests in the next time slot, it can only reject those requests or borrow again from others, and so on to form a vicious circle. Hence, we set another binary policy to decide the workload redirection for the requests. It is set to \( G2 \), and \( G2 = 1 \) when the workload redirection decision is true. To avoid the propagation delay and reduce the complexity of DRL, workload redirection is restricted to happen only between the neighbor MEC nodes. Thus, the overall policy \( G \) can be represented by \( (G1, G2) \). \( P1 \) can be rewritten as

\[
P1 : F(D,P,M) = \max_{G1,G2} \sum_{j=1}^{U} \sum_{z=1}^{L} K(G1,G2) \tag{15}
\]

s.t. \( C1, C5 \)

The interactions between policies \( (G1, G2) \) and the network is modeled as a MDP \( [32] \). Three DRL algorithms are explored to solve the MDP and find the optimal offloading management policies. In MDP, the discounted reward \( R_z \) for the consecutive tasks is defined as

\[
R_z = \sum_{k=0}^{\infty} \gamma^k r_{z+k} \tag{16}
\]

where \( \gamma \) is the discount factor that determines the importance of the transient and future rewards. \( k \) is a natural number, and \( r_{z+k} \) is the reward at a certain time, \( z + k \). Based on Function [16] the action value function is defined to evaluate the action \( a_z \) by the discounted return at state \( s_z \) as follows:

\[
Q_\pi(s_z, a_z) = \mathbb{E}[R_z \mid s_z, a_z] \tag{17}
\]

\( \pi \) is the policy function and it represents the probability density function of action. Besides, another component, the state value function, is also defined to demonstrate the expected discounted return for selecting state \( s_z \) as follows:

\[
V_\pi(s_z) = \mathbb{E}[R_z \mid s_z] \tag{18}
\]

where \( V_\pi \) can be used to assess the quality of the policy function \( \pi \). The state value function can also be written as the expectation value of \( Q_\pi \) for action set \( A \) as follows:

\[
V_\pi(s_z) = \mathbb{E}_A [Q_\pi(s_z, A)] = \sum_{a} \pi(a \mid s_z) \cdot Q_\pi(s_z, a) \tag{19}
\]

In general, the essence of our DRL solutions for MDP is to calculate the optimal value function and policy function, which are composed of the reward of now and in the future. Therefore, DRL algorithms are able to learn the offloading policy \( G/G1, G2 \) that balance the long-term benefits and get higher average rewards, i.e. resolving the reward maximization problem formulated in Function [9] and the subproblem \( P1 \) in Function [12] The next parts of this subsection are concerned with three DRL algorithms.
1) Single-agent value-based DQN:

DQN is a novel RL algorithm that combines Q-learning and a deep neural network together to estimate optimal $Q(s, a)$ based on the time differential (TD) algorithm [33]. The basic function of the TD algorithm can be written as

$$Q(s_z, a_z) \approx r_z + \gamma \cdot Q(s_{z+1}, a_{z+1})$$

(20)

where $r_z$ is the reward observation at time $z$. $Q(s_z, a_z)$, $Q(s_{z+1}, a_{z+1})$ are the predicted action values of the neural network at time $z$, $z + 1$. The right site of equation is closer to the real action value because of actual reward observation $r_z$ and thereby can be set as the TD target. DQN is to minimize the difference between the prediction and the TD target through training. Algorithm [1] shows the detail of the DQN algorithm, where the selection of $a_z$ with probability $\epsilon$ is called greedy policy to avoid the local optimization [33].

To solve subproblem P1 with DQN, the offloading process in MEC network consisted of $U$ servers is seen as the MDP. The time slot in the network is linked together with the iterative step shown in Algorithm 3. Since these servers receive requests in every time slot, if $U$ predictions are implemented in one DQN step, overwhelmed state information will cause the action space to explode. Therefore, we implement the management decisions for $U$ groups of requests in one time slot by $U$ consecutive DQN iterations. The offloading reward of the network in each time slot is equal to the average reward of corresponding $U$ iterative steps. The minibatch size of DQN is set to $A$, which represents $A/U$ consecutive time slots.

In the DQN model, the state includes the extracted request information $Q_{jz}$, $\sum_{i} Q_{jiz}^c C_i$, $\sum_{i} Q_{j}^s S_i$, the number of requests with higher latency preference $B_i$, and the available computing resources of all servers. Therefore, the size of the state space is $(4 + U_i)$. The action comprises two objectives, accessible resource allocation, $G_1$ and the workload redirection decision, $G_2$. The action space size is $1 \times (2 + \text{size}(G_2))$. Note that the final operation on the network is not only determined by the action but also the remaining resource states. The regulation that actions interact with the network environment is demonstrated in Algorithm 2. For a server $j$, if $G_2 = 1$ and its neighbors have remaining resources ($\{X_{neighbors} \geq \sum_{i} Q_{jis}^d C_i\}$), it will choose the neighbor with more free resources as its workload redirection destination. In addition, to reduce congestion rates due to $G_2$, in Algorithm 2 we showed that the lending resources from the neighbors will not exceed $G1/2$ or one third of the remaining resources.

Regarding the reward of action ($G1, G2$) for a group of requests in $Q_{jz}$, it is calculated based on Function [14] $D, P$ and $M$ of $P2$ will be discussed in the next subsection. Besides, these policies can also help calculate the occupation time of the distributed accessible resources. If a server borrows resources from the others, the occupation time can be interpreted as how soon these resources will be released. The character of subproblem P2 in DQN and the basic algorithm structure within one iterative step is demonstrated in Figure 2.

In addition to the algorithm itself, the AI agent placement is also essential for the implementation of DRL technology in the MEC network [34], [35]. In the DQN algorithm, as the AI agent needs to make policies for all servers, it needs to be located on a centralized controller which is aware of all the requests and available resource information in real-time. Because both offline training and online execution take place in the controller, this is a centralized training and centralized execution architecture. The implementation of DQN in the real network is shown in Figure 3.

Based on Function [20] since the management of $U$ servers in one slot is realized by $U$ iterations, the relationship among $U$ servers can be seen as cooperating to obtain the maximum average resources. However, the discount factor $\gamma$ in the action value function will weaken the cooperation between servers. In addition, DQN divides the sharing of resources between servers in a one-time slot into $U$ iterations. This might reduce the effectiveness of the learned policies $G_1$ and $G_2$ on long-term benefits balancing. Moreover, since the centralized controller is placed beyond the server, in order to ensure the reliability of the service in the real network, the upload of request and resource information and the download of management decisions have strict requirements on deterministic communication [36]. In this vein, if the network can not ensure real-time traffic, DQN might not be applicable to solve this problem.

2) Multi-agent policy-based DDPG:

In addition to DQN, multi-agent policy-based DDPG is also used to solve $P1$ and find the optimal ($G1, G2$). MADDPG

Algorithm 1 DQN Algorithm

1: Initialize replay memory $B$
2: Initialize the neural network with parameter $\theta$
3: for $n$ in batch do
4:   Initialise the network resource state
5:   Get state $s_z$; select action $a_z$ with probability $\epsilon$
6:   Otherwise select $a_z = \max_a Q^*(s_z, a_z | \theta_z)$ [33]
7:   Execute $a_z$; get reward $r_z$ and next state $s_{z+1}$
8:   Store $(s_z, a_z, r_z, s_{z+1})$ in $B$
9:   Sample minibatch from $B$
10: for $m$ in minibatch do
11:   Estimate $Q(s_m, a_m | \theta_m)$ for $s_m$
12:   Estimate $Q(s_{m+1}, a_{m+1} | \theta_m)$ for $s_{m+1}$
13:   Perform gradient descent based on TD function
14: end for
15: end for

Fig. 3: DQN Centralized Training and Centralized Execution Architecture.
Algorithm 2 Interaction regulation between agent and network

1: Processing stage:
2: if G2 = 1 then
3:   G_{j21} = \min\{G1, X_j\}
4:   G_{j22} = \min\{G1/2, \max\{X_{neighbors}/3\}\}
5:   G_{j2} = G_{j21} + G_{j22}
6: else
7:   G_{j2} = \min\{G1, X_j\}
8: end if
9:
10: The role of X_j in Co-decision:
11: if X_j < \sum d C_i \& \{X_{neighbors} < \{\sum d C_i\} then
12:   No offloading
13: else if X_j \geq \sum d C_i \& \{X_{neighbors} < \{\sum d C_i\} then
14:   No workload redirection
15: else if X_j < \sum d C_i \& \{X_{neighbors} \geq \{\sum d C_i\} then
16:   Achievable workload redirection
17: else if X_j \geq \sum d C_i \& \{X_{neighbors} \geq \{\sum d C_i\} then
18:   Achievable workload redirection
19: end if

is another promising RL algorithm that uses policy gradient to estimate the maximum state value \(V_{\pi}(s_z)\) [37]. Because the state value function is equal to the expectation value of \(Q_{\pi}\) as shown in Function (19), the main idea of DDGP is to get \(V_{\pi}(s_z)\) by using two neural networks to approximate the policy function \(\pi(a | s_z)\) and the action-value function \(Q_{\pi}(s_z, a)\). This is realised by the actor-critic architecture [38]. Within this architecture, the actor neural network applies the policy gradient algorithm to optimize the policy function; the critic network uses the same training method with DQN to estimate the corresponding action-value function. The introduction of MADDPG facilitates the applications that need to consider the interaction between multi-agent. Moreover, this system effectively solves the action space explosion by decomposing the multi objectives to different agents.

In MADDPG, each agent needs a group of actor, target actor, critic and target critic neural networks. Each actor is trained with independent network observation (Obs \(S_j\)). Furthermore, to enable interactions between agents, the actions decided by all actors are shared as input among each critic. The parameters of target networks are updated from corresponding actor and critic networks based on

\[
P_t = \tau P + (1-\tau)P_t
\]

where \(\tau\) is the target network update coefficient. \(P\) and \(P_t\) are the parameter of evaluation networks and target networks, respectively [38]. It is designed to increase the converging speed. The multi agent actor-critic structure is shown in Figure 4.

To define the optimal accessible resource allocation and workload redirection decision, we apply MADDPG in the same network environment as DQN. Within this technology, each pair of actor and critic corresponds to a server. Moreover, based on the actor-critic structure, the interaction between servers on the limited resources in one time slot is achieved though a single iteration step.

In each actor, the action is consistent with DQN, including the workload redirection decision and the accessible resource allocation. Because the action in DDGP is Different from DQN, the state comprises the extracted request information and the available computing resources of the processing server and its neighbors. The resource information of the entire network is not required [39]. The state space size is \(1 * (4 + 1 + \text{Neighbors})\). In each critic, the output with shape \(1 * 1\) is used as the criterion of the policy gradient algorithm for the corresponding agent, and the input includes not only the request and resource information of the entire network, but also the actions of other agents. Its shape is \(1 * (4 * U + 2 * U)\).

Similarly to the architecture shown in Figure 2, the reward of an action is also calculated by solving \(P2\). However, we designed two different methods to set the reward for the critic neural networks, which represent two interaction forms between the servers. The first is fully cooperative (FC) method. FC gets the rewards of \(U\) actors and takes their average as the common reward for all critics. It is designed to let all the servers take into account the limited resources and make reasonable workload redirection decisions to obtain higher offloading benefits. The other is self-interested (SI) method. It applies individual rewards from the actors to their corresponding critics, which means all the critics update their respective neural networks with different references. Within this method, each server wants to get the best reward even if their actions might impair the interests of
Algorithm 3 MADDPG Algorithm

1: Initialize replay memory $B$
2: Initialize the actor, target actor, critic and target critic with parameter $\theta_{1:l}, \theta_{1:l}^*, \omega_{1:l}, \omega_{1:l}^*$
3: for $n$ in batch do
   4:     Initialise the network resource state $s_{z,1:l}$
   5:     Get state $s_{z,1:l}$
   6:     Estimate $a_{z,1:l}$ by $\pi(s_{z,1:l}; \theta_{1:l})$
   7:     Execute $a_{z,1:l}$, get reward $r_{z,1:l}$ and next state $s_{z+1}$
   8:     Store $(s_{z,1:l}, a_{z,1:l}, r_{z,1:l}, s_{z+1})$ in $B$
   9:     Get minibatch from $B$
   10:    for $m$ in minibatch do
         11:        Estimate $a_{m+1,1:l}$ by $\pi(s_{m+1}; \theta_{m,1:l})$
         12:        Estimate $Q(s_{m,1:l}, a_{m,1:l}; \omega_{m,1:l})$
         13:        Estimate $Q(s_{m+1,1:l}, a_{m+1,1:l}; \omega_{m+1,1:l})$
         14:           if Full cooperation method then
               15:               Use common reward for critics, $r_z = r_{z,1:l}$
               16:           else if Self interested method then
               17:               Use individual reward for critics, $r_z = r_{z,1:l}$
         18:           end if
         19:        Perform gradient descent for critic based on TD function
         20:        Get $d_{z,t} = \partial Q(s_t, a_t, \omega_t; \theta_{m+1,1:l})$ \quad $\theta_{m+1,1:l} = \theta_{m,1:l} + \mu d_{z,t}$
         21:        Perform gradient ascent for actor based on policy gradient algorithm:
         22:        $\theta_{m+1,1:l} = \theta_{m,1:l} + \mu d_{z,t}$\quad $\omega_{m+1,1:l} = \omega_{m,1:l}$
         23:    end for
24: end for

By separating one time slot into $U$ iterative steps. Because the offloading management decisions are shared between all servers to learn the best overall policies, MADDPG may achieve better offloading policy, $G_2$ with higher resource utilization. In addition, actors are located on servers and they only need to know the available computing resources of their neighbors, so that each actor can realize its own action without communication with the centralized controller. It highly reduces the execution delay and thus has less latency requirement on the network.

B. Optimization-based DCTRA of P2

With the result of $P1$ on accessible resource $G_j$ for each request group in the MEC network, as discussed earlier, $P2$ is to design a joint offloading management policy, including $D$, $P$, and $M$, to maximize the utilization of $G_j$ and the offloading profits of the requests within server $j$. The results will be input back to $P1$ as the DRL reward and interaction information between agent and environment.

Problem $P2$ has been proven to be an NP hard problem in [13]. According to the Tammer decomposition method [41], subproblem $P2$ can be further decomposed into two independent sub-sub problems of lower complexity. Their constraints on the $D$, $P$, and $M$ are able to be decoupled from each other. Sub-sub problem $P3$ can be rewritten as

$$P3 : J(P, M) = \max_D H(D) \quad (22)$$

in which $P4$ can be denoted as

$$P4 : H(D) = \max_{P, M} \sum_i Q_{ij} V_{ij} = \frac{Q_{ij}}{z} \quad (23)$$

We solve these two sub-sub problems in the order of $P$, $M$, and $D$.

1) Optimization of transmission power allocation $P$:

Substituting (8) into (23), we can rewrite the objective function of $P4$ as

$$\max_{P} \left[ \sum_i \left( \beta_i^t + \beta_i^e \right) - \sum_i \left( \beta_i^t T_{ij}' / T_i + \beta_i^e E_{ij}' / E_i \right) \right]$$

(24)

Because $\beta_i^t + \beta_i^e = 1$, $P4$ turns into finding the minimum results of the second term. Bringing all the network information discussed in the system model into (23), it can be rewritten as

$$P4 : \min_{P, M} \sum_i \left( \frac{\eta_i + \gamma_i p_{ij}}{\log_2 (1 + a_{ij} p_{ij})} + \frac{\beta_i^t T_{ij}' / T_i}{\log_2 (1 + a_{ij} p_{ij})} \right)$$

s.t. $C2, C3, C4$

where $\eta_i = \beta_i^t S_i / W T_i$ and $\gamma_i = \beta_i^e S_i / W E_i$. The first term of the objective in (25) can be used to calculate the transmission power allocation policy as

$$\min_f \left( p_{ij} \right) = \frac{\eta_i + \gamma_i p_{ij}}{\log_2 (1 + a_{ij} p_{ij})}$$

s.t. $C2$
Algorithm 5 Offloading Decision Policy $\mathcal{D}$

1: Based on delay requirement, select $Q_{jz}$ from $Q_z$
2: Offload $Q_z - Q_{jz}$ to data center
3: $time = 0$
4: for $i$ in $Q_{jz}$ do
5:     $time = time + C_t / G_{jz}$
6: if $\beta^t_i > \beta^r_i$ & $time \geq T^d_i$ & $V_{ij'z'} < 0$ then
7:     Reject
8: else if $\beta^t_i > \beta^r_i$ & $E^r_{ij'} \geq E^t_i$ & $V_{ij'z'} < 0$ then
9:     Reject
10: else if $V_{ij'z'} < 0$ then
11:     Reject
12: else
13:     Offload to $j'$
14: end if
15: end for

The first order derivative of $f(p_{ij'})$ is

$$f'(p_{ij'}) = \frac{\gamma_i \log_2 (1 + a_{ij'} p_{ij'}) - a_{ij'}/ \ln 2 \cdot (\eta_i + \gamma_i p_{ij'})}{\log_2 (1 + a_{ij'} p_{ij'})}$$

(27)

$$f'(p_{ij'}) = 0$$ , when

$$\phi(p_{ij'}) = \gamma_i \log_2 (1 + a_{ij'} p_{ij'}) - a_{ij'}/ \ln 2 \cdot (\eta_i + \gamma_i p_{ij'}) = 0$$

and $\phi(0) = -a_{ij'} \eta_i / \ln 2 < 0$.

The second order derivative of $f(p_{ij'})$ is

$$f''(p_{ij'}) = \frac{a^3_{ij'} \gamma_i }{\eta_i \ln^2 2 \cdot (1 + a_{ij'} p_{ij'})^3 \log_2^2 (1 + a_{ij'} p_{ij'})}$$

(28)

It is easy to prove that $f''(p_{ij'}) \geq 0$. Therefore, $f(p_{ij'})$ is a quasi-convex function in the domain.

Overall, with the property of the convex function, we designed a bisection policy to optimize the transmission power allocation, shown in Algorithm 4.

2) Optimization of offloading decision $\mathcal{D}$ and computing resource allocation $\mathcal{M}$:

The second term of the objective of $P4$ can be rewritten into

$$w(\mathcal{M}) = \min_{\mathcal{M}} \sum_i \frac{\beta_i^t T_{ij'}^p}{T_i}$$

(29)

s.t. $C3$, $C4$

where

$$\sum_i \frac{\beta_i^t T_{ij'}^p}{T_i} = \sum_i \frac{\beta_i^t f_i^t}{G_{j'z'}}$$

(30)

If the policy $\mathcal{M}$ is that all the offloaded tasks share the computing resources $G_{jz}$ simultaneously and end at the same time, $w(\mathcal{M})$ can be calculated as

$$w(\mathcal{M})_{HODA} = \frac{\left(\sum_i Q_{ij'}^d \sqrt{\beta_i^t f_i^t} \right)^2}{G_{j'z'}}$$

(32)

By the inequality of arithmetic and geometric means [42], it is easy to prove that

$$\frac{\left(\sum_i Q_{ij'}^d \sqrt{\beta_i^t f_i^t} \right)^2}{G_{j'z'}} \leq \frac{\sum_i Q_{ij'}^d \beta_i^t f_i^t}{G_{j'z'}}$$

(33)

In the situation when equality is established in (33), by comparing (31) and the right term of (33), we can get that when $(Q_{ij'}^d)^2 > \sum_i Q_{ij'}^d C_i$, simultaneously processing solution is better than HODA.

In addition, we propose to sort the tasks for executions according to $\beta^r_i/C_t^r$ from large to small. The task with less CPU requirement but high latency preference will be prioritized. Note that the resources released by the finished task will be reallocated to the next task and so on. The $w(\mathcal{M})$ produced in this method can be written as

$$w(\mathcal{M})_{sorted} = \frac{\sum_i (Q_{ij'}^d - i + 1) \beta_i^t f_i^t}{G_{j'z'}^d Q_{ij'}^d}$$

(34)

where the waiting time is considered. It is easy to prove that $w(\mathcal{M})_{sorted} \ll w(\mathcal{M})_{HODA}$.

To calculate $Q_{ij'}^d$ in Functions 31 to 34 and Algorithm 4, we designed the offloading policy $\mathcal{D}$ as shown in Algorithm 5. The first step of Algorithm 5 is to filter out the request that going to the data center.

Overall, when a certain server $j'$ receives some requests $Q_{ij'}$ at time slot $z'$, with $P, M$ and $D$, we are able to calculate the reward $R_{j'z'}$ and the occupation time $Q_{ij'}$ of the accessible resources $G_{j'z'}$ as shown in Function 14. These results are able to be further input into the DRL algorithms to learn the policy $G$. 
IV. SIMULATIONS AND RESULTS

In this section, we first provide the setup information of MEC servers and mobile devices in the edge computing network and the summary of neural networks of three DRL algorithms. Based on the setup, we study the offloading benefits of DCTRA and several other algorithms under different accessible resources in one time step. In the end, to demonstrate the advantage of DRL in long-term resource planning and the necessity of server cooperation, the reward distribution of several scheduling policies over a period of time are also explored in this section.

A. Experimental Setup

The experimental scenario is set as follows:

- In the MEC network, there are 8 servers with the same amount of computing resources, 100 Intel i7-1195G7 CPU modules with maximum overall 500GHz processing capability. These servers are in the ring topology so that each server is connected to two others. To reflect the unbalanced traffic property of the practical network, the number of mobile devices served by each server was randomly set between 700 and 1000. In each time slot, 20% to 30% of these mobile devices will send the offloading requests to the servers, and half of them are not able to tolerate the delay to the data center. The other properties of the network include the maximum transmit power $p_0$, 20dBm and the noise density, -174dBm/Hz.

- For mobile devices, we assume that they have similar local processing capabilities from 1GHz to 3GHz. The user bandwidth $W$ is set to 3MHz for calculating the data rate. In addition, their preference on delay and energy consumption $\beta_{ij1}$ and $\beta_{ij2}$ varies between 1/6 and 5/6. The offloading requests sent by mobile devices contain the required data size $S_i$, 10 to 20 in the unit of MB, and the required amount of computing resources, 10 to 20 in the unit of Gycles.

- In the DRL part, we use 50 time slots as $L$ to train the model. Therefore, the minibatch size of DQN, $A$, is set to 400 and the corresponding minibatch size of two MADDPG algorithms is set to 50. The action space of $G_2$ is distributed between 50GHz to 150GHz. To compare the training cost, the learning rate $\mu$ of both DQN and MADDPG is set to $10^{-5}$. The greedy policy probability is set to 0.2. The target network update coefficient $\tau$ of MADDPG and the reward discount $\gamma$ of all three DRLs are set to 0.1, and 0.99, respectively. The neural network components of DQN and MADDPG algorithms is summarized in Table II.

\begin{align}
V_{ij} - d_{ij}^* - d_{ij}^+ - d_{ij}^* - d_{ij}^+ - d_{ij}^* - d_{ij}^+ - d_{ij}^* - d_{ij}^+ - d_{ij}^*
\end{align}

B. Comparison of Joint offloading decision and resource allocation algorithms

Figure 6 compares the average offloading rewards of several management policies for 150 offloading requests and their variations with different available resources. These rewards come from the result of the $P2$. In Figure 6 black, red, blue, purple, and green lines represent the result of DCTRA, fully offloading (FO), HODA, distributed game theory offloading (DGTO) and local processing (LP), respectively. Besides our proposed DCTRA, LP is defined to process all the requests on mobile devices. FO is to offload all the requests to MEC servers without offloading decisions. The reallocation of resources is also considered in FO. HODA is a semi-distributed approach which is proposed in [13] to ensure mobile users with better utility can be preferentially offloaded. DGTO in [15] is a distributed computation offloading algorithm that can achieve a Nash equilibrium through a multi-user computation offloading game to offload tasks from the benefited edge devices. The Nash equilibrium in the network can be written as

\begin{align}
V_{ij} - d_{ij}^* - d_{ij}^+ - d_{ij}^* - d_{ij}^+ - d_{ij}^* - d_{ij}^+ - d_{ij}^* - d_{ij}^+ - d_{ij}^*
\end{align}

where $d_{ij}^*$ denotes the strategy of the edge devices $i$ connect to $j$ and $d_{ij}^+$ denotes the $Q_{ij} - 1$ strategies of the rest edge devices except $i$. It ensures no request can further reduce its offloading rewards by unilaterally changing its strategy and every offloaded requests can get benefits from edge computing approach. Among them, the green line remains at zero because the objective function is formulated as the profit against LP. In addition, the red line in Figure 6 shows that FO algorithm could only get negative rewards when the resources were less than 97GHz. It explains that blindly offloading can severely hinder the execution speed when the resources are insufficient. In comparison, DCTRA with offloading decision and resource allocation greatly improves the utilization of limited resources. It can be seen that when the resource is 100GHz, DCTRA gets approximately 5 times higher rewards than FO and HODA. After computing resources exceed 250GHz, sufficient resources allow DCTRA to offload all the tasks to the server-side, causing the black and red lines to coincide.

Furthermore, in Figure 6 it is apparent that DGTO outperforms all other solutions when the resource is very limited. The main reason is that DCTRA and HODA do not explore more offloading possibilities, but use sorting with first-fit based solutions for edge devices. In contrast, DGTO allows assigning
the fixed resources to fewer offloading tasks that lead to higher rewards. However, when the resources exceed 75GHz, DCTRA has a significant advance in offloading rewards compared to HODA and DGTO. This discrepancy could be attributed to execution ordering and re-utilization of released resources within the same set of requests. HODA and DGTO do not consider the occupation time and the reallocation of resources released from tasks finished in advance. In contrast, DCTRA dictates both the volume and the occupation time of resources for a set of requests. During the occupation time, released resources will be reallocated to subsequent requests, thereby greatly increasing the rewards.

C. Complexity and cost of DRL algorithms

The computational complexity of DRL algorithms is important to determine their feasibility in practical networks. Thus, we analyze both the time and space complexity and execution cost of single-agent DQN and MADDPG in this subsection.

Referring to [43], the time complexity of reinforcement learning is sublinear in the length of the state period, and the space complexity is sublinear in the size of state space, action space, and step numbers per episode. Therefore, the time complexity of DRL can be represented by \( O(\text{training steps}) \). We summarize the convergence property of DQN, SI-MADDPG, and FC-MADDPG in Figure 7. Of these three algorithms, SI-MADDPG and FC-MADDPG require similar training steps to converge. In contrast, more training steps are required for the DQN algorithm, which separates the time slot into multiple iterative steps. Besides, the space complexity can be written as \( O(N_sN_aN_hU) \), where \( N_s \) is the number of states, \( N_a \) is the number of actions, and \( N_h \) is the number of training steps in each episode. Based on these values mentioned in Section III and Subsection IV-A, the space complexities of DQN and MADDPG for our scenario can be calculated as \( O(96000) \) and \( O(62400) \), respectively. MADDPG can achieve lower space complexity as it reduces the action and state space of DQN into smaller pieces.

In addition, we summarize the shape and components of neural networks of DQN and MADDPG in Table II. Since DRL algorithms have different neural network architectures and activation functions that affect the feature of back propagation, to verify the cost of implementing these algorithms in the real network, their execution time is also provided. Based on the machine with EVGA GeForce GTX 1080 (Base Clock: 1708 MHZ; CUDA Cores: 2560), the training times of DQN and MADDPG are around 16 hours and 40 hours, respectively. Although MADDPG has lower time and space complexity, it takes a longer training time as it requires 7 more runs of the environment and reward calculation per training step than single-agent DQNs. Another cost of MADDPG is that it requires distributed agent on every MEC server, which might increase the overhead of neural network update and management.

D. Comparison of temporal dimension accessible resource allocation algorithms

To prove the effectiveness of DRL and server cooperation, besides DQN and two MADDPG algorithms discussed earlier, random allocation (RA), over-allocation (OA), and FC-MADDPG without server cooperation function (FC-MADDPG-NSC) are also simulated in the MEC network. Within them, RA is to randomly select \( G_1 \) and \( G_2 \) in the action space. OA is an over-allocation technique used in previous research with the addition of server cooperation, which fixes \( G_1 \) and \( G_2 \) to 1 and 150GHz.

Each figure in 8(a)-8(f) demonstrates the average reward for 8*500 groups of requests that are connected to 8 servers in 500 continuous-time slots. They use the unified algorithm (DCTRA) to maximize the allocated resource and calculate the reward and occupation time for every group of requests, whereas they apply different policies to determine how much resources each group of requests can get access to. 500 continuous-time slots are selected to demonstrate their long-term profits. 8(a), 8(b), 8(c), 8(d), 8(e), 8(f) represent RA, OA, DQN, SI-MADDPG, FC-MADDPG, and FC-MADDPG-NSC, respectively. The main characteristics of the reward of these six resource allocation algorithms are illustrated in Table III.

RA has the worst performance. It has a 43.4% reward distribution between 0 to 0.2, and its rewards over 500 time slots are on average 0.214 and the lowest out of the five algorithms, even worse than FC-MADDPG-NSC without server cooperation. In addition, the method used in previous research,
OA, can achieve the maximum reward of 0.496, whereas it has 16.2% distribution in the range of 0 to 0.2. This might be because OA will yield high short-term gains at the cost of long-term losses. Its highest variance can also be evidenced for this reason.

Compared to those two unreliable solutions, DQN, SI-MADDPG, and FC-MADDPG are three balanced planning solutions that aim for long-term rewards maximization. As shown in Figure 8 and Table III, these algorithms have more stable and higher average rewards than the first two solutions. Among them, although MADDPG and DQN have the same property of server cooperation, the advantage of FC-MADDPG over DQN in long-term average reward could be identified from Table III. This gap may come from the inaccuracy of the cooperation equivalent method of DQN, which separates the cooperation management in a one-time slot into 8 iterative DRL steps. Moreover, during the training process, the agent in MADDPG will also take the actions of other agents as cooperation references. Although MADDPG has better performance than single-agent DQN, the achieved improvement is at the expense of execution time. In addition, FC-MADDPG has a slight improvement over SI-MADDPG. A possible explanation is that the self-interested learning mode strives to maximize its own interests, which may damage the overall rewards.

Figure 8(f) shows the reward when FC-MADDPG is applied in the network without workload redirection G2. Compared to 7(e), there is a severe decline in the reward. In FC-MADDPG-NSC, since the workload cannot be processed in parallel with the help of neighbor node resources, it is difficult for FC-MADDPG-NSC to obtain higher rewards than other DRLs. Its average return is the lowest among these algorithms except for random allocation. It proves the importance of a multi-server cooperation in improving resource utilization compared to the single server system.

In these results, the size of the time slot indicates the responding speed of the system. As it increases, more requests will be received on the server within one slot, resulting in
longer average execution delays and lower average rewards. Nevertheless, long-term scheduling may still benefit from DRL compared to other algorithms. Future studies could examine the benefits of DRL in edge networks with different latency requirements. In addition, the power consumption of DU/CU modules has not been studied in-depth in this paper. Furthermore, although the placement of the AI agent in the real network is discussed in the paper, the overhead of training on energy and computing resources remains unclear and requires further exploration in future work.

V. CONCLUSION

This paper has argued that the emerging 5G computing-intensive, latency-sensitive applications exceed the bearing capacity of the MEC server. Overloaded MEC servers without effective offloading management policies may get worse results than local execution. In this paper, we build a system where mobile devices have wireless access to multiple servers and can be further redirected to neighbor servers through wired connections. The delay and energy consumption relative to local execution is taken as the offloading benefit criteria. With the purpose of maximizing the long-term reward, we develop a joint management policy with future planning properties through the integration of the optimization-based method and three different DRL algorithms. Simulation results show that DRL can gain great improvements compared to previous methods that only consider the instant return. In addition, with the expense of complexity, multi-agent DRL can more precisely take account of the interaction between servers and thereby realizing higher average offloading benefits than single-agent DQN.

ACKNOWLEDGMENTS

The authors like to thank the support from China Scholarship Council and European Commission’s Horizon 2020 research and innovation program under grant agreement No 871428, 5G-CLARITY project. In addition, this study is also financed in part by the Alan Turing Institute - UK (project code: D-ACAD-052) and Coordenação de Aperfeiçoamento de Pessoal de Nível Superior – Brasil (CAPES) – Finance Code 001, Conselho Nacional de Desenvolvimento Científico e Tecnológico (CNPq).

REFERENCES


Dr Shuangyi Yan is a Senior Lecturer in the High Performance Networks Group in the Smart Internet Lab at the University of Bristol. He received the B.E degree in information engineering from Tianjin University, Tianjin, China in 2004. In 2009, he got the PhD degree in Optical Engineering from Xi’an Institute of Optics and Precision Mechanics, CAS, Xi’an, China. From 2011 to 2013, Dr Yan worked in the Hong Kong Polytechnic University, Hong Kong, as a postdoctoral researcher, investigating on the spectra-efficient long-haul optical transmission system and low-cost short-range transmission system. In July 2013, he joined the University of Bristol. His research focuses on machine-learning applications in dynamic optical networks and 5G Beyond networks, programmable optical networks, and data centre networks. He is the author or co-author of over 80 refereed publications, of which include several post-deadline papers in optical communication related top-level conferences.

Dimitra Simeonidou (FREng, FIEEE) is a Full Professor at the University of Bristol, the Co-Director of the Bristol Digital Futures Institute, and the Director of the Smart Internet Lab. Her research focuses in the fields of high performance networks, programmable networks, wireless-optical convergence, 5G/B5G and smart city infrastructures. She is increasingly working with Social Sciences on topics of digital transformation for society and businesses. Dimitra has also been the Technical Architect and the CTO of the Smart City project Bristol Is Open. She is currently leading the Bristol City/Region 5G urban pilots. She is the author and co-author of over 500 publications, numerous patents and several major contributions to standards. Dimitra is a Fellow of the Royal Academy of Engineering, a Fellow of the Institute of Electrical and Electronic Engineers, and a Royal Society Wolfson Scholar.

Haiyuan Li received the B.Sc degree in communication engineering in Central South University, China, in 2019, and the M.Sc degree in communication networks and signal processing from University of Bristol, U.K., in 2020. He is currently pursuing his Ph.D degree with the school of electrical and electronic engineering in University of Bristol. His research interests include Mobile Edge Computing, Machine Learning, Game Theory and Network Optimization.