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Abstract

Corrected misinformation can continue to influence inferential reasoning. It has been suggested that such continued influence is partially driven by misinformation familiarity, and that corrections should therefore avoid repeating misinformation to avoid inadvertent strengthening of misconceptions. However, evidence for such familiarity-backfire effects is scarce. We tested whether familiarity backfire may occur if corrections are processed under cognitive load. Although misinformation repetition may boost familiarity, load may impede integration of the correction, reducing its effectiveness and therefore allowing a backfire effect to emerge. Participants listened to corrections that repeated misinformation while in a driving simulator. Misinformation familiarity was manipulated through the number of corrections. Load was manipulated through a math task administered selectively during correction encoding. Multiple corrections were more effective than a single correction; cognitive load reduced correction effectiveness, with a single correction entirely ineffective under load. This provides further evidence against familiarity-backfire effects and has implications for real-world debunking.
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General Audience Summary

Misinformation can continue to influence an individual’s reasoning even after a correction. This is known as the continued-influence effect. It has previously been suggested that this effect occurs (at least partially) due to the familiarity of the misinformation. This has led to recommendations to avoid repeating the misinformation within a correction, as this may increase misinformation familiarity and thus, ironically, false beliefs. However, it has proven difficult to find strong evidence for such familiarity-backfire effects. One situation that may produce familiarity-driven backfire is if misinformation is repeated within a correction while participants are distracted—misinformation repetition may automatically boost its familiarity, while the distraction may impede proper processing and integration of the correction. In this study, we investigated how misinformation repetition during distraction affected the continued-influence effect. The current study extends the generalizability of traditional misinformation research by asking participants to listen to misinformation and corrections while in a driving simulator. Misinformation familiarity was manipulated through the number of corrections provided that contained the misinformation. Distraction was applied not only through the background task of driving in the simulator, but also manipulated through a secondary math task, which was administered selectively during the correction-encoding phase, and which required manual responses on a cockpit-mounted tablet. As hypothesized, cognitive load reduced the effectiveness of corrections. Furthermore, we found no evidence of familiarity-backfire effects, with multiple corrections being more effective in reducing misinformation reliance than a single correction. When participants were distracted, a single correction was entirely ineffective and multiple corrections were required to achieve a reduction in misinformation reliance. This provides further evidence against familiarity-backfire effects under conditions maximally favourable to their emergence and implies that practitioners can debunk misinformation without fear of inducing ironic backfire effects.
Listening to Misinformation while Driving: Cognitive Load and the Effectiveness of (Repeated) Corrections

Misinformation—false information initially presented as true—can continue to influence people’s reasoning even after a retraction. This is known as the continued-influence effect (CIE; Chan et al., 2017; Ecker et al., 2022; Johnson & Seifert, 1994; Paynter et al., 2019; Rich & Zaragoza, 2016; Walter & Tukachinsky, 2020). Two complementary theoretical explanations have been put forth to explain the CIE: the mental-model and the selective-retrieval accounts.

The mental-model account proposes that people create mental models of events that are continuously updated. This account suggests that a retraction must be integrated into the model to be effective (Brydges et al., 2018; Gordon et al., 2017; Kendeou et al., 2014; Rapp & Kendeou, 2007; Richter & Singer, 2017). However, if a retraction invalidates a critical piece of information, such as an event’s cause, this can threaten model coherence and may lead to poor retraction integration (Gordon et al., 2017). Thus, continued misinformation reliance occurs when retraction integration and model updating fail. This is supported by findings that retraction effectiveness is enhanced when a causal alternative is provided, presumably because it can replace the misinformation in the model, removing the threat to model coherence (e.g., Chan et al., 2017; Ecker et al., 2019; Walter & Murphy, 2018).

By contrast, the selective-retrieval account assumes that the CIE occurs because, at test, misinformation is retrieved but the corrective information is not (Ayers & Reder, 1998; Lewandowsky et al., 2012). An extension of this account assumes dual processes (see Yonelinas, 2002), specifically that misinformation reliance occurs when misinformation is automatically retrieved due to its familiarity, while there is concurrent failure of strategic processes necessary to recollect the retraction (Ecker et al., 2010). This is supported by findings that misinformation familiarity and factors that impair strategic memory processes
can increase the CIE (Rich & Zaragoza, 2020; Swire et al., 2017; but see Brydges et al., 2020). In light of this, the repetition of misinformation within a correction is often considered detrimental (Peter & Koch, 2016; Schwarz et al., 2007; Schwarz et al., 2016); this is because the familiarity of the misinformation is boosted, which increases the likelihood of later automatic retrieval. For example, the correction “the blood-clotting was not caused by the vaccination” repeats the key words “blood-clotting” and “vaccination”, which makes the association more familiar and may in turn increase later misinformation reliance notwithstanding the negation (e.g., Nyhan et al., 2014; Paynter et al., 2019). Some studies have reported that familiarity can ironically even increase belief in the corrected information (Pluviano et al., 2017; Skurnik et al., 2007); this has been termed the familiarity-backfire effect (Lewandowsky et al., 2012). However, there have been several failures to replicate this finding, and it has not been produced even in theoretically favourable circumstances (Cameron et al., 2013; Ecker, Lewandowsky et al., 2020; Ecker et al., 2011; Ecker, O’Reilly et al., 2020; Rich & Zaragoza, 2016; Swire et al., 2017; also see Swire-Thompson et al., 2020, 2022; Walter & Tukachinsky, 2020). For example, in the study by Ecker et al. (2011), if a piece of misinformation was presented three times, multiple retractions—each repeating the misinformation—were more effective than a single retraction. This is the opposite to what would be expected if familiarity was detrimental to belief updating. Some studies have even reported a beneficial effect of repeating the misinformation within a single correction (Carnahan & Garrett, 2019; Ecker et al., 2017; Wahlheim et al., 2020), presumably because the co-activation of misinformation and correction aids in conflict detection and knowledge revision, in line with the mental-model account (Ecker et al., 2017; Kendeou et al., 2014, 2019).

Thus, overall, there is no strong evidence for familiarity-backfire effects. However, it remains theoretically possible that a backfire effect could occur if a correction is elicited
under cognitive load. Cognitive load refers to the division of cognitive resources between multiple tasks. Load can have a detrimental effect on memory processes including reduced depth of encoding, and impairments to strategic retrieval processes (Craik et al., 1996; Fernandes & Moscovitch, 2000; Hicks & Marsh, 2000). Previous research has examined the effect of cognitive load during misinformation and retraction encoding (Ecker, Lewandowsky et al., 2020; Ecker et al., 2011; Szumowska et al., 2021). Ecker et al. (2011) found that misinformation reliance was reduced by a retraction only if the retraction was encoded without load. This suggests that retractions require full cognitive resources at encoding to be effective. However, at the same time, misinformation repetition might boost misinformation familiarity even under load, thus potentially facilitating familiarity-backfire effects. This is supported by research on negations showing that people sometimes misremember negated information as true, especially when under load (Gilbert et al., 1990, 1993).

**The Present Study**

The current study investigated the effects of cognitive load and familiarity on the CIE under naturalistic conditions. Cognitive load applied during encoding of a retraction should increase the CIE inasmuch as load impairs integration and/or later retrieval of the correction, resulting in an increased CIE in the retraction conditions. Furthermore, the repetition of misinformation may boost its subsequent automatic activation and familiarity-based retrieval even under load, leading to a greater CIE and potentially a familiarity-backfire effect. From an applied perspective, understanding the impact of cognitive load is important because in today’s media landscape, people are exposed to an abundance of (mis)information, often while other tasks compete for their cognitive resources (e.g., listening to the radio while driving or scrolling through social media while having a conversation; Chotpitayasunondh & Douglas, 2018).
To this end, participants were presented auditorily with misinformation and retractions under the guise of a radio news segment while in a driving simulator. A driving simulator was used to enhance ecological validity; it was not intended to be the primary load task. A more specific manipulation of cognitive load was achieved through a secondary math task applied during retraction encoding and integration; this task allowed tight control over the onset of load and was known to be sufficiently taxing (Bowden et al., 2019). Familiarity was manipulated through repetition of retractions containing the misinformation (i.e., no-retraction control, 1-retraction, 3-retractions). Participants’ inferential reasoning—their reliance on the critical information when reasoning about the event—was measured with a series of inference questions probing the misinformation.

It was hypothesized that (1) cognitive load would hinder retraction encoding and/or integration and thus later retrieval of the retraction, resulting in less effective correction (i.e., a larger CIE compared to no-load retraction conditions). We expected load to only interfere with correction processing, which is challenging due to the need for conflict resolution and model updating. We did not expect load to interfere with basic information processing generally; load of a secondary task should only matter if load across tasks exceeds capacity limits. We therefore did not predict a load effect in the no-retraction condition. It was also hypothesized that (2) correction repetition would facilitate its encoding and integration, resulting in more effective correction (i.e., a smaller CIE) relative to a single retraction. Previous research has found that multiple corrections or counterarguments can increase correction effectiveness (Ecker et al., 2019; Vraga & Bode, 2017; Walter & Tukachinsky, 2020), although this is sometimes only observed when the misinformation is encoded particularly strongly (Ecker et al., 2011). Finally, (3) if load hinders retraction encoding/integration, we expected the effect of repetition to be smaller under load (i.e., a
load-by-retraction interaction). Although we did not predict a familiarity-backfire effect, it was deemed theoretically most likely with multiple retractions under load.

**Method**

This study used a $2 \times 3$ within-subjects design contrasting load (no-load vs. load) and retraction (no-retraction, 1-retraction, 3-retractions) conditions. The dependent variable was participants’ inference score—reflecting their reliance on the critical information when reasoning about the event—derived from their responses to the post-manipulation inference questions. Inference questions rely more on reasoning and judgement about the event, compared to memory questions.

**Participants**

We tested $N = 259$ undergraduate students from The University of Western Australia, who participated in exchange for course credit. While the data were analysed with a linear mixed-effects model, an a-priori power analysis assuming a $2 \times 3$ repeated measures ANOVA served as a rough guide. Using MorePower 6.0.4 (Campbell & Thompson, 2012), this indicated a minimum sample size of 192 to detect a small ($\eta^2 = .20$) main effect of the two-level factor with $\alpha = .05$ and $1 - \beta = .80$. The sample comprised 166 females, 92 males and one participant of undisclosed gender; mean age was $M = 20.24$ years ($SD = 4.73$), ranging from 17 to 50 years. Participants were required to have at least a probationary driver’s license. Participants received a bonus of up to AU$3 at the end of the experiment as a driving-performance incentive (see below for details).

**Apparatus**

**Driving Simulator**

Driving simulators have been shown to be effective in mimicking real driving experiences (Reed & Green, 1999; Underwood et al., 2011). The driving simulator used Oktal’s SCANeR Studio software (Version 1.4) and comprised three parallel 27-inch
monitors, providing a 135° wide-field video display, housed in an Obutto cockpit. The central monitor represented the front windscreen and included a central rear-vision mirror and digital speedometer; the two side monitors provided side views with mirrors (see Figure 1).

Participants were seated approximately 85 cm from the central monitor and controlled the simulated automatic-transmission vehicle using a Logitech gaming steering wheel and pedal set. The simulated vehicle and environment were configured for right-hand drive conditions. Participants wore a set of headphones, through which the news reports were presented. An 8-inch Samsung Galaxy tablet (for the secondary math task) was mounted to the right of the steering wheel and within participants’ reach.

**Figure 1**

*Driving Simulator Set-Up*

*Note.* The left panel shows the driving simulator with the tablet device positioned next to the steering wheel. The right panel shows the central monitor view of the driving environment with rear-view mirror and digital speedometer displayed.¹

¹ Reprinted with permission from Accident Analysis and Prevention, 124, Bowden, V. K., Loft, S., Wilson, M. D., Howard, J., & Visser, T. A. W., The long road home from distraction: Investigating the time-course of distraction recovery in driving, 23-32, Copyright Elsevier (2019).
Materials

Auditory Event Reports

Six auditory event reports detailing fictitious newsworthy event scenarios (e.g., an emergency airplane landing) were used in the present study. The reports were presented as a radio news broadcast with host and guest-reporter segments. The first segment of each report was presented by the host and contained a critical piece of information about the cause of the event (e.g., extreme weather conditions). The second segment of the report was presented by a guest reporter and either retracted the critical information (e.g., the airplane’s difficulties were not due to the weather) or not. All reports existed in no-retraction, 1-retraction, and 3-retraction versions. In the 3-retraction version, the retraction was repeated three times as opposed to only once in the 1-retraction version (see Table 1), and there was no retraction at all in the no-retraction version. For each participant, four of the reports contained a retraction (either 1-retraction or 3-retractions) while the remaining two reports contained no retraction. The scenario order and assignment of scenarios to load and retraction conditions was counterbalanced across participants using a Graeco-Latin square (see Table 2; each participant received one of six survey versions). As no complete Graeco-Latin square of order 6 exists, some aspects had to be prioritized over others when designing the experiment. Aspects that we prioritized were that each participant received each scenario once, each retraction condition twice, and each load condition three times, and that load and no-load conditions alternated to achieve temporally distinct periods of load. Prioritizing these aspects meant that not all participants received each combination of retraction and load conditions. As such, we decided to use mixed-effects modelling which deals effectively with such design constraints. See the Supplement for transcripts of all reports. Audio files are available at: https://osf.io/qma2g/.
Table 1

Retraction Statements across Retraction Conditions and Event Report Scenarios

<table>
<thead>
<tr>
<th>Event Report Scenario</th>
<th>1-Retraction</th>
<th>3-Retraction (boldface for misinformation repetitions added for emphasis)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A – Bushfire</td>
<td>After further investigation, we now believe the fire was not caused by arson.</td>
<td>Our initial thoughts that <strong>the fire was deliberately lit were unfounded</strong>. We have now had some time to look at the evidence, so after further investigation, we now believe <strong>the fire was not caused by arson</strong>. We are lucky that no one was harmed by the fire, and some of the residents really feel that they have avoided disaster. ... I think they are also reassured that <strong>this was not the work of an arsonist</strong>.</td>
</tr>
<tr>
<td>B – Emergency Landing</td>
<td>Investigators have found that previous attributions to extreme weather were incorrect.</td>
<td>Investigators have found that previous <strong>attributions to extreme weather were incorrect</strong>; there was a press conference earlier where a statement was issued that <strong>extreme weather did not play any role</strong> in the emergency landing. The airport has provided passengers with accommodation and complimentary food on behalf of the airline. ... The airline has been informed that <strong>weather was not the cause of the issue</strong> and are still investigating.</td>
</tr>
<tr>
<td>C – Woman’s collapse</td>
<td>The doctors have now ruled out drink-spiking as the cause of her symptoms.</td>
<td>The doctors have now <strong>ruled out drink-spiking as the cause of her symptoms</strong>. Further tests are being conducted on Sophia, but there is <strong>no evidence that her drink was spiked</strong>, and she is due to be released from hospital later today. ... While <strong>drink spiking didn’t cause Sophia’s collapse</strong>, she urged party-goers to execute caution at nightclubs.</td>
</tr>
<tr>
<td>D – Train Derailment</td>
<td>The transport authorities have concluded that speed was not a factor in the derailment.</td>
<td>The transport authorities have concluded that <strong>speed was not a factor in the derailment</strong>. ... The passenger described that there was a moment of silence and weightlessness before a horrible bang and the sound of screeching metal, but there is <strong>no evidence that the train was going excessively fast</strong>. It seems like it was a terrifying event for all involved, but ultimately, <strong>speed is not considered to have played a role</strong>.</td>
</tr>
<tr>
<td>E – Fish kill</td>
<td>Tests by the local water department have now confirmed that a chemical spill was not the cause.</td>
<td>Tests by the local water department have now confirmed that <strong>a chemical spill was not the cause</strong>. ... While there is <strong>no evidence that chemicals contributed to the fish deaths</strong>, the water-intake shutdown was a critical issue for the region, as recent drought periods have resulted in record low water levels. ... Residents have been reassured that <strong>a chemical spill was not the cause of the fish kill</strong>, and most importantly, that the local drinking water is as safe as it has ever been.</td>
</tr>
<tr>
<td>F – Death of a drug dealer</td>
<td>Authorities have revealed that an autopsy report has found the original suspicions of a death by assault were false.</td>
<td>Authorities have revealed that the original <strong>suspicions of a death by assault were false</strong>. An autopsy report has been handed down, which found <strong>no evidence to suggest the dealer was assaulted</strong>. On behalf of the family, the deceased man’s sister said they were extremely upset by their family member’s death but were relieved that <strong>it was not due to an assault</strong>.</td>
</tr>
</tbody>
</table>
Table 2

Survey Versions Used

<table>
<thead>
<tr>
<th>SV/Position</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>noL-1R-A</td>
<td>L-3R-B</td>
<td>noL-0R-C</td>
<td>L-1R-D</td>
<td>noL-0R-E</td>
<td>L-3R-F</td>
</tr>
<tr>
<td>V2</td>
<td>noL-0R-F</td>
<td>L-1R-E</td>
<td>noL-3R-D</td>
<td>L-3R-C</td>
<td>noL-1R-B</td>
<td>L-0R-A</td>
</tr>
<tr>
<td>V3</td>
<td>noL-3R-E</td>
<td>L-0R-D</td>
<td>noL-1R-F</td>
<td>L-0R-B</td>
<td>noL-3R-A</td>
<td>L-1R-C</td>
</tr>
<tr>
<td>V4</td>
<td>L-0R-E</td>
<td>noL-1R-D</td>
<td>L-1R-A</td>
<td>noL-3R-F</td>
<td>L-0R-C</td>
<td>noL-3R-B</td>
</tr>
<tr>
<td>V5</td>
<td>L-1R-B</td>
<td>noL-3R-C</td>
<td>L-0R-F</td>
<td>noL-0R-A</td>
<td>L-3R-D</td>
<td>noL-1R-E</td>
</tr>
<tr>
<td>V6</td>
<td>L-3R-A</td>
<td>noL-0R-B</td>
<td>L-3R-E</td>
<td>noL-1R-C</td>
<td>L-1R-F</td>
<td>noL-0R-D</td>
</tr>
</tbody>
</table>

Note. SV, survey version; noL, no load; L, load; 0R, no retraction; 1R, one retraction; 3R, three retractions; A-F, event-report scenarios.

Inferential Reasoning Questions

For each event, four inference questions were used to assess participants’ reliance on the critical information. Three of the inference questions involved statements (e.g., “Bad weather contributed to the emergency landing”) that participants rated on an 11-point Likert scale (0 “completely disagree” to 10 “completely agree”). The final inference question was a direct choice as to what caused the event (e.g., “What do you think was the main cause of the incident?” – a. Bad weather; b. Rudder deterioration; c. Foul play; d. Pilot error; e. None of the above); a recognition format (instead of recall) was used to encourage the use of familiarity-based judgements rather than recollection. See the Supplement for all inference questions.

Memory Questions

Memory for each report was assessed with four multiple-choice memory questions (e.g., “Where was the airplane flying to?” – a. Washington; b. Los Angeles; c. Boston; d. San Francisco). See the Supplement for all memory questions.
Driving Task

Participants drove at 50 km/h along a continuous four-lane road and were instructed to keep to the outside lane of the road. Participants did not turn off the main road at any point and no other vehicles appeared in their lane. The other three lanes had light traffic density (approx. 5 vehicles per minute). Participants were informed that they would receive a bonus of up to AU$3, which would be reduced gradually (eventually down to $0) if they drove either too slowly or too quickly. This was done to incentivise participants to travel close to the speed limit, as they would in real-world driving.

Load Task

The load task consisted of single-digit addition problems (e.g., 3 + 7; Harbluk et al., 2007). The problems were presented using a custom-built Android application on the tablet. The problems appeared on the tablet screen and participants responded by manually typing their answers using a number pad displayed on the tablet. At the end of each load period, the current addition problem disappeared and was replaced by a message instructing participants that the task had ended. An auditory chime provided accuracy feedback after each question was answered. This task was designed to mimic real-world distractor tasks such as replying to a text message on a phone or entering a new route on a navigation system while driving. This task has been demonstrated to have a detrimental effect on driving performance (see Bowden et al., 2019).

Participants were presented with a total of three load periods in the experiment. The load task targeted retraction encoding and integration, and began approx. 3 s before the (first) retraction sentence and lasted until approx. 10 s after the (last) retraction sentence. (In the no-retraction condition, a filler sentence at the same position in the narrative as the retraction sentence in the 1-retraction condition was used.) The load duration was on average 18 s in the no-retraction and 1-retraction conditions, and 37 s in the 3-retraction condition.
Procedure

Participants first completed a 6-min practice phase to familiarize them with the driving simulation and the addition task. Participants were then informed about the bonus, and started the driving task. The news audio started 30 s after participants started driving. Participants listened to the six event reports while completing the load task at certain points depending on condition. Participants then responded to the inference and memory questions for each report on a separate computer outside the simulator via a survey (following precedent; e.g., Ecker et al., 2014). Finally, participants were asked if they had put in a reasonable effort and whether their data should be used for analysis (with response options “Yes, I put in reasonable effort”; “Maybe, I was a little distracted”; or “No, I really wasn’t paying any attention”), before being debriefed. The entire experiment took approx. 35 min.

Scoring

Memory Scores

Memory scores were calculated from responses to the four multiple-choice memory questions for each scenario. Correct responses were given a score of 1 and incorrect responses received a score of 0. The maximum score that could be obtained was 24 (i.e., a maximum score of 4 for each event report).

Inference Scores

For each report, an inference score was calculated as the mean response to the three rating-scale inference question. Higher inference scores indicated greater misinformation reliance, with a maximum possible score of 10. This was the main dependent variable. For the multiple-choice inference questions, the response option associated with the critical information was scored 1, the lure options were scored 0.

---

2 We note that the original analysis plan was to include the multiple-choice item in the computation of the inference score. The analysis approach was changed due to reviewer feedback. The original analysis yielded identical results and is provided in the supplement.
Results

Using a-priori criteria, data were excluded if participants either (1) reported poor English skills \((n = 0)\), (2) identified as putting in no effort (via the self-reported effort question; \(n = 2\)), or (3) failed to correctly answer six or more of the 24 memory questions \((n = 2; \text{cumulative probability of at least 6 correct responses when guessing: } p = .578)\). Additionally, \(n = 22\) were excluded due to technical issues with the tablet or failure to follow instructions regarding the math task. Overall, \(n = 26\) participants met at least one of these exclusion criteria and were removed, leaving a final sample size of \(N = 233\).

Distraction Task

As expected, distraction task accuracy was at ceiling, \(M = .98 (SD = .14)\), indicating that participants were appropriately engaged in the simple addition task.

Driving Performance

Three measures were used to assess participants’ driving performance (based on Bowden et al., 2019): average speed in km/h, speed variability (the standard deviation of a participant’s speed), and positional variability, that is, participants’ ability to maintain a consistent position within their lane (standard deviation of the car’s position with respect to the center of the lane in meters). Participants’ average speed was \(M = 49.54 \text{ km/h (SD = 1.08)}\) and their speed variability was \(M = 2.20 (SD = .73)\), indicating that participants generally followed the instruction to maintain a speed close to 50 km/h. Participants’ average positional deviation was \(M = 0.25 \text{ m (SD = 0.06)}\).

We then assessed the impact of the distractor task on these driving-performance indicators. Note that an increase in speed and positional variability may reflect the potential costs to safety associated with distraction, and an average speed reduction may reflect compensatory strategic behavior. Periods of load were compared with two no-load baselines: either an equivalent time period from a corresponding no-load event report (i.e., an across-
scenario comparison) or a time period from the same event report but immediately preceding the onset of load (i.e., a within-scenario comparison). Comparisons used averages across the three no-load and load periods. Load affected all three measures: average speed, $t(232) \geq 6.58, p < .001$, indicating that participants drove slower under load; speed variability, $t(232) \leq -12.65, p < .001$, indicating poorer speed control under load; and positional variability, $t(232) \leq -15.06, p < .001$, indicating poorer lane-keeping under load. See Table S1 in the Supplement for descriptive statistics.

**Memory Scores**

The sole purpose of the memory questions was to identify individuals who did not sufficiently encode the reports (i.e., participants who answered fewer than 6/24 memory questions). The mean memory score was $M = 13.46$ ($SD = 3.02$).

**Inference Scores**

The mean rating scale inference scores across load and retraction conditions are shown in Figure 2. The inference score data were analysed using a linear mixed-effects model in RStudio (RStudio Team, 2020), using the lme4 (Bates et al., 2015) and lmerTest (Kuznetsova et al., 2017) packages. The data and R Script are available on the Open Science Framework (https://osf.io/qma2g/). The first model, which specified random intercepts and slopes for the retraction $\times$ load interaction effect for each event-report scenario, did not converge. We then suppressed estimation of correlation parameters to decrease model complexity; the model then converged.³

---

³ Simplifying the model by removing terms yielded comparable results. Adding indicators of participants’ event memory, math performance, and driving performance as predictors did not change the outcome.
**Figure 2**

*Mean Rating Scale Inference Scores across Conditions*

![Graph showing mean rating scale inference scores across conditions with error bars for 95% confidence intervals.]

*Note.* Error bars denote 95% confidence intervals.

A regression using this model (function `lmer`) returned a significant main effect of retraction, showing that corrections facilitated belief updating ($\beta = -1.24, SE = 0.09$, $t = -14.01, p < .001$), as well as a significant main effect of load, indicating that load hindered belief updating ($\beta = 0.64, SE = 0.20, t = 3.15, p = .029$). There was also a significant retraction \times load interaction ($\beta = 0.57, SE = 0.19, t = 2.94, p = .003$), indicating that load differentially influenced belief updating depending on the retraction condition.\(^4\)

We followed this up with simple-effects analyses\(^5\) to test our specific hypotheses (see Table 3). These demonstrated that a retraction was effective in reducing inference scores—and thus misinformation reliance—compared to no-retraction when encoded without load.

---

\(^4\) This interaction was no longer significant when excluding the no-retraction conditions which suggests that load affects the effectiveness of retractions per se but does not reduce the differential benefit of three over one retraction.

\(^5\) These used just the one relevant fixed effect and random intercepts for participant and scenario.
EFFECTIVENESS OF CORRECTIONS AND COGNITIVE LOAD

(Contrast 1). Three retractions reduced inference scores further (Contrast 2). By contrast, one retraction processed under load failed to reduce inference scores relative to no-retraction (Contrast 3), although three retractions effected a reduction in inference scores (Contrast 4), which was of comparable magnitude to the reduction associated with one retraction processed without load. Load had no impact if no retraction was provided (Contrast 5) but impaired the effectiveness of both a single and multiple retractions (Contrasts 6 & 7).

Table 3

Simple Effects Analyses on Inference Scores

<table>
<thead>
<tr>
<th>Contrast #</th>
<th>Contrast</th>
<th>β</th>
<th>SE</th>
<th>t</th>
<th>df</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>noL-0R vs. noL-1R</td>
<td>-1.61</td>
<td>0.25</td>
<td>-6.39</td>
<td>342</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2</td>
<td>noL-1R vs. noL-3R</td>
<td>-0.73</td>
<td>0.13</td>
<td>-5.55</td>
<td>340</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3</td>
<td>L-0R vs. L-1R</td>
<td>-0.37</td>
<td>0.22</td>
<td>-1.68</td>
<td>327</td>
<td>.094</td>
</tr>
<tr>
<td>4</td>
<td>L-1R vs. L-3R</td>
<td>-0.74</td>
<td>0.13</td>
<td>-5.67</td>
<td>352</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>5</td>
<td>noL-0R vs. L-0R</td>
<td>-0.24</td>
<td>0.23</td>
<td>-1.05</td>
<td>451</td>
<td>.294</td>
</tr>
<tr>
<td>6</td>
<td>noL-1R vs. L-1R</td>
<td>1.05</td>
<td>0.24</td>
<td>4.42</td>
<td>229</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>7</td>
<td>noL-3R vs. L-3R</td>
<td>0.88</td>
<td>0.30</td>
<td>2.94</td>
<td>459</td>
<td>.003</td>
</tr>
</tbody>
</table>

Note. noL, no load; L, load; 0R, no retraction; 1R, one retraction; 3R, three retractions.

The mean multiple choice inference scores across load and retraction conditions are shown in Figure 3. The multiple-choice scores were analyzed with a binomial generalized linear mixed-effects model (using function glmer). In line with the inference-score analysis, this returned significant main effects of retraction ($\beta = -0.88, SE = 0.09, z = -10.04, p < .001$) and load ($\beta = 0.55, SE = 0.18, z = 2.98, p = .003$), as well as a significant retraction × load interaction ($\beta = 0.42, SE = 0.17, z = 2.48, p = .013$).
Discussion

This study manipulated the strength of retraction encoding and integration through cognitive load, and tested for familiarity-backfire effects by manipulating the number of retractions repeating a piece of misinformation. It was hypothesized that (1) cognitive load during retraction processing would result in less effective correction; (2) correction repetition would increase correction effectiveness; and (3) correction repetition would be especially impactful without load. Results supported the first two hypotheses, but not the third. Moreover, as expected, we did not find evidence for a familiarity-driven backfire effect even under conditions designed to be maximally conducive.

Retraction Effects

This study was one of the first to use auditory materials in a continued-influence paradigm (also see Gordon et al., 2017). Consistent with previous research, retractions
encoded without load were effective in reducing misinformation reliance compared to a no-retraction condition (Ecker, O’Reilly et al., 2020; Johnson & Seifert, 1994; Lewandowsky et al., 2012; Paynter et al., 2019), and multiple corrections were more effective in reducing misinformation reliance than a single correction (Ecker et al., 2011, 2019; Vraga & Bode, 2017; Walter & Murphy, 2018).

Cognitive Load Effects

As predicted, retractions encoded under load were less effective than those encoded without load. Furthermore, load impaired the effectiveness of a single retraction to a degree that it was entirely ineffective, thus yielding equivalent reliance on the critical information in retraction and no-retraction conditions. Multiple retractions were able to overcome this, even though they were also less effective than multiple retractions encoded without load. This is consistent with previous research that has shown that load impairs the effectiveness of a retraction, especially if the misinformation is encoded without load (Ecker et al., 2011; Szumowska et al., 2021). Therefore, when correcting misinformation, retractions should ideally be processed with full cognitive resources, and if retractions are encoded while a person is distracted, multiple retractions are needed to reduce misinformation reliance.

Theoretically, this implies that load applied during retraction processing could disrupt integration of the retraction into the mental event model, or that poorer encoding could result in failure to subsequently retrieve the corrective information. However, we note that the predicted load-by-retraction interaction was only significant when including the no-retraction condition, indicating that the benefit of repetition was independent of load. This suggests that load nullified one retraction, or led to participants missing one or two retractions, while leaving the benefit associated with additional retractions intact.
Familiarity Effect

This study failed to find evidence of a familiarity-backfire effect. Multiple retractions, each containing the misinformation, resulted in lower misinformation reliance compared to a single retraction, even under load. This further allays concerns regarding the potential impacts of repeating misinformation when correcting it, specifically that retractions can enhance CIEs by inadvertently boosting misinformation familiarity (Lewandowsky et al., 2012; Schwarz et al., 2007; Skurnik et al., 2005). Our results are in line with a growing number of studies yielding no evidence of such ironic familiarity-driven effects (Cameron et al., 2013; Ecker, Lewandowsky et al., 2020; Ecker et al., 2011; Ecker, O’Reilly et al., 2020; Rich & Zaragoza, 2016; Swire et al., 2017).

Theoretical and Practical Implications

The implications of this research are clear: If an individual is distracted during misinformation correction (e.g., listening to the radio while driving), then multiple retractions are needed to reduce misinformation reliance. Repeated retractions seem to produce no harm in terms of people’s event-related inferences, even if the retractions repeat the to-be-corrected misinformation. In fact, repetition seems necessary if the recipient is not paying full attention. This may be because repetition facilitates the co-activation of the misinformation and its correction, as well as subsequent conflict-detection and information-integration processes, which have been identified as important for memory updating and knowledge revision (Ecker et al., 2017; Kendeou et al., 2014, 2019). From the perspective of the selective-retrieval account, multiple repetitions will promote stronger encoding and representation not only of the misinformation but also the retraction, facilitating subsequent retraction recall at test. This suggests that recommendations to avoid corrections that repeat the misinformation (e.g., Lewandowsky et al., 2012; Peter & Koch, 2016; Schwarz et al., 2007, 2016) should not be heeded, with the possible exception of situations where the misinformation is entirely novel,
such that a retraction might spread the misinformation to new audiences (Autry & Duarte, 2021; but see Ecker, Lewandowsky et al., 2020).

**Limitations and Future Research**

There are several limitations of the current research. Firstly, the convenience sample comprised relatively inexperienced drivers. Although this may enhance the validity of the load manipulation (Klauer et al., 2014), future research might use a more heterogeneous sample to improve generalizability. Secondly, while this study attempted to be ecologically valid, a driving simulator is not directly equivalent to real-world driving, and drivers rarely engage in math tasks while driving. While the math task provided a high level of experimental control and impacted driving performance (also see Bowden et al., 2019), future research could use real text messages. Future research could also extend generalizability by using other real-world mediums such as video, by using real-world misinformation to explore the impact on relevant beliefs and behaviours, or by extending the interval between retractions. Finally, a limitation was the absence of a no-misinformation control condition, which provides the baseline required to formally establish the presence of continued influence, and the unbalanced design. Future replication work could include a baseline condition and use a fully-balanced design to allow for a more traditional analysis approach.

**Conclusion**

Continued reliance on corrected misinformation can have negative implications for individuals and society (e.g., Lazer et al., 2018). In this study, we found that cognitive load impaired retraction effectiveness, such that multiple retractions are needed when recipients are distracted. In addition, this study provides further evidence against the notion of familiarity backfire and the associated recommendation to avoid repeating misinformation when correcting it.
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