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ABSTRACT
The majority of trading in financial markets is executed through a limit order book (LOB). The LOB is an event-based continuously-updating system that records contemporaneous demand (‘bids’ to buy) and supply (‘asks’ to sell) for a financial asset. Following recent successes in the literature that combine stochastic point processes with neural networks to model event stream patterns, we propose a novel state-dependent parallel neural Hawkes process to predict LOB events and simulate realistic LOB data. The model is characterized by: (1) separate intensity rate modelling for each event type through a parallel structure of continuous time LSTM units; and (2) an event-state interaction mechanism that improves prediction accuracy and enables efficient sampling of the event-state stream.

We first demonstrate the superiority of the proposed model over traditional stochastic or deep learning models for predicting event type and time of a real world LOB dataset. Using stochastic point sampling from a well trained model, we then develop a realistic deep learning-based LOB simulator that exhibits multiple stylized facts found in real LOB data.

CCS CONCEPTS
• Mathematics of computing → Time series analysis; • Computing methodologies → Neural networks; • Applied computing → Economics.
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1 INTRODUCTION
Most contemporary financial markets adopt the continuous double auction (CDA) mechanism to determine the price of a certain asset. Buyers and sellers interact via a physical or digital venue by submitting bid orders (i.e., orders to buy) and ask orders (i.e., orders to sell), which contain price and volume information, into an order queuing system called the limit order book (LOB). A matching engine then matches orders into transactions, and the resulting time series of transaction prices form an asset’s price on the micro level. The information involved in such a process can be concisely expressed as an irregularly sampled time series of event streams posted by market participants, together with an event-based continuously-updating LOB that stores all unexecuted orders left in the market. The accumulation of order streams determines the evolution of the LOB. Therefore, gaining insight into order stream patterns helps us better understand and predict LOB behaviour.

Empirical evidence indicates that the arrival of different types of events in a LOB market can be fitted with certain stochastic point processes, in which intensity functions are used to control the frequency of the arrival of events in a unit time interval. In a na"ive setting, the intensity rates can be set as history irrelevant (e.g., a Poisson process [7]); while in a more advanced and realistic setting, can be set as history dependent (e.g., a Hawkes process [19]). For instance, in a multivariate Hawkes process the intensity rates of different types of events interact, in the sense that the intensity rate of a particular type of event not only depends on its own history but also on the arrival history of other types of events. Such a setting introduces more complex interaction dynamics among events, allowing us to grasp the pattern of event streams instead of rigidly allocating a fixed intensity rate to each event type. Stochastic point processes are one of the mainstream tools for modelling LOB dynamics.

Inspired by the recent progress made in the field of deep learning, a neural point process was proposed to model a stochastic point process using neural networks [21, 32]. Such a combination fuses the merits of good explainability of traditional stochastic models, and the improved fitting ability of neural networks. Such approaches have achieved state-of-the-art performance in predicting medical visits [9], online purchasing behaviours [13], and social media behaviours [33]. By categorizing events types in a LOB market according to the order type (submission or cancellation) and the side it is affiliated with (ask or bid), neural point process family models can be easily adapted to learn the patterns embedded in order streams. Another unique characteristic of modelling the LOB event stream in this manner is that it provides us with a validated way to stochastically sample (using the thinning algorithm [24]) the most likely next event type and time according to the evolution of the intensity function. Further, by combining the iteratively generated events with affiliated price and volume information sampled from empirical distributions, an alternative method of LOB simulation can be achieved.
Figure 1: A LOB of four price levels evolving with time. White and blue boxes indicate the top level and deeper levels of the LOB. Grey boxes indicate market events stream. Orange box indicates trade records.

This paper presents the first systematic attempt to utilize neural point process family models in LOB market event stream prediction. The paper further extends the topic from event type prediction to realistic LOB data simulation, to enrich current methodologies in generating simulated LOB data. The main contributions are:

1. The parallel continuous time long-short memory (PCT-LSTM) module is proposed to model the intensity rates of different types of events in LOB markets. In its core, $K$ (the number of event types) continuous time short-long memory (CT-LSTM) units are stacked in parallel to encode the whole event stream sequence into separate exponentially decaying latent states. Unlike the original neural Hawkes process, which uses a single CT-LSTM unit for all events, the parameters that control the evolution of latent states are tailored to each event type and are no longer shared.

2. An event-state interaction mechanism is introduced, in which the current market state indicator influences the evolution of intensity rates and, in turn, the type of each event arrival influences the state transition probability. This mechanism is shown to enhance prediction accuracy for event type and time, while also allowing efficient sampling of the event state stream for stream simulation.

3. We use the ability to predict the upcoming event to build a realistic LOB market simulator. By implementing the thinning algorithm, the minimum time until the next event arrival and the most likely event type at that time are stochastically generated from a model that has been trained on historical event stream patterns. We are then able to simulate an event stream of arbitrary length by iteratively incorporating new predictions as input to the next iteration; and using empirical distributions to generate each order’s price and volume. Experiments confirm that the simulated LOB exhibits several stylized facts that exist in real LOB data.

2 BACKGROUND AND RELATED WORKS

2.1 The Limit Order Book

A CDA market is double in the sense that market participants are allowed to enter both buy and sell orders. The market being continuous means that there is no time interval limit between two consecutive events, and orders can be submitted or cancelled at any time as long as the market is open. An electronic LOB is used to record submitted yet unexecuted orders. As the LOB provides the most detailed demand and supply information in the market, it is deemed as the ultimate microscopic level of description [2].

A limit order event $E(t, s, a, v, p)$ specifies a time of event $t$, a side of event $s$ being bid or ask, an action $a$ being submission or cancellation, a volume $v$, and a price $p$. The LOB is updated whenever a new event arrives. The LOB contains a bid list and an ask list, each sorted by price-time priority such that the bid at the front of the bid list (i.e., the best bid) has the highest price, $p^{b(1)}$, and the ask at the front of the ask list (i.e., the best ask) has the lowest price, $p^{a(1)}$. Best bid $p^{b(1)}$ and best ask $p^{a(1)}$ are termed quote prices, and are considered as the top price level. The difference between $p^{b(1)}$ and $p^{a(1)}$ is the bid-ask spread, and the average of $p^{b(n)}$ and $p^{a(n)}$ is the mid-price. We refer to $p^{b(n)}$ and $p^{a(n)}$, where $n \in \{2, 3, \ldots\}$, as deep price levels. When new bid $b$ arrives with price $p^b$ it will execute against the best ask if $p^b \geq p^{a(1)}$, else $b$ will enter the bid-side of the LOB in descending price-ordered position. Likewise, when new ask $a$ arrives with price $p^a$ it will execute against the best bid if $p^a \leq p^{b(1)}$, else $a$ will enter the ask-side of the LOB in ascending price-ordered position. Fig. 1 presents a LOB evolving over time in response to a stream of order arrivals.

2.2 Modelling the LOB

Despite the fact that empirical studies on the LOB are rich, formulating theoretical models that achieve a balance between being analytically tractable and reflective of market realism is challenging [12]. Theoretical LOB models can be summarized into stochastic models and equilibrium models [7]. Stochastic models typically use probabilistic distributions such as independent Poisson processes to describe order flow [29], and stochastic processes such as Markovian queuing systems to model the mechanics of the LOB [7]. In comparison, equilibrium models take a game theoretic perspective of interaction between traders, using subjective utility functions to describe strategy payoffs [25, 26]. Agent-based models (ABMs) are a variant form of equilibrium model in which heterogeneous agents interact with each other and the environment. ABMs offer the ability to include heterogeneity in agents’ behaviour patterns, and enable macro-level phenomena to emerge from complex non-linear micro-level interactions [20]. However, ABMs suffer from complications tracing simulation outcomes back to agent parameters, and defined agent behaviours may not be realistic [12].

More recently, deep learning models of the LOB have been introduced. One characteristic study utilized a generative adversarial network to replicate the latent pattern embedded in real order
A temporal point process is a stochastic process used to describe a series of event arrivals that occur in continuous time. The dynamics of a point process is described through a intensity function \( \lambda(t) \). For an infinitesimal time window \((t, t + dt)\), the rate of event arrivals is represented as:

\[
\lambda(t) = \lim_{\Delta t \to 0} \frac{E(N(t + \Delta t) - N(t))}{\Delta t}
\]

in which \( N(t) \) is the affiliated counting process that counts total number of arrivals at time \( t \). Various forms of point process have been proposed, to account for an intensity function that is independent, dependent on time, or dependent on event history. For instance, a Hawkes process captures the excitation effect of past events on the intensity rate of current event arrivals [15]. The intensity function in a history dependent Hawkes process with exponential kernel is represented as:

\[
\lambda(t) = \mu + \sum_{h_i < t} \alpha \exp(-\delta(t - t_i))
\]

in which \( \mu, \alpha, \delta \) respectively indicate mean rate, excitation coefficient, and decaying coefficient.

Neural point processes [31] differ from a traditional temporal point process in that neural networks are used to govern the evolution of event intensity rate through time. One representative model is the neural Hawkes process [21]. In a neural Hawkes model, rather than modelling the additive individual excitation effect that past events lay on the intensity rate [15], the intensity rate during a time interval is directly decoded from the hidden state of a CT-LSTM unit that contains a decaying mechanism. Zhang et al. [32] further combined a self-attention mechanism into a neural Hawkes process to explicitly model interactions between events. Neural point processes have achieved improved performance in various application domains compared with traditional stochastic models.

As indicated by empirical LOB studies, event streams in the LOB follow a multivariate Hawkes process in a general sense. This observation provides potential in using state-of-the-art neural point process models to model LOB dynamics. In fact, in [21, 32], performance of neural Hawkes models have already been tested in a toy LOB event stream dataset. In this study, we extend the research on combining neural point processes with LOB modelling on real event stream data, thus providing the research community a new perspective on modelling the LOB.

### 3 MODEL FORMULATION

#### 3.1 Problem Description and Notation

Samples are arranged as a set of event sequences \( C = \{S^1, \ldots, S^J\} \). \( S^j = (e^j_1, \ldots, e^j_T) = ((t^j_1, y^j_1), \ldots, (t^j_T, y^j_T)) \) in which \( t^j_i \in \mathbb{R}^+ \) and \( y^j_i \in \{0, 1, 2, 3\} \) respectively represent the time and event type of the \( j \)-th arrival of the \( i \)-th event sequence. Event arrivals are categorized into four classes: submission of order at the bid side \((y = 0)\), cancellation of order at the bid side \((y = 1)\), submission of order at the ask side \((y = 2)\), and cancellation of order at the ask side \((y = 3)\). The state sequence coupled with \( S^j \) is denoted as \( X^j = (x^j_1, \ldots, x^j_T) \). The event stream for a specific financial asset during each day is manually sliced into sub-streams of equal length \( J \), using the rolling window approach of step size one. Given sequences \( S \) and \( X \) of length \( J \), the model receives the first \( J - 1 \) events as input and makes a prediction on the \( J \)-th event type \( y^j_J \).

#### 3.2 State Dependent Neural Hawkes Process

One distinct characteristic of event streams in a LOB market is that the arrival of events not only depends on the event history, but is also influenced by the current market state [11, 23]. For example, at any given time, the next event type is influenced by whether the current bid-ask spread is large or small, and whether or not the aggregate volume of orders is greater on the ask side or bid side.

In a state-dependent neural Hawkes process, the influence of past event history laid on current event intensity rate during time interval \((t_j, t_{j+1}]\) is no longer additive. First, a neural network is used to iteratively encode history information into a hidden state, and the intensity rate is decoded from such a latent state when making predictions. Second, in order to incorporate time information, the exponential decaying mechanism is laid upon the latent state instead of the intensity rate directly. Considering the aforementioned event-state interaction mechanism, the parameters of the CT-LSTM at \( j \)-th discrete inputs updates in the following manner:

\[
\hat{h}_j = \text{concat}((\tilde{y}_j + \bar{x}_j), h_{j-1})
\]

\[
i_j = \text{sigmoid}(\text{LC}(h_{j-1}))
\]

\[
\tilde{i}_j = \text{sigmoid}(\text{LC}_i(h_{j-1}))
\]

\[
f_j = \text{sigmoid}(\text{LC}_f(h_{j-1}))
\]

\[
h_j = \text{sigmoid}(\text{LC}_h(h_{j-1}))
\]

\[
o_j = \text{sigmoid}(\text{LC}_o(h_{j-1}))
\]

\[
z_j = \tanh(\text{sigmoid}(\text{LC}_z(h_{j-1})))
\]

\[
c_j = f_j \odot c_{j-1} + i_j \odot z_j
\]

\[
\bar{c}_j = f_j \odot c_{j-1} + i_j \odot z_j
\]

\[
\delta_j = \text{softplus}(\text{LC}_d(\text{concat}((\tilde{y}_j + \bar{x}_j), h_{j-1})))
\]

in which \( i, f, o \) are gating controls in a normal LSTM unit; \( \tilde{y} \) and \( \bar{x} \) are the representations of event and state after embedding; \( c \) and \( \bar{c} \) are the initial cell state and the cell state decaying target; \( h_{j-1} \) is the hidden state just before receiving input at time \( t_j; \delta \) is the parameter to control decaying pace; \( \text{LC} \) represents linear connection layer;
is the operation of Hadamard product. During \((t_j, t_{j+1}]\), the cell state, hidden state and intensity rate at time \(t\) can be derived as:

\[
c(t) = \tilde{c}_j + (c_j - \tilde{c}_j) \exp(-\delta_j (t - t_j)) \\
h(t) = o_j \odot \tanh(c(t)) \\
\lambda_k(t) = \text{softplus}(L_{\mathcal{A}}(h(t))[k])
\]

By considering the event-state interaction mechanism for a stochastic point process [22], after event \(e_j\) happens, the state transition follows the distribution:

\[
P(x_j | y_j, \pi^{SX}_j) \sim \phi_{y_j, x_j}
\]

in which \(\pi^{SX}_j\) indicates event stream and state history just before time \(t_j\). \(\phi_{y_j, x_j}\) is a discrete distribution when the event type at \(t_j\) is \(y_j\) and the state just before time \(t_j\) is \(x_j^{-}\). Under such a formation, the intensity rates of events are influenced by the state, and the state transition thereafter is in turn influenced by which type of event happens at the moment. We use a market condition indicator similar to [5], which is calculated as \(I = (\vartheta(t) - \vartheta(t) + \vartheta(t)) / (\vartheta(t) + \vartheta(t))\) and the state is denoted as:

\[
x = \begin{cases} 
0 & I \in [-1, -\theta] \\
1 & I \in [-\theta, \theta] \\
2 & I \in (\theta, 1] 
\end{cases}
\]

Such an ‘imbalance’ indicator describes whether the buying or the selling side for an asset takes dominance. If the order volume on the ask side is much more than the bid side, the market is an ‘ask market’ and the price tends to go downwards; Likewise if the order volume on the bid side is much more than the ask side, the market is a ‘bid market’ and the prices tend to go upwards; If the volume on both sides are roughly balanced, we call it a ‘balanced market’ and fluctuation in price tends to have neutral direction.

### 3.3 Stacking of CT-LSTM Units

In the original neural Hawkes process, a single CT-LSTM unit is used to encode input and time information into the latent state with decaying kernels. The intensity rates for all types of events are decoded from the single latent state. Parameters related to encoding time information (i.e., \(c, \tilde{c}, \vartheta, \theta\)) are shared across all event types, and the expression of the decay mechanism for different event type intensity rates is bounded.

With the aim of enriching the expression of latent state evolution for different types of events, we stack \(K\) CT-LSTM in parallel to form a PCT-LSTM module for encoding input and time information. Each unit governs the evolution of the intensity rate for different event types. At the same time, to enable parameter sharing across different units, we modify the mechanism used to update hidden states at discrete input timesteps (shown in Eq. 3). The decayed hidden states of different units together with inputs are first passed through a common linear fully connected layer, and the outputs are then used as hidden states in respective units:

\[
\tilde{h}^{-}_j, \ldots, \tilde{h}^{-}_j, K = L_{\mathcal{C}}(\text{concat}(y_j, x_j), \tilde{h}^{-}_j, 1, \ldots, \tilde{h}^{-}_j, K)
\]

We find in experiments that this shared linear layer at discrete input timesteps across stacked units can effectively improve prediction accuracy, with an improvement of approximately 2% in terms of type prediction accuracy compared with the model in which this parameter sharing layer is absent. After the hidden state is updated, the intensity rate for event type \(k\) in a single CT-LSTM unit module and a stacked PCT-LSTM module are respectively indicated as:

\[
\lambda_k(t) = D_k(h(t))[k] = D_k(\text{CT-LSTM}(S, X, t))[k] \\
\lambda_k(t) = D_k(h_k(t)) = D_k(\text{CT-LSTM}_k(S, X, t))
\]

The general framework of the proposed state-dependent parallel neural Hawkes process model is illustrated in Fig. 2.

### 3.4 Loss Function

Given an intensity function \(\lambda(t)\), the conditional density function that the next event happens at time \(t\) conditioned on history \(F_{j-}\) can be derived as [8]:

\[
p_j(t) = P(t_j = t | F_{j-}) = \lambda(t) \exp \left( - \int_{t_j-1}^{t} \lambda(s) ds \right)
\]

For the ease of gradient computation, the sum of logarithm probability of \(p(t)\) is used instead in deriving the loss function. The logarithm probability for an event sequence \(C\) can be computed as:

\[
L_1 = \sum_{j=1}^{J} \sum_{k=1}^{K} \log \lambda_{x_{kj}}(t_{j+1}) - \int_{t_j}^{t_{j+1}} \lambda_k(s) ds
\]

We call \(L_1\) the Hawkes loss term. By maximizing Eq. 22, the probability that event \(y_j^r\) happens at time \(t_j^r\) in sequence \(S^r\) is maximized. Eq. 22 maximizes the intensity function at event arrival times and minimizes the function at non-event time. We notice that even though the Hawkes loss term maximizes the probability of arrival times for each event type, it does not consider the ‘competition’ for arrivals across different event types. Based on [8], if the arrival time \(t_j\) is known, the event type with highest probability of
arrival is \( \arg \max_k \lambda_k(t_j) \). By minimizing the cross-entropy function between the distribution of \( \{\lambda_1(t_j),...,\lambda_K(t_j)\} \) and the real event type \( y_j \), the event type prediction at each timestep can be improved. A similar terminology is also considered in [13]. In this sense, the second loss term can be derived as:

\[
L_2 = \sum_{j=1}^{J-1} \sum_{k=0}^{K-1} -\rho_k(t_{j+1}) \log \lambda_k(t_{j+1})
\]  

(23)

in which \( \rho_k(t_j) = 1 \) when \( y_j = k \) otherwise \( \rho_k(t_j) = 0 \).

The third loss term deals with the state transition process by attempting to maximize the likelihood of the coupled state sequence that is sampled from the state transition matrix \( \phi_{K \times W \times W} \), as:

\[
L_3 = \sum_{j=1}^{J-1} \log \phi(y_{j+1}, y_j, \delta t)
\]  

(24)

The overall loss function combines the aforementioned three losses together: \( L_1 \) that maximizes the sum of log probability of \( p(t) \) in terms of event arrival times; \( L_2 \) that maximizes the probability that the correct type of event happens at each arrival time; and \( L_3 \) that maximizes the likelihood of the sampled state sequence. The overall loss is calculated as:

\[
L = L_1 - \eta_1 L_2 + \eta_2 L_3
\]  

(25)

in which \( \eta_1 \) and \( \eta_2 \) are weighting coefficients. The training of parameters can be achieved by applying the gradient ascendong algorithm. In practice, the loss term \( L_3 \) can be separated from the total loss and be trained separately as the parameters involved are isolated from the Hawkes loss term \( L_1 \) and cross-entropy term \( L_2 \).

Once the neural point process model is trained, the model is able to predict the time and type of next event arrival. Given the density function for next event time, shown in Eq. 21, the expected time with minimum \( L_2 \) loss can be derived as:

\[
t_j = \int_0^{\infty} t \cdot p_j(t) dt
\]  

and given time \( t_j \), the most likely event type would be \( \arg \max_k \lambda_k(t_j)/\lambda(t_j) \); or without knowledge of time, the most likely event type would be \( \arg \max_k \int_0^{\infty} \lambda_k(t)/\lambda(t) \cdot p_j(t) dt \).

### 3.5 LOB Event Stream Simulation

Given a well-trained model, an event-state sequence can be sampled using Ogata’s thinning algorithm [24], shown in Algorithm 1. By iteratively incorporating simulated event and state into the input and removing the first event and state in the input to form new inputs, event and state pairs can be constantly generated. This approach contrasts with the LOBRM simulation presented in [27, 28] in the sense that the simulation generated by LOBRM is composed of separate predictions on LOB states, while the intended simulation here is generated as a result of events’ interaction and accumulation.

With a model being able to stochastically sample event streams based on its knowledge learned from historical event stream data, a realistic simulation of the LOB data can be achieved. It is worth noting that such a simulation is remarkably different from the mainstream agent-based LOB simulation. The simulation is “realistic” judging from the fact that the generation of events is from knowledge learned on real data instead of from agents with subjectively set strategies and parameters. Such a realistic simulation of the LOB data allows for an alternative way to validate some empirical findings on the real LOB market. To complete the design of the simulator, apart from the type and time of each event, price and volume information affiliated with the event is also needed. Based on empirical studies, the relative price \( p^a - p^{a(1)} \geq 0 \) or \( p^{b(1)} - p^b \geq 0 \) and volume of submitted orders follow a power law distribution [2, 34]. Thus, a truncated discrete power law distribution with parameter \( a \) and boundary \( b \) in the form of

\[
p(x) = 1/(x + 1)^a, \quad x = 0, \ldots, b
\]  

(26)

is used to fit those distributions from real data. Some special settings concerning order type and price include: the order cancellation on a specific price level follows first-in-first-out terminology; market orders appear as a given percentage of submitted orders; orders with price that cross the spread \( p^{a(1)} - p^{b(1)} < 0 \) or \( p^{b(1)} - p^b < 0 \) appear as a given percentage of submitted limit orders. With these settings, a minimal and realistic simulation of the LOB can be achieved. The quality of the generated LOB data can be judged by exploring whether stylized facts found in real data exist in the simulated data.

### 4 EXPERIMENTS

#### 4.1 Prediction

**4.1.1 Dataset.** Experiments are conducted on the real world LOB event stream data of five days’ length for three stocks, ticker symbol INTC (Intel), MSFT (Microsoft), and JPM (JP Morgan), provided by the financial data provider LOBSTER.\(^1\) On average there are 0.5 million event updates per trading day per stock. By using a rolling window approach to form times series samples with size \( J = 50 \), approximately 4 million samples are involved in experiments.

**4.1.2 Model Comparison.** This section compares testing results for the proposed model against different state-of-the-art models that predict event arrivals. The performance of five models are compared: (1) Hawkes: state-dependent stochastic Hawkes point process model with exponential decaying kernel [22]; (2) LSTM: naive LSTM model, with no modelling of event intensity rates [16]; (3) SAHP: self-attentive neural Hawkes process that uses the attention mechanism instead of recurrent input structure [13, 32];

\(^1\)A sample dataset can be found at https://lobsterdata.com/info/DataSamples.php
(4) CT-LSTM: neural Hawkes process that uses a single CT-LSTM unit for the modelling of the intensity rates for all types of events [21]; (5) PCT-LSTM: the proposed state-dependent neural Hawkes process with stacked CT-LSTM units to model the intensity rates for different types of events separately; (6) PCT-LSTM (non-sd): a variant of the PCT-LSTM model that does not contain an event-state interaction mechanism; (7) PCT-LSTM ($\eta_1 = 1$): a full PCT-LSTM model trained with a mixed loss function that contains a cross-entropy term. The same metrics used in [21] are adopted to measure performance: (1) negative logarithm likelihood $p(\mathbf{t})$ per event; (2) next event time prediction accuracy, measured as the absolute distance between real and predicted time after common logarithm operation, which is necessary as the ground truth for time spans from several microseconds to seconds; (3) next event type prediction accuracy of percentage, when the next even time is known and not known. To enable parallel comparison, both event and state are included as inputs for all models.

In terms of parameter settings for all models, all linear layers in LSTM units are set with two layers, 16 units, and Tanh activation, except for the Softplus activation is used for the linear layers for deriving decay coefficient ($\eta = 0$). The attention module in SAHP is of 4 heads. The embedding layers for event type and state indicator are also of two layers, 16 units, and Tanh activation. The decoding layer for intensity rates is of one layer, 16 units, and Softplus activation that forces outputs to be positive. Optimizer is RMSprop, learning rate is $2e^{-3}$ and all models are trained 200 iterations.

Testing results are shown in Table 1. We find that the performance of neural network family models is better than the pure stochastic Hawkes model in terms of all criteria, as a stochastic Hawkes model is controlled by only a few parameters. This finding is in accordance with existing literature [21, 32]. The LSTM model does not contain a point process terminology to derive the intensity rate, thus only an event type prediction is illustrated here. The performance improvements brought by SAHP or CT-LSTM are mixed, which differs from the conclusion drawn in [32] that SAHP is better than CT-LSTM. The main reason for this contradiction might be the time series input in this research is comparatively short with a length of over 200, and the self-attention module is more effective for long sequences. PCT-LSTM achieves the overall best performance compared with all alternatives, with the lowest negative log likelihood and time loss, and the highest event type prediction accuracy. This improvement validates that the separate modelling for intensity rates for different event types through the PCT-LSTM unit is effective in multi-variate point process modelling.

The learned state transition matrix is partially shown in Eq. 27:

\[
\begin{pmatrix}
0.93 & 0.07 & <0.01 \\
<0.01 & 0.99 & <0.01 \\
<0.01 & <0.01 & 0.98
\end{pmatrix}
\]

(27)

We see that inertia exists in market condition transition, with more than 90% possibility that the market condition remains the same as the condition at last timestep. Distributions of state transition shift from $\phi(0)$ to $\phi(1)$ when the arrived event type changes from a bid submission to an ask submission. This indicates the existence of a feedback loop, in which the current state influences the arrival of next event type and conversely the arrived event type influences the distribution of state transitions. Also, a certain degree of asymmetry exists in state transitions: when arrived event type is a bid submission, the probability of state transforming from an ask market to a neutral market (0.07) is higher than transforming from a bid market to neutral market (0.02); yet, when arrived event type is an ask submission, the probability of transforming from an ask market to neutral market (0.02) is lower than transforming from a bid market to a neutral market (0.07). This asymmetry is intuitive.

### 4.1.3 Discussions on the Model Settings

The superiority of stacking CT-LSTM units has been verified in the last section. In this section we consider the performance improvement brought by the inclusion of a state indicator, and the impact of the modified cross-entropy loss function. Results are presented in the bottom two rows of Table 1. Comparing the results from PCT-LSTM (non-sd) with the results from PCT-LSTM, we find all criteria are inferior when state information is removed from input, indicating that the market condition indeed helps the modelling of intensity rate evolution and therefore improves prediction. We then compare the performance of PCT-LSTM ($\eta_1 = 1$) with PCT-LSTM. We find that the inclusion of the cross-entropy loss term does not help improve prediction performance of the PCT-LSTM. However, we find this cross-entropy term indeed facilitates prediction for SAHP across all criteria, as indicated in [13], and the testing results of SAHP in Table 1 are obtained by including this term. In this sense, we can flexibly choose whether to include the cross entropy loss term according to which type of model we are implementing.

### 4.2 Simulation

#### 4.2.1 Parameter Setting

This section presents how to generate a simulated LOB of five price levels for a small-tick stock using the

<table>
<thead>
<tr>
<th>Model</th>
<th>MSFT Neg log prob</th>
<th>MSFT Time loss</th>
<th>MSFT Acc. type</th>
<th>INTC Neg log prob</th>
<th>INTC Time loss</th>
<th>INTC Acc. type</th>
<th>JPM Neg log prob</th>
<th>JPM Time loss</th>
<th>JPM Acc. type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hawkes</td>
<td>0.67</td>
<td>1.25</td>
<td>42.67 / 43.12</td>
<td>0.80</td>
<td>1.24</td>
<td>40.10 / 39.48</td>
<td>-0.41</td>
<td>1.04</td>
<td>48.20 / 48.14</td>
</tr>
<tr>
<td>LSTM</td>
<td>-</td>
<td>-</td>
<td>47.64</td>
<td>-</td>
<td>-</td>
<td>46.04</td>
<td>-</td>
<td>-</td>
<td>58.05</td>
</tr>
<tr>
<td>SAHP</td>
<td>-0.60</td>
<td>1.14</td>
<td>47.73 / 46.92</td>
<td>-0.36</td>
<td>1.08</td>
<td>46.87 / 45.72</td>
<td>-1.72</td>
<td>1.06</td>
<td>59.15 / 57.24</td>
</tr>
<tr>
<td>CT-LSTM</td>
<td>-0.81</td>
<td>1.03</td>
<td>46.81 / 46.64</td>
<td>-0.52</td>
<td>1.00</td>
<td>44.22 / 42.99</td>
<td>-2.03</td>
<td>0.91</td>
<td>59.62 / 58.38</td>
</tr>
<tr>
<td>PCT-LSTM</td>
<td>-0.87</td>
<td>1.03</td>
<td>49.66 / 48.98</td>
<td>-0.61</td>
<td>0.97</td>
<td>48.38 / 46.88</td>
<td>-2.09</td>
<td>0.87</td>
<td>60.97 / 59.47</td>
</tr>
<tr>
<td>PCT-LSTM (non-sd)</td>
<td>-0.81</td>
<td>1.03</td>
<td>48.79 / 48.12</td>
<td>-0.60</td>
<td>0.98</td>
<td>48.16 / 46.43</td>
<td>-2.07</td>
<td>0.88</td>
<td>60.43 / 58.89</td>
</tr>
<tr>
<td>PCT-LSTM ($\eta_1 = 1$)</td>
<td>-0.53</td>
<td>1.04</td>
<td>49.11 / 47.90</td>
<td>-0.31</td>
<td>1.04</td>
<td>48.31 / 46.48</td>
<td>-1.57</td>
<td>0.95</td>
<td>60.33 / 57.29</td>
</tr>
</tbody>
</table>
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(a) Mid-price evolution of simulation. Percentage of market orders is controlled to evolve market from a buy to a neural to a sell market.

(b) Volatility clustering: sim (green); real (red). Positive correlation over short time lags, correlation decays to zero as lag times increase.

(c) Log returns: Log returns are normally distributed for sim (left) and real (right) data. As sampling frequency increases, kurtosis increases.

(d) Inter-arrival times: Exponentiated Weibull distribution is found to be the best fit for both simulated (left) and real (right) data.

(e) Volatility-volume: Positive correlation of returns standard deviation and average traded volume in sim (left) and real (right) data.

(f) Volatility-returns: Returns standard deviation and log returns are negatively correlated in real (right) data but not in sim (left) data.

Figure 3: Stylized facts verification for both simulated and real LOB data.

Table 2: Parameter settings for simulated LOB. Samples for learning price and volume distribution are truncated at 95% to remove outliers. Power law coefficients $a$ are learned from the ask side one-day INTC data; $sp$ indicates bid-ask spread.

| $sp = 1$ | $a = 1.5$ | $a \in [1.2, 1.5]$ | 0.025 | - |
| $sp > 1$ | $a = 4.3$ | $a \in [0.4, 1.9]$ | 0.0025 | 0.1 |

methodology described in Sec. 3.5. Event type and time are sampled from a well-trained neural Hawkes model that models event intensity rates, and the price and volume information of each order are sampled from empirical discrete power law distributions learned on real data using maximum likelihood estimation (MLE). Parameters involved in generation are illustrated in Table 2. Other empirical characteristics of the LOB of small-tick stocks, together with several empirical observations on the three LOB datasets studied in this paper, are also considered in simulation, including (1) orders tend to densely arrive around top price levels and price intervals between the top five price levels at both bid and ask side are always one tick (>99% of LOB snapshots), and (2) bid-ask spread are dominantly one tick (>50% of LOB snapshots).

4.2.2 Stylized Facts Verification. A LOB containing 400k updates, spanning approximately 4 hours, is simulated and the existence of
several stylized facts is investigated and compared with the real LOB data. For the selection of stylized facts, we consider the research conducted in [18, 30]. Stylized facts regarding the order stream, together with the resulting intraday LOB time series, are selected for investigation. These include: the evolution of mid-price; the absence of autocorrelation in returns; the aggregational normality of returns; volatility clustering; the positive relation between trade volume and volatility; the negative relation between returns and volatility; and the exponential distribution of inter-arrival time.

Some other stylized facts, including the power law distribution of order price and volume, are embedded in the methodology to generate simulated data so we do not investigate their existence. We also disregard several stylized facts regarding inter-day and seasonal patterns, as the simulator is specifically designed for generating intraday LOB data. Finally, several facts regarding the pattern of market trades are not considered, as market orders are designed to appear randomly as a percentage of limit orders. More stylized facts can be investigated in future extensions of the simulator when more advanced settings are introduced.

First, we illustrate some notations involved in calculation. At time \( t \), the mid-price is \( m_t = \frac{(p^a_t + p^b_t)}{2} \). Define a time scale \( \Delta t \) which can range from milliseconds to hours, the return is usually calculated in logarithmic form as \( r_{t: \Delta t} = \ln m_{t+\Delta t} - \ln m_t \). Slice LOB time series into small non-overlapping time intervals with length \( \tau \), then \( V_\tau \) is the traded volume within \( \tau \) and \( \sigma_{r, \Delta t} \) is the standard deviation of log returns in scale \( \Delta t \) over interval \( \tau \).

**Mid-price evolution.** This fact indicates that the evolution of the mid-price for liquid financial assets essentially follows a random walk and the mid-price remains volatile during any trading period [18]. As shown in Fig. 3a, the mid-price fluctuates across the simulated time period instead of being still. Specifically, the simulation was manually conducted through three periods: buy market, neutral market, and sell market. In a buy market the percentage of market buy as a fraction of limit buy is doubled, and in a sell market the percentage of market sell as a fraction of limit sell is doubled. We can see clearly from the figure that the market sequentially exhibits sharp upwards (stage 1), mild upwards (stage 2; note that y-axis has much smaller range) and downwards (stage 3) trends. The market retains a slight upwards trend during the neutral market (stage 2) due to the fact that the bid submissions remain approximately 1.2 times more active than ask submissions during the simulation period. During each specific period, the resulting price also shows high volatility.

**Volatility clustering.** This fact indicates that high volatility events tend to cluster in time. The function that used to quantify this feature is \( f(\tau) = \text{corr}(r^2_{t+\Delta t}, r^2_{t, \Delta t}) \) [6]. This function remains positive and shows a downward tendency when delay in time \( \tau \) increases. Fig. 3b confirms this property is exhibited in both simulated and real data (\( \Delta t = 1 \) sec), and is similar to that shown in [6].

**Normality of log returns.** This fact indicates that the distribution of asset log returns follows a normal distribution; at the same time, when sampling frequency changes from low to high, the tail of the distribution becomes lower [30]. One way to verify this fact is to observe an increasing kurtosis as sampling frequency increases. Fig. 3c shows the distribution of \( r_{t, \Delta t} \) when the sampling frequency is high (\( \Delta t = 1 \) sec) and low (\( \Delta t = 1 \) min) can both be fitted with a Gaussian distribution. The distribution of high frequency return shows higher kurtosis and low tails (kurtosis > 10), while the low frequency return shows lower kurtosis and high tails (kurtosis = 1). This phenomenon is found in both simulated and real data.

**Event inter-arrival time.** This fact indicates that the distribution of event inter-arrival times follows an exponential or a Weibull distribution [1]. Fig. 3d presents the empirical density curve of time distribution (blue line) fitted with exponential (red), Weibull (green), and exponentiated Weibull (orange) distributions using MLE. Both simulated and real data have the best goodness of fit with the exponentiated Weibull distribution (for simulated data, Weibull and exponentiated Weibull curves are almost identical).

**Volatility/volume +ve correlation.** This facts indicates that the standard deviation of log return \( \sigma_{r, \Delta t} \) and traded volume \( V_\tau \) have positive correlation, in the sense that trading activities of large volumes are likely to introduce higher volatility [4]. In [30], the mean value for correlation coefficient for historical data lies around 0.4. Fig. 3e plots the standard deviation against average trade volume every 5 minutes. The correlation coefficient for simulated and real data are 0.48 and 0.75 respectively, which confirm the existence of this fact.

**Volatility/returns -ve correlation.** This fact, also called the ‘leverage effect’ [3], indicates that volatility and asset returns are negatively correlated. The volatility commonly used here is the implied volatility derived from a particular volatility index (e.g., the VIX) or the price of financial derivatives. Here, as we do not have access to the implied volatility of assets, we use the standard deviation of log return \( \sigma_{r, \Delta t} \) as an alternative. Following [14], we investigate the linear correlation between volatility and log return. Fig. 3f shows that real data exhibits significant negative correlation between log return and standard deviation of return, with a correlation coefficient of 0.51. As for the simulated data, the correlation is not significantly different from zero. The simulated data fails to synthesise this stylized fact.

**Absence of autocorrelation.** This fact, a reflection of the ‘efficient markets’ hypothesis [10], indicates that price movements for liquid assets do not exhibit significant autocorrelation. The absolute value for autocorrelation of log return time series \( \text{corr}(r_{t+\Delta t}, r_{t, \Delta t}) \) was found to be lower than 0.2, and as time lag increases the coefficient converges to zero [6]. This phenomenon is confirmed in both simulated and real data and the autocorrelation coefficient fast decays to near zero after around 10 seconds lag for 1 second return data (no figure shown).

5 CONCLUSION AND FUTURE WORKS

We have presented the state-dependent parallel neural Hawkes process for limit order book event stream prediction and simulation.
This research is the first to systematically investigate the utilization of neural Hawkes models in the field of LOB modelling. The main contributions are: (1) introducing an event-state interaction mechanism into a neural Hawkes process that enables improved prediction performance and efficient sampling; (2) improving the structure of the CT-LSTM module used in the original neural Hawkes process to a PCT-LSTM module with stacked units, in which the evolution of intensity rates for different types of events are governed by separate kernels; (3) extending the task from LOB event prediction to realistic LOB data simulation by combining a well-trained neural Hawkes model for event type and time sampling, and a rule-based generator for order price and volume information generation. Through experiments, we find the proposed model outperforms other mainstream point process models in the specific task of LOB event and time prediction. Meanwhile, the simulated LOB data generated from a well-trained neural Hawkes model using the proposed methodology exhibits several stylized facts shown to also exist in real LOB data. This way of generating simulated LOB data provides a new alternative to existing methods. As a whole, this research has the potential to benefit both financial microstructure researchers and high frequency trading practitioners.

Limitations and Future Works. The performance of the state-dependent parallel neural Hawkes process is only validated on the task of LOB event prediction. Future studies can be carried out to test whether the proposed model can also benefit other types of tasks. On the other hand, several settings of the simulator are simplistic, for instance the occurrence of market orders and the relative price distribution of arriving orders. For enhanced realism, more advanced and realistic features will be introduced into the simulator. The proposed neural Hawkes-based simulator can also be combined with agent-based simulators to develop a hybrid simulator that enjoys unique characteristics from both methodologies.
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