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control plane and proprietary FEC and DSP algorithms can be 
employed.  

II. CONTROL ARCHITECTURE AND PROCEDURES 
The control plane architecture and interfaces designed for 

the multi-domain EON extends the ones previously presented 
[3] in order to include the control of SBVTs, as illustrated in 
Fig. 1. The control plane enables the end-to-end provisioning 
and recovery of network services (either a flexi-grid network 
media channel or a constant bit rate service between 
transceivers with different bit rates and dynamic ODUFlex 
grooming).  

In this section, we detail the functional elements of the 
architecture, we sketch the control plane procedures and we 
summarize the protocol extensions that have been proposed. 

From a bottom-top approach, each domain deploys an 
extended GMPLS control plane including, notably, the OSPF-
TE protocol for topology dissemination and the RSVP-TE 
protocol for the signaling of the Label Switched Paths (LSPs). 
On top of the GMPLS control plane, each domain deploys an 
active stateful Path Computation Element (AS-PCE), for the 
purposes of both optimal path computation and service 
provisioning within its domain. Thus, multi-domain path 
computation and provisioning is carried out by means of a 
Hierarchical Path Computation Element (H-PCE), with the 
parent PCE (pPCE), coordinating the procedures between 
children PCEs (cPCE): the interface between pPCE and 
domain cPCEs (based on PCEP protocol) is thus used by the 
pPCE for path computation and instantiation. The pPCE 
operates under guidance from the ABNO controller [4], which 
ultimately exports a high level REST based API to 
applications (e.g. to the operator NMS). 

Regarding topology management, each cPCE is aware of 
the detailed topology and resources within its domain, and it is 
augmented with a BGP Link-State speaker so each cPCE is 

responsible for the aggregation of its domain network 
topology and for communicating the abstracted information 
towards the pPCE. For this, the BGP-LS protocol Update 

messages are used, conveying Traffic Engineering (TE) 
attributes of the domain nodes and links as well as of the inter-
domain links, including the capabilities of the deployed multi-
flow transponders of the different vendors. The pPCE uses this 
information to obtain an aggregated multi-domain topology of 
the overall network, allowing the selection of the optimal 
domain sequence. Finally, the architecture is completed with 
an off-line planning tool, mainly for the purposes of 
performing CPU intensive and advanced path computation as 
well as global concurrent optimization where multiple services 
are involved [5][6]. The planning tool also relies on BGP-LS 
to obtain the network topology, although this does not 
preclude the use of other protocols and interfaces. 

From the perspective of the procedures involved in the 
dynamic provisioning, the network operator ultimately 
initiates the processes. We have considered mainly two 
different workflows, as detailed next. 

The first workflow (see Fig. 2) is used when dynamically 
provisioning a single service, and is characterized by the fact 
that path computation is carried out by the H-PCE. Upon 
reception of a REST request from the NMS, the ABNO 
controller first proceeds to obtain the end to end path (Explicit 
Route Object or ERO) from the pPCE, which, after the initial 
domain sequence selection, requests the cPCE in each domain 
to expand the path segments in each domain into the actual 
nodes and links. This involves the use of the PCEP protocol 
request (PCReq) and response (PCRep) messages, as shown in 
Fig 2. Once the ERO is computed, the ABNO controller 
requests the actual provisioning by means of the PCEP Initiate 
message [7], including the path, which is sent to the pPCE. 
The pPCE forwards this message to the cPCEs so each cPCE 
requests the head end node of its domain to initiate the 
GMPLS signalling process, using the RSVP-TE Path and Resv 
messages. During the signalling processes, the nodes end up 
configuring the underlying optical hardware: flexi-grid 
ROADMs are configured with the frequency slot parameters 

 
Fig. 1: Multi-domain Control Plane Architecture  

 
Fig. 2: Control plane workflow for the single instantiation of a 

service, path computation is performed by the H-PCE 












