60 dB high-extinction auto-configured Mach–Zehnder interferometer
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Imperfections in integrated photonics manufacturing have a detrimental effect on the maximal achievable visibility in interferometric architectures. These limits have profound implications for further technological developments in photonics and in particular for quantum photonic technologies. Active optimization approaches, together with reconfigurable photonics, have been proposed as a solution to overcome this. In this Letter, we demonstrate an ultrahigh (>60 dB) extinction ratio in a silicon photonic device consisting of cascaded Mach–Zehnder interferometers, in which additional interferometers function as variable beamsplitters. The imperfections of fabricated beamsplitters are compensated using an automated progressive optimization algorithm with no requirement for pre-calibration. This work shows the possibility of integrating and accurately controlling linear-optical components for large-scale quantum information processing and other applications.
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Photonic technology has been advancing rapidly, especially with platforms such as silicon photonics [1], with many potential applications in classical interconnects, communications, and sensing [2], where it offers solutions to increasing problems of interconnect density and energy inside machines [3,4], complements the processing abilities of electronics [5], and provides novel possibilities such as mode-division multiplexing [2] at long distances. Also, photonics is considered a promising physical implementation for quantum information technologies, including quantum communication [6,7], metrology [8,9], and computation [10–12]. This is owing to the photon's properties of long coherence time and ease of manipulation [13–15]. Many of these photonic technologies require precise interference of beams, for example in Mach–Zehnder interferometers (MZIs) consisting of a phase-shifter and two outer beamsplitters (BSs). A key difficulty is, however, that component fabrication is imprecise.

As the integration density of photonic components increases, high-performance MZIs will become extremely valuable because any operation error of a single MZI will propagate along the circuit and accumulate exponentially. This is especially true for fault-tolerant linear optical quantum computing [16–18]. The quality of a high-performance MZI is typically quantitatively described by its extinction ratio. The extinction ratio, in the presence of indistinguishable photons, is a measure of how well one can distinguish between orthogonal computational basis states, and it is fundamentally determined by the splitting ratios of the BSs used in the MZIs themselves [13,14]. Because of fabrication imperfections, integrated BSs usually have different splitting ratios to the desired ones—sometimes quite far away from 50:50 [19,20]. Fortunately, the technique demonstrated in this Letter compensates for such imperfections, making photonic devices tolerant to these faults.

A common practice in optics is to use additional MZIs to act as reconfigurable variable BSs (VBSs) [21,22], creating characterization difficulties if all passive components are replaced by these. A possible solution is presented by the combined use of these active components together with automated optimization techniques [23,24]. The optimal VBS configuration is easily found by our auto-configuration algorithm. In this way, it is possible to compensate for fabrication imperfections to achieve high-visibility interference in MZIs. Previous compensation...
schemes in integrated silicon [20] (by a variable MZI) and integrated lithium niobate [25] photonics (with active trimming) use just one tunable BS that is optimized iteratively. Because of this they are still subject to fabrication imperfections, thereby limiting their performance. With a linear increase in optical resources, we can fully overcome imperfect fabrication. The scheme demonstrated in this Letter works very well for general large-scale optical circuits, with the VBS MZIs as functional building blocks across the circuit.

Here we present, to the best of our knowledge, the first experimental demonstration of a near-perfect MZI on a silicon photonic chip by implementing the adaptive self-optimized approach proposed in Ref. [24]. This method consists of using two additional MZIs acting as VBSs and finding their optimal configuration, thereby circumventing the requirements for perfectly fabricated BSs. This progressive approach allows automatic optimization of the splitting ratios of two VBSs to 50:50—without any prior calibration—and results in a high-extinction-ratio MZI. Using a silicon photonic device, we measured 60.5 dB extinction in the interferometric fringes, corresponding to an increase of 29.6 dB with respect to the nonoptimized case. This work represents the latest in achievable extinction for interference and an approach for the realization of ultrahigh fidelity operations for future fault-tolerant linear optical quantum computing [18].

Figure 1 shows the schematic of the MZI consisting of seven components, each with their own parameter: three thermo-optical phase-shifters (H_L, H_R, and H_MZI) with phases that we can scan over and four passive BSs with fixed splitting ratios that are not of direct interest, as long as they fall within a range of 85:15–15:85 [24]. The phase-shifters are resistive heating elements, and they induce a local change in the refractive index of the waveguide core by temperature variation. This allows us to optimize and control the MZI by applying electrical voltage onto each phase-shifter. To achieve an optimized MZI, we want to find the voltage settings for the outer phase-shifters, H_L and H_R, that construct the VBSs to be BSs of 50:50 splitting ratio. Once this has been determined, the H_L and H_R can be set to the constant phase and the central H_MZI varied as a usual phase-shifter in a MZI.

To find the optimum voltage settings for H_L and H_R we use an algorithm that enables us to set both VBS_L and VBS_R to 50:50 reflectivity, without pre-calibrating any component and only by simply minimizing or maximizing optical power in one output port [24]. Considering the optical power output at port 3, and rephrasing the reflectivities (i.e., splitting ratios) in their offset from the ideal 50:50 case (δR_L = R_L - 0.5),

\[
P^{(3)} = \frac{1}{2} + 2 \left\{ \delta R_L \delta R_R - \sqrt{\left[ \frac{1}{4} - \delta R_L^2 \right] \left[ \frac{1}{4} - \delta R_R^2 \right]} \cos \theta \right\},
\]

where R_L is the fabricated reflectivity of each VBS, θ is the phase of H_MZI, and P^{(3)} is the normalized measured optical power at port 3. The maximum and minimum power, respectively, correspond to θ = π and θ = 0, with the cosine of θ therefore giving a sign change in the last term of Eq. (1). At these settings of the H_MZI phase we determine the optimal voltages for H_L and H_R. The problem of configuring the VBS is thus reduced to a two-dimensional optimization problem over the reflectivities, R_L and R_R, of the two VBSs. The convergence point of the algorithm [24] is exactly at the point where both reflectivities are 0.5—that is, δR_L and δR_R are zero.

We use the algorithm of [24], though we have to extend it here because we do not have reliable prior knowledge of exactly which range of phase-shifter voltages corresponds to monotonic increase or decrease of the splitting ratios of VBS_L and VBS_R; for each such BS, that monotonic range will occur only over a specific range of size π somewhere in a total 2π range of phase shifts. So, we end up exploring the whole 2π range for both BSs to minimize or maximize power. We do this for the first pass of the algorithm; with subsequent passes we adapt the scan range to a smaller one centered on previously obtained voltage values. We start with all voltages set to zero. Hence our extended algorithm becomes:

1. Scan over the 2π voltage range of H_MZI to obtain the voltage for the minimum power at output port 3, P^{(3)}_{\text{min}}.
2. Scan H_L and H_R over their voltage ranges in both equal and identical directions to find minimum power, (δV_{H_L}, δV_{H_R})\in\{(+, +), (-, -)\}, where + means up, and − means down.
3. Scan over the 2π voltage range of H_MZI to obtain the voltage for the maximum power at output port 3, P^{(3)}_{\text{max}}.
4. Scan H_L and H_R over their voltage ranges in all four equal and identical, and equal and opposite directions to find the maximum optical power, (δV_{H_L}, δV_{H_R})\in\{(+, +), (+, -), (-, +), (-, -)\}.
5. Repeat steps 1–4 until there are no further statistically significant and measurable changes in V_{H_L}, V_{H_R} settings.

Figure 2(a) depicts a typical calculated optical power response for a VBS MZI when it is subject to variation in the phase-shifter voltages, V_L and V_R. The region plots were obtained by evaluating Eq. (1) for the maximum (minimum) power case by equating them to the maximum (minimum) normalized power of 1 (0). The lines shown are contours for optical powers within a specified range of values. This threshold value is 0.995 (0.003) for the maximum (minimum) case.

The MZI device was fabricated on a standard silicon-on-insulator wafer using 248 nm photo-lithography technology. The BSs use a multi-mode interference (MMI) structure, and thermo-optical phase-shifters were formed using TiN resistive heaters. The as-fabricated MMLs possess various splitting ratios that deviate from the ideal 50:50. The chip was mounted on a thermo-electrically controlled copper plate for stable temperature maintenance. Waste heat was dumped to a large

![Fig. 1. (a) Self-optimized Mach–Zehnder interferometer (MZI) and experimental setup. The cascaded MZI device was fabricated in silicon photonic waveguides. It consists of three thermo-optical phase-shifters and four multi-mode interference (MMI) beamsplitters (BSs). The dimensions of the common variable BSs (VBSs), central MZI, MMIs, and phase-shifters are all the same. The H_L and H_R thermal phase-shifters, together with their adjacent BSs, form the VBSs (dashed boxes), and H_MZI phase-shifter offers the usual control of the MZI interference. (b) Cross-section diagram of a MZI arm with a thermo-optical phase-shifter on top.](image-url)
copper heat sink. Each phase-shifter has a separate signal pin and mutually referenced ground pin, and was controlled by an individual voltage driver. Thermal crosstalk was negligible, and the device remained in a steady thermal state throughout.

Laser light at 1550.8 nm wavelength from a Tunics T100S-HP laser was coupled to the chip using grating couplers and a single-mode fiber array mounted on a piezo-controlled 6-axis translation stage. The chip remained stable through our experiments and required no active intervention to counter misalignment or aging. The grating coupler here also works as an on-chip transverse-electric (TE) polarizer [26], ensuring that all MZI components interact only with the TE-polarized light, thereby avoiding visibility degradation from an impure polarization state meeting in the MMIs. Before (after) light enters (leaves) the chip, it passes through a dense-wavelength-division multiplexer (DWDM) filter to reduce the amplified spontaneous emission noise from the laser and background signal from flat spectrum scattered light across the slab mode of the chip. Light is detected by a high-sensitivity Thorlabs S155C InGaAs power meter with a dynamic range of 80 dB. All resistive heaters are controlled by a 12-bit in-house digital-to-analog converter (DAC) electrical driver, which enables us to scan them with high accuracy.

The algorithm for finding the 50:50 VBS configuration was run on the device. The demonstration's results shown in Fig. 2(b) indicate a rapid convergence, caused by finding the region of the global extrema in the algorithm's first pass. This was achieved using the smallest voltage resolution available from the voltage driver (5 mV). The scan time to configure the MZI is ~4 hours, and this is presently limited by the slow communication speeds of our voltage drivers. In the absence of this bottleneck a scan would take ~20 min. The scan is a one-time process, due to negligible aging of the phase-shifters. Here, both VBSs were optimized as close to 50:50 allowable by both the algorithm and the equipment used. The subsequent MZI fringe measurement is a means of determining whether the BSs are optimized or not. Throughout the experiment, light was injected into port 1, and the optical power was measured only at port 3. This was important for demonstrating the capabilities of the algorithm, and that it only requires a single optical signal output to inform the voltage settings for subsequent steps.

Figures 2(c) and 2(d) are the 2D fits of experimental data over the $2\pi$ voltage space of the phase-shifters for the maximum and minimum optical power cases. These confirm the theoretical plot, Fig. 2(a). The fits are obtained with a cubic phase-voltage relationship of the phase-shifters, a relationship that is a 10.1 dB increase from the previous reported result in silicon [13]. The cubic term encapsulates all nonohmic behavior of the phase-shifters, such as their change in resistance when subject to higher temperatures.

With the use of the self-optimized VBS$_L$ and VBS$_R$ we then implement the MZI. The MZI yielded an ultrahigh extinction ratio of 60.5 dB (Fig. 3). For comparison, a fringe of 30.9 dB was measured for a single MZI on the same chip with two fixed MMI BSs, corresponding to BSs with a 48.4:51.6 splitting ratio. Here it is assumed that both MMIs possess the same splitting ratio and that there is no loss imbalance in the two arms (which is probably the case). This illustrates the significant improvement offered—29.6 dB in this case—by compensating for fabrication imperfections. Moreover, our demonstration is a 10.1 dB increase from the previous reported result in silicon using an active device consisting of only one VBS [20]. By design, our MMIs have a relatively flat wavelength response of $3 \pm 0.4$ dB over a bandwidth of 30 nm [27], and we expect our algorithm to obtain optimized VBSs over at least this spectrum.

The measured extinction ratio of 60.5 dB is at the limit of the DAC resolution of our voltage drivers. In the deepest region of the fringe a small change in the applied voltage can induce a sharp change in the optical power. The sinusoidal nature of the phase control relationship works against us for achieving 50:50 splitting ratio VBSs because this is the point where the rate of change of splitting ratio with respect to voltage is the greatest. Increasing the number of bits in our DAC can yield a linear increase in the extinction ratio by 5–8 dB per bit (depending on the passive BS split ratios). An 18-bit DAC could theoretically yield an extinction ratio of 100 dB, when decoupled from other contributions. As a further development, we could use...
VBS MZI devices where the BSs are close to the 85:15 splitting ratio allowed by the algorithm (but far enough that the statistical variations never exceed that). This would give a flatter response for the variable reflectivity, improving performance significantly with the number of bits. There is thus plenty of scope for further enhancing our MZI’s performance.

We have experimentally demonstrated a one-part-in-a-million 60 dB high-extinction-ratio MZI (despite imperfect fabrication of BSs) using a self-adjustment approach and without calibrating any components (Fig. 3). The result has many potential applications in several fields, from the realization of high-quality photonics for telecommunication to the development of quantum photonic technologies. The optimized VBS MZI such as ours can be cast as a functional building block, which is repeated across a triangular array to form a Rock circuit for universal linear optics [24,28]. By virtue of the VBS MZI’s improved extinction, one can access proportionately more of the total state space. Calibration of complex many-mode Rock schemes with high-extinction VBS MZIs is easier and more accurate. It is also likely to be quicker because of the reduced propagation of errors in measurements. These reasons illustrate how using the VBS MZI increases the maximum size of any meaningful and useful Rock scheme.

The realization of near-perfect BSs and MZIs is essential to reducing the cumulative error in quantum operations and thus significantly reducing overhead resources for fault-tolerant linear optical quantum computing [16–18]. The reason is that the number of error-correcting qubits scales inversely with the operation errors associated with BS imperfections [18]. Generally, this self-adjustable interferometric architecture could yield large-scale integration of linear-optical circuits for quantum information processing.
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