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A B S T R A C T

Automated Fibre Placement requires accurate control of the heater power to deposit the material at appropriate temperatures throughout the process. This paper presents a simple semi-empirical thermal model of the process which correlates the heater power and the layup speed with the substrate surface temperature. The deposition temperature was measured over a range of heater powers and layup speeds. The experimental data is used to define and validate a semi-empirical thermal model for two classes of materials used in conjunction with a diode laser: carbon fibre reinforced thermoplastics and bindered dry fibres. This enables open-loop, speed dependent heater power control, based on defining and programming the speed dependent heater power function in the machine controls.

© 2017 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Automated Fibre Placement (AFP) is a form of additive manufacturing for high performance continuous fibre reinforced polymeric composite materials. AFP is considered a key enabler for the exploitation of advanced composite materials in the aerospace industry and in other sectors. Generally speaking, an AFP machine consists of an automated manipulator (robotic, gantry, etc.) with an attached deposition head capable of depositing multiple individual composite tapes at once (a course) onto a mould tool. In its simplest form, the deposition head includes a tape feed and cut mechanism, a compaction device (usually a roller) and a heater [1]. The time dependent temperature and pressure required to adhere and consolidate the incoming tapes to the substrate depend on the raw material and the preform quality criteria [2–4].

Conventionally, three classes of composite materials are used in conjunction with AFP: continuous carbon fibre reinforced thermosets (generally epoxies) and thermoplastics [1], as well as bindered continuous carbon fibres [5].

Heat is supplied during deposition to ensure adhesion of the tapes to the previous ply or tool surface. Aerospace grade carbon fibre/epoxy prepregs behave like pressure sensitive adhesives. The material is moderately tacky at room temperature and only require a moderate increase in temperature above ambient to promote sufficient tackiness. Deposition at 20–70 °C is typical [6,7]. Thermoplastic pre-impregnated tapes require temperatures up to, and often in excess of, the matrix melt temperature in order to achieve a partial or complete weld to the previously deposited ply [8,9]. The melt temperature varies greatly between materials and it is in the 130–200 °C range for low performance commodity thermoplastic resins such as Polypropylene (PP) and Polyamide (PA) and 280–350 °C for high performance semi-crystalline thermoplastics such as Polyphenylene Sulfide (PPS) and Polyether Ether Ketone (PEEK). Bindered dry fibre tapes require processing temperatures in excess of the binder activation temperature, typically between 180 °C and 350 °C [5,10].

Infrared heaters are the industry standard heating system for the deposition of thermoset materials [1], Hot Gas Torches (HGT) have been used for the layup of thermoplastic materials for more than two decades [11], the system is inexpensive, but difficult to control [12]. One of the more recently developed heat sources is a near Infrared (λ = 0.9–1.1 μm) fibre-coupled diode laser heating [1]. Despite the lower temperatures involved in the process, it is common to deposit dry-fibres materials with the aid of a laser system, as conventional IR heating systems are likely to slow down the process due to their relatively low power output. A bespoke system developed by Coriolis Composites and incorporating a 3-lamp IR heating system was reported to enable dry fibre layup up to 0.8 m/s only [13].

Thermosetting materials can be laid up successfully over a comparatively large temperature range, therefore it is common industrial practice to set the deposition unit to lay up the material at constant heater power, regardless of layup speed. On the other
hand, the layup of thermoplastic and dry-fibre materials involves higher temperatures and a comparatively smaller operating window [3]. A way of continuously controlling the laser power to achieve a constant temperature is required for anything other than constant speed deposition. The fast response of lasers (≈ 1 ms [14]), as opposed to infrared heaters (≈ 1–2 s [15]), has allowed the development of closed-loop temperature control systems. A long-wave infrared (LWIR) (λ = 6–15 μm) thermal camera, or another non-contact temperature measurement device can be used to monitor the surface temperature of the substrate and/or the incoming tape(s) at a discrete location or over an area. Such information is used to adjust the laser power (and sometimes orientation) continuously to achieve the desired material temperature in the “visible” section of the process [16]. Nevertheless, some lack of robustness in the closed-loop temperature control system has been reported [9,16]. This is most likely due to the large local temperature variations which occur as the result of local anomalies, such as tape edges, exposed fibres, splices and local changes of the fibre volume fraction [16], and/or the response rate of the system.

A more robust heater control system is required to achieve constant surface temperature during variable speed layup. So far, industry has used mostly trial and error procedures to determine the required heater power. Nevertheless, if the heater power required to maintain the nip-point temperature constant across a range of deposition speeds was known, such a function could be programmed into the machine control system. This would allow open-loop heater power control at variable deposition speed.

Firstly this paper defines the heater power control function analytically. Secondly, it develops, presents, and validates a novel inter-ply contact resistance model is sometime included to model the gas flow from the HGT [24], or a two dimensional flow model of the IR emitter [6], a computational fluid dynamic model of the radiation [12,13] and steady solutions [19,20], as well as 1D transient [18] and steady solutions [22,23]. These models are sometimes coupled with a radiative heat transfer model [17], a computational fluid dynamic model of the gas flow from the HGT [24], or a two dimensional [23,25] or three dimensional [20,26] optical model of the laser beam. An inter-ply contact resistance model is sometime included [27].

These numerical solutions are flexible and can account for any change in the set-up and the material, but they are computationally expensive, complex to set-up and rely heavily on accurate characterisation of the material thermal properties. Moreover, it is challenging to account for the material and process variability often encountered in real processes.

The general heat diffusion equation in Cartesian coordinates for a homogeneous anisotropic material is

$$\rho C_p \frac{\partial T}{\partial t} = \nabla (k \cdot \nabla T),$$  

(1)

where ρ is the density, cp is the specific heat capacity, k is the vector of thermal conductivities, t is the time, and T is the temperature.

This can be reduced to its one-dimensional form in the through thickness direction (z) to

$$\rho C_p \frac{\partial T}{\partial t} \approx k_z \frac{\partial^2 T}{\partial z^2}.$$  

(2)

The problem domain is then divided into three sub-domains: the incoming tape and the upstream composite substrate which when solved provide the initial conditions for the third domain, the downstream consolidated composite. The boundary conditions for all domains are defined according to

$$q_s(t) = k \frac{\partial T}{\partial z} = -h_c(T - T_{\infty}) - \sigma(T^4 - T_{\infty}^4) + q_{\text{source}}(t),$$  

(2)

where $q_s(t)$ is the heat flux in the through thickness direction as a function of time, $h_c$ is the convective heat transfer coefficient, $T_{\infty}$ is the far field temperature, $\epsilon$ is the emissivity of the surface, $\sigma$ is the Boltzmann constant, and $q_{\text{source}}$ is the heat flux from the heat source [28].

A practical method to generate input data to any control algorithm is a conventional infrared (IR) camera. An IR camera can measure the surface temperature of the upstream composite substrate in the vicinity of the process nip-point, which is at an angle of incidence lower than 90°, typically 65–75°. The temperature of the incoming tapes in the vicinity of the process nip-point cannot be measured reliably by an IR camera because the angle of incidence in the region of interest approaches 90°. In this work, the measured surface temperature of the upstream composite substrate is used to define the control parameters for an open-loop control system. If a practical and validated analytical or numerical solution of the thermal problem is defined, the work could be extended to include open-loop control of the incoming tapes’ temperature.

Idealising the substrate as a semi-infinite solid, defined as an idealised body that has a single plane surface and extends to infinity in all directions, the surface temperature at any time t can be calculated according to

$$T_s(t) = T_0 + \frac{2q_s}{K} \sqrt{\frac{\alpha t}{\pi}},$$  

(3)

where $q_s$ is the heat flux from the heat source, $k$ is the thermal conductivity, $t$ is the time, and $\alpha$ is the thermal diffusivity, defined as the thermal conductivity, divided by material density ($p$), and the specific heat capacity ($c_p$) [29]. This can be done on the basis of the following assumptions:

- the substrate has constant thermophysical properties,
- there is no internal heat generation,
- the substrate is exposed to a uniform heat flux on its exposed surface,
- there is no heat loss to the environment,
- the initial temperature ($T_0$) is uniform throughout.

If the laser beam delivers a homogeneous radiation, the surface heat flux is a function of the laser power ($P$) and the setup (Fig. 1), and can be calculated according to

$$q_s = \frac{h_1}{h} \frac{1}{h_1} a,$$  

(4)

where $a$ is the absorptance of the surface of the material, and $w$ is the width of the laser beam.

The visible nip-point is defined as the point on the substrate surface closest to the roller that receives direct radiation from the laser, which differs from the process nip-point (Fig. 1). Assuming the process to be steady state, the substrate surface temperature at the visible nip-point ($T_{\text{VNP}}$), can be calculated according to
The proposed analytical solution of the thermal problem is simple, but based on a large number of assumptions, foremost the fact that it is only valid for a semi-infinite body. A similar analytical solution of the problem for the case of a finite thickness body, where heat accumulation occurs, was presented by Weiler et al. [30]. The semi-infinite thickness approximation differs from the finite thickness approximation for Fourier numbers greater than approximately 0.2 \( (F_0 = \alpha t/L^2) \), with the substrate thickness \( L \) [30]. For the slowest \((V = 48 \text{ mm/s})\) and longest heating length \((70 \text{ mm heated length, } 28 \times 57 \text{ mm laser spot size})\) case considered as part of this work, the semi-infinite solid approximation is valid for substrate thicknesses \( L \) greater than 1.35 mm (9 plies) and 1.25 mm (6 plies) for the CF/PEEK and the bindered dry fibre material respectively. The solution for the finite thickness body case would be suitable to solve the thermal problem in the incoming tapes, but this is beyond the scope of the work presented in this paper.

The analytical model presented in this section will be used to guide the empirical definition of the coefficients which is presented in Section 4. The two are then compared in Section 5, which also presents a semi-empirical approach to the definition of the coefficients that reduces the number of experiments required.

3. Experimental set-up and temperature monitoring

3.1. Machine details

A state-of-the-art industrial Automated Fibre Placement machine by Coriolis Composites was used for this work (Fig. 2). The machine is capable of simultaneously laying up to eight 6.35 mm wide continuous tapes at a nominal maximum speed of 1000 mm/s. The heat source for the process is a Laserline GmbH LDF 6000–100 6 kW fibre-coupled diode laser (two diode stacks at \( \lambda = 975 \pm 10 \text{ nm} \) and two at \( \lambda = 1025 \pm 10 \text{ nm} \)). The laser is guided through a fibre optic cable to a homogeniser optical unit to deliver a nominally homogeneous \((\approx 7\% \text{ power variation across the course width})\) and rectangular laser beam. Two laser homogenisers are available at the National Composites Centre, both delivering a 57 mm wide beam at the focal point, but having different laser spot heights: 8 mm and 28 mm \((250 \text{ and } 141 \text{ mm focal length respectively})\). The laser beam can be targeted by rotating the optical unit around a pivot point. The laser power can be set to a fixed value or set to vary as a continuous piecewise linear function of the deposition speed.

Other machine configuration parameters which can be adjusted and which affect the temperature distribution in the process are: the head tilt, the roller design and material, and the air pressure of the forced convection roller cooling system. These were all kept constant for the purpose of this work.

3.2. Dimensions and set-up design

Commercially available, 6.35 mm wide slit tapes were used: a carbon fibre reinforced PEEK tape (CF/PEEK) and a bindered dry-fibre tape containing 4–12 wt. % polymeric binder, both supplied by Solvay S.A. (formerly Cytec Industries Inc.). The former is coded 410 M. Di Francesco et al. / Composites: Part A 101 (2017) 408–421

![Image](image-url)
APC-2/AS 145/34 and the latter TX1100 IMS65-24K-UD-196-6.35 (Fig. 3).

Flat, unidirectional, 650 mm long test strips, made up of 8 tapes and deposited in a single 50.8 mm wide course, were laid up at a constant speed (feed and cut on the fly). Only the strips laid up at 800 mm/s were 1000 mm long and included an acceleration and deceleration region at the two ends as the feeding and cutting operation is limited to a maximum speed of 400 mm/s. The CF/PEEK strips were laid up over a 150 μm thick PEEK film (Victrex®/C210 APTIV®/C210 1000) vacuumed to the surface of an aluminium tool. The tooling for the dry fibre test strips was prepared with a coated nylon peel ply (60 g/m²) covered by a 50 μm thick nylon film (Air-tech, Vac bag WL7400) vacuumed to the same aluminium tool.

Temperature measurements were conducted on a substrate consisting of a minimum of nine plies to minimise the effect of the heat sink into the metallic tool and the different tooling preparation. Therefore, the effect of the progressively increasing substrate thickness on the nip-point temperature can be neglected (see Section 3.4 for validation). The laminate was allowed to cool down to ambient temperature before laying up subsequent plies to ensure the same initial conditions for each test run.

Temperature measurements were conducted at four discrete layup speeds (100, 200, 400 and 800 mm/s) covering the typical deposition speed range of the Coriolis AFM machine at a range of discrete laser powers. An additional set of measurements at 48 mm/s was conducted for the CF/PEEK material only. Lower and upper laser power limits appropriate for each deposition speed and material were determined empirically to obtain a high enough temperature to adhere the new ply to the substrate without causing apparent degradation (i.e. smoke formation observed) of the incoming material and/or the roller.

A commercially available, 70 mm diameter, 40 Shore hardness silicone roller (8F14-540SH-BL, Coriolis), recommended for the layup of materials which require a laser heater was used for this work. The compaction force was $1019 \pm 42$ N for the CF/PEEK and $446 \pm 38$ N for the dry fibre material (95% confidence interval). Both the available laser optical units were used for this study. These were set up as described in Fig. 1 according to the parameters reported in Table 1. The deposition head tilt angle ($\theta$) was set to $7^\circ$ backward (Fig. 2) and the pressure in the forced convection cooling system was set to 6 bar.

### 3.3. Surface temperature measurement set-up

The material surface temperature in the nip-point region was measured using a LWIR ($\lambda = 7.5–13 \, \mu m$) thermal camera, which operates in a different spectrum from the diode laser ($\lambda = 0.9–1.0 \, \mu m$), thus minimising the risk of the laser beam reflection in the nip-point region affecting the measurements. The camera, FLIR A325, was mounted on the placement head, to the side of the laser optical unit. The camera's IR detector has a resolution of 320 × 240 pixels ($\approx 0.5 \, mm/pixel$) and is calibrated in the 0–700 °C range to within ± 2 °C or ± 2 %, whichever is greater. All recordings were made at 30 Hz.

The camera was used to measure the temperature of the visible nip-point on the substrate. The visible nip-point temperature measured by the thermal camera is defined as the average temperature of the approximately 100 data-points located along an ideal line set to be parallel to the roller axis (i.e. perpendicular to the travel direction) and located at the nip-point. The temperature is sampled from 15 or more video frames (Fig. 4).

In order to obtain accurate temperature measurements, the LWIR requires the distance from the target (0.3 m), the ambient temperature (20 °C), the relative humidity (40 %) and the material emissivity to be known. The apparent emissivity of the materials when imaged at an angle of 20° to the surface in the relevant temperature range (350–450 °C for the CF/PEEK and 180 °C for the dry fibre) was determined statically in accordance to the ASTM E1933...
standard, by comparing the temperature measured by the thermal camera with that measured by a thermocouple placed in intimate contact with the material surface. The apparent emissivity is 0.80 for CF/PEEK and 0.85 for dry fibre.

Nevertheless, during layup, heat radiation from the incoming tapes may be reflected by the substrate. Consequently, the radiation detected by the camera at the visible nip-point may be a combination of radiation from the substrate and the incoming tapes. Therefore, the apparent emissivity would be higher than experimentally determined on flat laminates. This was not quantified as part of this work and contributes to the experimental uncertainty.

3.4. System capability analysis

A preliminary study was conducted using CF/PEEK to evaluate the validity of the experimental set-up described in Section 3.3, and determine the repeatability and reproducibility of the heating system and temperature measurement device combined.

In order to verify the initial assumption that the increasing substrate thickness does not affect the surface temperature, the nip-point temperature for plies 2–8 was measured at 30 equally spaced locations along the central 450 mm of a strip manufactured at a deposition speed of 48 mm/s and laser power of 1317 W to achieve a nip-point temperature of approximately 400 °C with the 28 × 57 mm laser spot. This low deposition speed, high temperature case using the largest laser spot was chosen because the heat sink in the substrate is greatest, and therefore represents the most severe case. A 77 °C temperature increase was observed between ply 2 and ply 4, but no statistically significant correlation was found between the nip-point temperature and the ply number for plies 4–8 ($R^2 = 2.41E^{-03}$, $p_{\text{slope}} = 0.938 \times 0.05$). The initial assumption that the increasing substrate thickness does not affect the nip-point temperature beyond ply 9 is valid and conservative in all cases.

In order to verify the reproducibility of the experimental set-up, the nip-point temperature for plies 2–9 was measured at 30 locations along the central 450 mm of each strip. The deposition speed was set to 400 mm/s and the laser power to 3000 W to achieve a nominal nip-point temperature of 360 °C with the 8 × 57 mm laser spot. The test was repeated three times on different days following a complete optical unit dismantling, remounting and repositioning procedure. The temperature of each set-up was determined as the average of the temperature of the 8 plies. The three measurements fell in a ± 2 °C range from the 354 °C average.

Finally, the confidence interval associated with the nip-point temperature measured at any one position from the steady state section of a unidirectional strip was determined. The standard deviation of the 30 measurements taken along the central section of each of the plies was found to be 3.2 °C on average for plies 2–9 from the three set-ups ($U_{\text{Intra-tape}}$). It should be noted that the effect of the substrate thickness (i.e. ply number) was not found to be significant for this setup.

The confidence interval associated with any single measurement was determined as the sum in quadrature of the uncertainty associated with the measurements taken along a single strip ($U_{\text{Intra-tape}} = ± 6.2 °C$ with 95 % confidence) and the uncertainty associated with the effect of the ply number ($U_{\text{Ply number}} = ± 8.4 °C$ with 95 % confidence) plus the uncertainty associated with the reproducibility of the experimental set-up ($U_{\text{Setup}} = ± 2 °C$). The overall 95 % confidence interval for the nip-point temperature is ± 12.4 °C.

<table>
<thead>
<tr>
<th>Material</th>
<th>Setup</th>
<th>Deposition speed, mm/s</th>
<th>Slope (m), °C/W</th>
<th>Intercept (c), °C</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
</tr>
<tr>
<td>CF/PEEK</td>
<td>8 mm high laser beam</td>
<td>48</td>
<td>0.448</td>
<td>3.70E-03</td>
<td>40.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>0.244</td>
<td>1.10E-03</td>
<td>63.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>0.155</td>
<td>5.03E-04</td>
<td>62.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>400</td>
<td>0.101</td>
<td>2.65E-04</td>
<td>57.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>800</td>
<td>0.062</td>
<td>5.65E-04</td>
<td>54.3</td>
</tr>
<tr>
<td></td>
<td>28 mm high laser beam</td>
<td>48</td>
<td>0.262</td>
<td>1.28E-03</td>
<td>55.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>0.158</td>
<td>7.74E-04</td>
<td>78.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>0.114</td>
<td>4.40E-04</td>
<td>57.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>400</td>
<td>0.064</td>
<td>3.32E-04</td>
<td>87.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>800</td>
<td>0.038</td>
<td>1.06E-03</td>
<td>101.3</td>
</tr>
<tr>
<td>Dry fibre</td>
<td>8 mm high laser beam</td>
<td>100</td>
<td>0.498</td>
<td>3.23E-03</td>
<td>68.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>0.326</td>
<td>2.89E-03</td>
<td>60.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>400</td>
<td>0.252</td>
<td>1.21E-03</td>
<td>60.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>800</td>
<td>0.187</td>
<td>2.02E-03</td>
<td>50.8</td>
</tr>
<tr>
<td></td>
<td>28 mm high laser beam</td>
<td>100</td>
<td>0.402</td>
<td>4.45E-03</td>
<td>45.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>0.272</td>
<td>4.23E-03</td>
<td>46.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>400</td>
<td>0.194</td>
<td>1.04E-03</td>
<td>37.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>800</td>
<td>0.129</td>
<td>1.00E-03</td>
<td>40.6</td>
</tr>
</tbody>
</table>

Fig. 5. Measured nip-point temperature ($T_{\text{NP}}$) as a function of the set laser power ($P$) at 48, 100, 200, 400 and 800 mm/s deposition speeds. The error bars indicate 95 % confidence interval of the measurements. CF/PEEK – 8 × 57 mm laser spot shown as a representative example. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Material dependent part of the coefficient $K$ ($K_M$) of CF/PEEK, calculated in the 0–400°C temperature range using the thermal properties ($\rho$, $c_p$, $k$) published in [32], and taking the absorptance to be 0.6 [26]. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

The same study was conducted using a set laser power of 650 W to achieve a nominal temperature of 220°C on the surface of the dry fibre material. The overall 95% confidence interval for the nip-point temperature is ±17.7°C. For the purpose of this study, these confidence intervals were applied across the entire temperature range of interest.

4. Experimental results

4.1. Empirical coefficients definition

4.1.1. Laser power dependent nip-point temperature

According to the analytical model (Eq. (5)) the visible nip-point temperatures ($T_{VNP}$) varies linearly with the heater power ($P$),

$$T_{VNP} = mP + c,$$

where $m = K^{0.5}$ and $c = T_0$. Empirically, $m$ and $c$ were determined by linear regression analysis to the measured visible nip-point temperatures plotted against the corresponding laser powers for each speed (Fig. 5). Standard statistical tools were used to assess the validity of the regressions [31].

The regression coefficients, $m$ and $c$, were reported in Table 2 for all the tested cases together with the corresponding standard deviation (SD) and the coefficients of determination ($R^2$). The p-values for both the slope and the intercept were always much lower than the 0.05 threshold. As predicted by the analytical model, a strong positive correlation exists between the nip-point temperature and the laser power. It can be stated with at least 95% confidence that the experimentally determined slope and the intercept are statistically significant (not zero).

If the analytical model was a perfect representation of reality then $c$ would always be equal to the substrate temperature ($T_0 \approx 20{\text{°C}}$), but this was not the case. The analytical model is based on a number of assumptions, including that the material thermal properties are constant through thickness and temperature independent.

The hypothesis that the observed discrepancy between the analytical model and the regression is caused by the change in the material thermal properties ($c_p$, $\rho$, $k$) with temperature was tested for the case of CF/PEEK. This was done using the temperature dependent thermal properties between 0 and 400°C reported in [32], and taking the absorptance ($a$) to be 0.6 at a laser angle of 20° with respect to the layup surface according to [26] (Fig. 6). The intercept of the linear regression function to the visible nip-point temperature versus laser power, converges to 68.4°C ($T_{A-\text{Apparent}}$). The value is independent of the speed and the setup, but depends on the temperature interval selected (Fig. 7). This was calculated using Eq. (5) and an iterative solution to account for the change of thermal properties with temperature, at temperatures between 250 and 400°C. This is congruent with what was found experimentally: 41–63°C and 54–101°C for the 8 × 57 and the 28 × 57 mm laser spot size respectively.

The material dependent part of the coefficient $K$ ($K_M$, Eq. (5)), calculated in the 0–400°C temperature range using the published thermal properties, increases significantly at temperatures lower than 150°C. As a result, the visible nip-point temperature varies non-linearly with the laser power (Fig. 6). This supports the hypothesis that the observed non-linearity is caused by the change of thermal properties with temperature.

The same was found to be true for bindered dry fibre layup, for which $T_{A-\text{Apparent}}$ converges to 62.7°C, which is congruent with what was found experimentally: 51–70°C and 41–47°C for the 8 × 57 and the 28 × 57 mm laser spot size respectively.

The temperature dependent density $\rho(T)$ and specific heat capacity $c_p(T)$ of a dry fibre bundle having a fibre volume fraction of 50%, and ignoring the binder, were determined by rule of mixture,

$$\rho = \rho_fV_f + \rho_{bf}(1 - V_f),$$

$$c_p = c_{pf}V_f + c_{pb}(1 - V_f).$$

The thermal properties of air ($\rho_{Air}$, $c_{p,Air}$, $k_{Air}$) at atmospheric pressure in the temperature interval of interest were sourced from [29]. The temperature dependent density of carbon fibre $p_{CF}(T)$...
The temperature dependent transverse conductivity of carbon fibre $k_{CF}(T)$ could not be sourced in the literature. This was estimated from the temperature dependent axial thermal conductivity $k_{CF}$ and the ratio of the transverse (12 W/(m$^2$C)) to the axial (260 W/(m$^2$C)) thermal conductivity to be independent of temperature. The ratio of the result from Eq. (11) to the experimentally determined through-thickness thermal conductivity of a dry fibre bundle ($k$) was estimated according to the Clayton model [36].

$$k = \frac{k_{Air}}{4 \left( \left[ (1 - V_f) \left( \frac{k_{CF}}{k_{Air}} - 1 \right) \right]^2 + \frac{4k_{CF}}{k_{Air}} - (1 - V_f) \left( \frac{k_{CF}}{k_{Air}} - 1 \right) \right)^2}.$$  

(11)

The linear approximation to the experimental results is statistically significant, but extrapolation at low temperatures will lead to erroneous predictions as the impact of the change of thermal properties with temperature is not accounted for.

### 4.1.2 Deposition speed and laser power dependent nip-point temperature

According to the iterative solution of the analytical model presented in Section 4.1.1, the slope ($m$) of the linear function that relates the nip-point temperature to the laser power ($P$) varies with the deposition speed ($V$), $m = KV^{-0.5}$, while the intercept ($c$) is a constant, $c = T_{0\text{-Apparent}}$.

However, even when an iterative solution is used to account for the temperature dependent material thermal properties, this assumes those properties to be constant through the thickness, which is not the case. For a given surface temperature, the through thickness temperature distribution varies with the layup speed [30], therefore it could be envisaged that also the intercept ($c$) varies across the different speeds.

If both the slope ($m$) and the intercept ($c$) can be described as functions of the deposition speed, $m = m(V)$ and $c = c(V)$, the nip-point temperature ($T_{NVP}$) can be determined for any combination of $V$ and $P$ as

$$T_{NVP} = m(V)P + c(V).$$  

(12)

The slopes and the intercepts which were previously determined for each of the tested speeds were plotted as a function of the deposition speed (Fig. 8).

A linear regression analysis was conducted using the least squares method to assess whether a linear function provides a good approximation of $c$ versus $V$,

$$c = m_{c-V}V + c_{c-V},$$  

(13)

where $m_{c-V}$ and $c_{c-V}$ are the slope and the intercept of the linear regression function respectively. The intercept of the temperature versus deposition speed linear regression function ($c$) varies linearly with the deposition speed ($V$) in three of the four cases. The exception is the CF/PEEK material heated using the 8 mm laser beam size, for which the linear regression failed to define a suitable relationship between $c$ and $V$ (Fig. 8), i.e. no statistically significant relationship exists between $c$ and $V$ ($R = 0.08$). Therefore, in this case the slope ($m_{c-V}$) was set to zero and the intercept ($c_{c-V}$) was determined as the average of the intercepts ($c$) for the 5 tested deposition speeds.

According to the analytical model, the slope ($m$) of the nip-point temperature versus laser power regression function varies as the inverse of the square route of the layup speed ($V$),

$$m = A_{m-V}V^{B_{m-V}}.$$  

(14)

where $A_{m-V}$ and $B_{m-V} = -0.5$. Empirically, $A_{m-V}$ and $B_{m-V}$ were determined using a least squares regression of the empirical data. The power function was found to provide a good approximation in all of the four cases tested ($R < -0.99$, $R^2 > 0.99$, $p < 0.05$, randomly distributed residuals). However, the exponent ($B_{m-V}$) is sig-

### Table 3

Empirical coefficients and associated standard deviation.

<table>
<thead>
<tr>
<th>Material</th>
<th>Set-up</th>
<th>$A_{m-V}$ $^\circ$C/W Mean</th>
<th>SD</th>
<th>$B_{m-V}$ ln(°C/W)/ln(mm/s) Mean</th>
<th>SD</th>
<th>$m_{c-V}$ °C/(mm/s) Mean</th>
<th>SD</th>
<th>$c_{c-V}$ °C Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>CF/PEEK</td>
<td>8 mm high laser beam</td>
<td>6.15</td>
<td>5.37</td>
<td>-0.689</td>
<td>1.59</td>
<td>0</td>
<td></td>
<td>55.7</td>
<td>9.22</td>
</tr>
<tr>
<td></td>
<td>28 mm high laser beam</td>
<td>3.74</td>
<td>5.35</td>
<td>-0.679</td>
<td>2.79</td>
<td>0.0559</td>
<td>1.66</td>
<td>58.8</td>
<td>0.64</td>
</tr>
<tr>
<td>Dry fibre</td>
<td>8 mm high laser beam</td>
<td>3.97</td>
<td>5.51</td>
<td>-0.460</td>
<td>2.29</td>
<td>-0.0274</td>
<td>2.28</td>
<td>73.2</td>
<td>8.15</td>
</tr>
<tr>
<td></td>
<td>28 mm high laser beam</td>
<td>4.88</td>
<td>5.26</td>
<td>-0.542</td>
<td>1.14</td>
<td>-0.0086</td>
<td>1.16</td>
<td>45.5</td>
<td>4.10</td>
</tr>
</tbody>
</table>
The discrepancy between the empirically determined exponents (≈ −0.7 for the case of CF/PEEK), and what would be expected according to the analytical model (−0.5), can be traced back to the effect of the layup speed on the through thickness temperature distribution [40] and its effect on the material thermal properties.

Within the limits of the tested configuration and combination of setup values, the nip-point temperature can be determined according to

\[ T_{\text{NIP}} = mP + c, \]

where

\[ m = A_{m-V} V^{A_{m-V}} \]

and

\[ c = m_{c-V} V + c_{c-V}. \]  

Fig. 9. Isothermal (360 °C) laser power versus deposition speed curves for CF/PEEK – 8 × 57 mm and CF/PEEK – 28 × 57 mm. The shaded region indicates the 95 % confidence interval. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 10. Isothermal (200 °C) laser power versus deposition speed curves for dry fibre – 8 × 57 mm and dry fibre – 28 × 57 mm (95 % confidence interval shown). The shaded region indicates the 95 % confidence interval. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

The regression coefficients were determined empirically by conducting steady-state measurements at different power and speed levels. It is the purpose of this section to demonstrate that these can be used to control the temperature during variable speed deposition. Bur et al. [41] shows through numerical modelling that an error is committed when controlling the heater power using parameters derived from a steady state solution. This was not shown experimentally and does not take into account the additional error occurring because of the response time of the heater control system.

In order to validate the applicability of the empirically determined coefficients to a variable speed layup, a 1500 mm long, one course wide, unidirectional strip was laid up. The machine was programmed to feed the material at 200 mm/s, accelerate to 800 mm/s in the layup region and decelerate down to 400 mm/s at cut. The acceleration was set to 500 mm/s² and the deceleration was set to 1000 mm/s². These were chosen to be representative of the layup of a geometrically simple part.

The validation was carried out using the 8 × 57 mm spot size lens, and the results are reported in Fig. 11 for CF/PEEK and Fig. 12 for Dry Fibre. At the time when the tests were conducted, the Coriolis AFP machine installed at the NCC could only control the laser power as a linear function of the deposition speed. To accommodate this constraint, the non-linear relationship was approximated linearly over the 200–800 mm/s range (Table 4).

The nip-point temperature was monitored as outlined in Section 3.3. The measured temperature for each of the three strips was plotted as a function of the position along the strip (Figs. 11 and 12). The predicted nip-point temperature was determined from the deposition speed and the programmed laser power at each point along the strip according to Eq. (15) and using the regression coefficients given in Table 3 and plotted in Figs. 11 and 12. The upper and lower bounds for the prediction were determined using the Monte Carlo method.

For each of the six datasets, an Anderson-Darling normality test (AD) was conducted to determine whether the difference between the predicted and the measured values (the residuals) follows a normal distribution. The mean residual (the model bias) is always lower than 7 % of the nominal temperature and less than 2 % in most cases. The p-value is always greater than the 0.05 threshold and the AD coefficient is always small (AD < 0.7) (Table 5). This demonstrates that thermal coefficients determined by conducting steady-state measurements can be used to define the laser control parameters for variable speed layup with accelerations of up to ±1 m/s².

This shows that the material can be laid up successfully by controlling the laser power as a linear function of the layup speed in the 200–800 mm/s layup speed range. The temperature deviation from the target introduced because of the linear control function

\[ P(W) = A V^B; \quad A = \frac{T_{\text{NIP}} - (m_{m-V} V + c_{c-V})}{A_{m-V}}, \quad B = -B_{m-V}. \]  

4.2. Empirical coefficients validation

The regression coefficients were determined empirically by conducting steady-state measurements at different power and speed levels. It is the purpose of this section to demonstrate that these can be used to control the temperature during variable speed deposition. Bur et al. [41] shows through numerical modelling that an error is committed when controlling the heater power using parameters derived from a steady state solution. This was not shown experimentally and does not take into account the additional error occurring because of the response time of the heater control system.

In order to validate the applicability of the empirically determined coefficients to a variable speed layup, a 1500 mm long, one course wide, unidirectional strip was laid up. The machine was programmed to feed the material at 200 mm/s, accelerate to 800 mm/s in the layup region and decelerate down to 400 mm/s at cut. The acceleration was set to 500 mm/s² and the deceleration was set to 1000 mm/s². These were chosen to be representative of the layup of a geometrically simple part.

The validation was carried out using the 8 × 57 mm spot size lens, and the results are reported in Fig. 11 for CF/PEEK and Fig. 12 for Dry Fibre. At the time when the tests were conducted, the Coriolis AFP machine installed at the NCC could only control the laser power as a linear function of the deposition speed. To accommodate this constraint, the non-linear relationship was approximated linearly over the 200–800 mm/s range (Table 4). Three nominal temperatures were tested for each material.

The nip-point temperature was monitored as outlined in Section 3.3. The measured temperature for each of the three strips was plotted as a function of the position along the strip (Figs. 11 and 12). The predicted nip-point temperature was determined from the deposition speed and the programmed laser power at each point along the strip according to Eq. (15) and using the regression coefficients given in Table 3 and plotted in Figs. 11 and 12. The upper and lower bounds for the prediction were determined using the Monte Carlo method.
did not exceed 15 °C in any of the cases considered (Figs. 11 and 12). A linear approximation is only valid for relatively narrow layup speed ranges and/or high layup speeds.

In order to demonstrate the need for a non-linear control function during variable speed layup across a wide speed range including very low speeds, another CF/PEEK, 1500 mm long, one course
wide, unidirectional strip was laid up. In this case the machine was programmed to feed the material at 20 mm/s, accelerate to 800 mm/s in the layup region and decelerate down to 400 mm/s at cut. The acceleration and the deceleration were both set to 800 mm/s in the layup region and decelerate down to 400 mm/s. These were chosen to be representative of the layup of a geometrically complex part. The same procedure was repeated in the 20–800 mm/s deposition speed range with a target temperature of 360 °C, see Table 4 for the control parameters. The predicted temperature at 20 mm/s was 700 ± 21 °C, the measured temperature at this speed was 696 ± 7.9 °C and the material was visibly degraded.

This test demonstrates clearly the need for a non-linear control function when laying up the material across a wide range of speeds. Although this was only shown for one material type at one temperature, the good correlation between predicted and measured values at 20 mm/s show that the empirical model is robust.

5. Analytical coefficients validation and semi-empirical coefficients definition

Section 4 presents and validates a procedure to determine the four coefficients of the model empirically, \( A_{\text{m-V}}, B_{\text{m-V}}, m_{\text{c-V}}, c_{\text{c-V}} \). These were used as the reference against which the analytical and the semi-empirical coefficients were validated.

The correlation coefficient \( R_T \) was defined as

\[
R_T = \frac{\left[ T_{\text{Empirical}}(P_{\text{Target}}, V) \right] - T_0}{T_T - T_0}.
\]

where \( T_{\text{Target}} \) is the target visible nip-point temperature, in this case set to 360 °C for CF/PEEK and 160 °C for dry fibre. \( T_{\text{Empirical}} \) is the nip-point temperature calculated according to Eq. (15) using the empirically determined coefficients (Table 3) at the power level required to achieve the target temperature \( (P_{T,\text{Target}}) \), calculated using the set of coefficients to be validated, analytical or semi-empirical. \( T_0 \) is ambient temperature (20 °C).

The analytical coefficients were determined as follows and were reported in Table 7. \( A_{\text{m-V}} \) is the product of the setup \( (K_S) \) and the material \( (K_M) \) dependent part of the coefficient \( K \). The former, \( K_S \), was calculated according to Eq. (5) using the parameters reported in Table 1 (91.2 and 56.5 m\(^{-1}\)). The latter, \( K_M \), was calculated according to Eq. (5) using the material thermal properties reported in Table 6 (5.17E–4 and 1.33E–3 m\(^2\)/C/(W s\(^{0.5}\)) for CF/PEEK at 360 °C and dry fibre at 50 % fibre volume fraction and 160 °C respectively). \( B_{\text{m-V}} \) is equal to –0.5, \( m_{\text{c-V}} \) is equal to zero, and \( c_{\text{c-V}} \) is equal to the initial temperature of the substrate (\( T_0 = 20 °C \)).

A revised version of the analytical coefficients (iterative analytical) was also compared with the empirical ones. These were determined in the same way as the analytical ones, with two exceptions. \( c_{\text{c-V}} \) is not equal to the initial temperature of the substrate, but it is equal to the intercept of the linear regression function to the surface temperature versus power determined iteratively \( (T_0-\text{Apparent} = 68.4 °C \text{ for CF/PEEK and } T_0-\text{Apparent} = 65.8 °C \text{ for dry fibre}). K_M is equal to the slope of the same function \( (K_{M-\text{Apparent}} = 4.34E^4 \text{ m}^2/\text{C}/(\text{W}s^{0.5})) \) for CF/PEEK and dry fibre respectively. These were also reported in Table 7.

The correlation (Eq. (17)) of the model calculated with the analytical and iterative analytical coefficients is poor (Fig. 13). This could be traced back to two broad causes: (1) the fact that the analytical coefficients were based on a number of fundamental assumptions that do not hold true in this case (e.g. the material thermal properties are assumed to be constant through the thickness), and (b) the material thermal properties which were sourced in the literature are not representative of the properties of the tested materials.

However, a set of semi-empirical set of coefficients could be defined which can be determined with reduced experimental effort. The following was hypothesised, and then tested:
cc-V (= T₀-Apparent) is a material dependent parameter. If the temperature dependent thermal properties of the material are known, this can be determined through an iterative solution of the analytical model.

mc-V is always equal to zero.

Bm-V is a material dependent parameter, albeit one which is currently not linked with the material thermal properties, and needs to be determined experimentally by measuring the nip-point temperature at one power level at three layup speeds (lowest, intermediate, highest).

Am-V (= K₄K₄M-Apparent) is a material and setup dependent parameter, with a material specific correction factor (φ) which needs to be determined experimentally from the same tests outlined for Bm-V.

Therefore, defining the coefficients for a new material and machine setup requires the temperature dependent thermal properties of the material to determine T₀-Apparent and K₄M-Apparent. It also requires the measured nip-point temperature at three combinations of the laser power and layup speed to determine Bm-V and φ (semi-empirical 1, Table 7).

Moreover, defining the coefficients for an alternative machine setup of the same material (e.g. 8 x 57 to 28 x 57 mm laser spot size, or vice versa) requires no additional testing. Am-V can be corrected to account for the different heating area by changing the setup dependent part of the coefficient K (K₄) and using the material specific correction factor (φ). The other parameters (Bm-V, mc-V, cc-V) are material specific and do not change with the setup (semi-empirical 2, Table 7).

This was tested for both CF/PEEK and dry fibre. Bm-V and φ were determined by fitting the model to the measured nip-point temperature at the intermediate power level tested for each of the lowest (48 and 100 mm/s for CF/PEEK and dry fibre respectively), intermediate (400 mm/s), and highest (800 mm/s) speed. Furthermore, the measured nip-point temperature at the lowest and the highest laser power tested for each of the three layup speeds was also considered to determine the sensitivity of the coefficients to the selection of the experimental points. The points which were used to determine the semi-empirical coefficients 1 were reported in Table 8, the regression coefficients were reported in Table 7, and the correlation coefficients in Fig. 13.

The correlation (Eq. (17)) of the model calculated with both sets of semi-empirical coefficients is good (Fig. 13). The maximum error (|1 - R|) was 5% for the semi-empirical coefficients 1, which can be defined with three tests only, and 18% for the semi-empirical coefficients 2, which can be defined with no additional tests for an alternative setup to one which is already characterised.

Table 7
Empirical, analytical and semi-empirical coefficients.

<table>
<thead>
<tr>
<th>Material</th>
<th>Laser Size</th>
<th>T₀VNP (°C)</th>
<th>Empirical</th>
<th>Analytical</th>
<th>Analytical iterative</th>
<th>Semi empirical 1</th>
<th>Semi empirical 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>CF/PEEK, T₀VNP = 360 °C</td>
<td>8 x 57 mm</td>
<td></td>
<td>6.15</td>
<td>1.49</td>
<td>1.25</td>
<td>5.26</td>
<td>4.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.689</td>
<td>-0.500</td>
<td>-0.500</td>
<td>-0.668</td>
<td>-0.604</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>55.7</td>
<td>20.0</td>
<td>68.4</td>
<td>68.4</td>
<td>68.4</td>
</tr>
<tr>
<td></td>
<td>28 x 57 mm</td>
<td></td>
<td>3.74</td>
<td>0.92</td>
<td>0.78</td>
<td>2.60</td>
<td>3.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.679</td>
<td>-0.500</td>
<td>-0.500</td>
<td>-0.604</td>
<td>-0.668</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.06</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>58.8</td>
<td>20.0</td>
<td>68.4</td>
<td>68.4</td>
<td>68.4</td>
</tr>
<tr>
<td>Dry fibre, T₀VNP = 160 °C</td>
<td>8 x 57 mm</td>
<td></td>
<td>3.97</td>
<td>3.83</td>
<td>2.66</td>
<td>6.32</td>
<td>7.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.460</td>
<td>-0.500</td>
<td>-0.500</td>
<td>-0.543</td>
<td>-0.554</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>28 x 57 mm</td>
<td></td>
<td>4.88</td>
<td>2.38</td>
<td>1.65</td>
<td>4.37</td>
<td>3.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.542</td>
<td>-0.500</td>
<td>-0.500</td>
<td>-0.554</td>
<td>-0.543</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>45.5</td>
<td>20.0</td>
<td>65.8</td>
<td>65.8</td>
<td>65.8</td>
</tr>
</tbody>
</table>

Fig. 13. Analytical and semi-empirical models validation. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Furthermore, within the range of available experimental data, the semi-empirical coefficients showed limited sensitivity to the selection of the power level. When selecting the lowest/highest laser power available at each speed, the maximum error increased from 5% to 9% for the semi-empirical case, and from 18% to 24% for the semi-empirical 2 case. These are rather extreme cases as the power level selected corresponds to the tapes barely tacking (lowest) or to visible degradation occurring (highest). The procedure is robust.

A semi-empirical approach to the definition of the coefficients was derived from the analytical one and validated successfully against the empirical one. The semi-empirical approach is robust and reduces the experimental effort required to determine the coefficients of the model significantly.

6. Discussion

An analytical, an empirical, and a semi-empirical approach to the determination of the coefficients that define the relationship between the visible nip-point temperature, the laser power, and the deposition speed was proposed. The empirical coefficients were successfully validated in the 200–800 mm/s deposition speed range for both a carbon fibre reinforced thermoplastic prepreg and a binder dry fibre material. The residuals are always randomly distributed showing that the temperature is correctly predicted across the entire deposition speed range during variable speed layup. The bias is low, less than 2% of the measured temperature for the CF/PEEK material and less than 7% for the dry fibre material.

The prediction confidence intervals are much larger for the dry fibre material (±12%) than for the CF/PEEK material (±5%). This can be traced back to the reported lack of accuracy and repeatability of the laser at power levels lower than approximately 10% of the maximum output power [13] and to the larger variability expected from the as supplied dry fibre material in comparison with the preconsolidated CF/PEEK prepreg. These may also indicate why the calculated measurement confidence interval (Section 3.4) is larger for the dry fibre material (±18°C) than for the CF/PEEK one (±12°C). In order to improve the prediction and temperature control accuracy, the maximum power of the laser should be tailored to the material specific power requirements, so that the 10% lower threshold is not exceeded at the slowest deposition speeds of interest.

However, the proposed experimental procedure and data processing method is time consuming, and, for any variation, a new set of coefficients needs to be determined experimentally. Therefore, a semi-empirical approach to the definition of the coefficients and associated simplified experimental procedure was derived to reduce the number of experiments required, and to address the limits of the analytical approach which was shown to over predict the required laser power significantly.

The proposed semi-empirical approach enables defining the parameters with three tests only (one laser power at three speeds), while correlating to within 5% of the empirical approach, which requires about 20 individual combinations to be tested (4 laser powers at 5 speeds). Furthermore, it was shown that, if the configuration only is changed, and not the material, the parameters for the new configuration (e.g. different laser spot size), can be determined without any additional test, and causing an 18% temperature error in the worst case. The sensitivity of the model to the selection of the test point was found to be low, leading to a robust procedure.

The proposed semi-empirical approach to the definition of the model coefficients, and associated experimental procedure, constitute a step change from current industrial trial and error practices as it allows defining the speed dependent heater power as well as predicting the nip-point temperature. It also constitutes a significant improvement with respect to the empirical approach as it requires a significantly reduced number of tests.

However, there are a number of limitations associated with the open-loop temperature control approach, regardless of how the control parameters are determined, analytical, numerical, empirical, or semi-empirical.

- The relative angle between the top ply of the substrate and the ply which is being laid up may affect the heating process. A specific set of parameters for each relative angle of interest (0°, 45° and 90° in most cases) may be required.
- The substrate is assumed to be at constant temperature. This may not be a valid assumption for the case of a small preform laid up using a large heated area at high temperature. A substrate temperature dependent set of parameters may need to be determined.
- The ply number (i.e. preform thickness), was shown not to affect the surface temperature from ply 4 onward. Therefore, the layup of the first three plies requires bespoke parameters if the temperature is to be kept constant.
- The open-loop temperature control system could be difficult to apply to the layup of geometrically complex parts.

Furthermore, there are a number of limitations associated with any control system which is based on controlling surface temperature, regardless of whether it is closed or open loop. In the case of a CF/PEEK preform laid up using a laser-assisted AFP machine, the thermal history of the material during the process, the preform meso-structure, and the preform interlaminar shear strength, vary with the layup speed, despite of the nip-point temperature being constant [16,42]. Furthermore, [43] showed that the thermal history of the material during the process and the preform meso-structure vary with the size of the laser heated area, despite of the laser power being controlled to obtain the same nip-point temperature in both cases.

Table 8
Experimental points used to determine the semi-empirical coefficients (A_{m-V} and B_{m-V}) and to assess their sensitivity to the selection of the experimental points.

<table>
<thead>
<tr>
<th>Material</th>
<th>Layup speed, mm/s</th>
<th>8 × 57 mm</th>
<th>28 × 57 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Power, W/Temperature, °C</td>
<td>Power, W/Temperature, °C</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Low</td>
<td>Mid</td>
</tr>
<tr>
<td>CF/PEEK</td>
<td>48</td>
<td>400/225</td>
<td>600/305</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>1500/208</td>
<td>3500/412</td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>2500/205</td>
<td>4500/336</td>
</tr>
<tr>
<td>Dry fibre</td>
<td>100</td>
<td>150/133</td>
<td>350/248</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>350/146</td>
<td>650/224</td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>450/132</td>
<td>850/209</td>
</tr>
</tbody>
</table>
These evidences suggest that nip-point temperature alone is not sufficient to control the process. A deposition speed dependent heater power function delivering a constant material state at the end of the process (e.g. constant void content and crystallinity for the thermoplastic case, and constant preform fibre volume fraction for the dry fibre case), rather than a constant nip-point temperature, may need to be developed through robust numerical modelling of the entire process and/or experiments. A step in this direction was taken by Khan et al. [44] who presented numerically determined curves for the HGT’s gas volume required to achieve constant degree of inter-ply bonding and void content for CF/PEEK laid up at speeds between 50 and 167 mm/s.

7. Conclusions and further work

Automated Fibre Placement requires accurate control of the heater power to deposit the material at appropriate temperatures throughout the process. This paper presents a validated semi-empirical model, and the associated experimental procedure and data reduction method, to determine the speed dependent heater power function required to maintain the substrate surface temperature constant during variable speed layup. The model is based on simple measurements of the surface temperature during steady state layup for a range of heater powers and layup speeds. This approach enables open-loop control of the heater power as a function of the layup speed.

Future work will address the limitations of the semi-empirical approach, of the open-loop heater control system, and of the surface temperature control approach. The semi-empirical approach will be validated against a wider range of materials, heater types and machine setting to further validate its applicability and to standardise the procedure to enable reproducible results. The effect of the ply relative orientation, of the preform temperature, and of the tool geometry on the validity of the open-loop control system will be further investigated, and bespoke control parameters determined if necessary.
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