Structure and Density of Fe-C Liquid Alloys Under High Pressure
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Abstract The density and structure of liquid Fe-C alloys have been measured up to 58 GPa and 3,200 K by in situ X-ray diffraction using a Paris-Edinburgh press and laser-heated diamond anvil cell. Study of the pressure evolution of the local structure inferred by X-ray diffraction measurements is important to understand the compression mechanism of the liquid. Obtained data show that the degree of compression is greater for the first coordination sphere than the second and third coordination spheres. The extrapolation of the measured density suggests that carbon cannot be the only light element alloyed to iron in the Earth’s core, as 8–16 at % C (1.8–3.7 wt % C) would be necessary to explain the density deficit of the outer core relative to pure Fe. This concentration is too high to account for outer core velocity. The presence of other light elements (e.g., O, Si, S, and H) is thus required.

1. Introduction

Geological and cosmochemical observations show that, in addition to iron, lighter elements such as hydrogen, carbon, oxygen, silicon, and sulfur are expected to be present in the Earth’s core (McDonough, 2003; Poirier, 1994) and more generally in the metallic core of terrestrial planets throughout the solar system. These lighter elements modify the chemical activity, the physical properties, and the phase diagram of iron. The light elements are known to have a strong influence on the distributions of other elements between core forming metals and silicate magma oceans during core formation processes (Fischer et al., 2015; Siebert et al., 2013), to affect the thermal conductivity of the core (de Koker et al., 2012) and the melting temperature of the core alloy (Morard, Andrault, et al., 2014). Constraining the identity and concentration of these light elements is, in turn, key to understanding the dynamics of the core including its formation processes, thermal evolution, and the present-day core geotherm. The primary information available for the Earth’s core are density and velocity profiles provided by seismological observations, so it is critically important to experimentally determine the elastic properties of iron alloys under P-T conditions of planetary cores.

Carbon is often cited as a potential light element alloyed with iron in the Earth’s core because of its chemical affinity with the metallic phase and high cosmochemical abundance. Indeed, it is commonly found in carbonaceous chondrites and iron meteorites. Carbon easily dissolves in liquid Fe over a wide pressure range from ambient to high pressures (Lord et al., 2009; Nakajima et al., 2009), and it strongly partitions into the liquid metallic phase, compared to silicate melts, at P-T conditions relevant to core formation (Chi et al., 2014; Dasgupta & Walker, 2008). Recent experimental measurements and theoretical calculations on the elastic properties of Fe7C3 put ahead the idea that a C-rich solid inner core could reasonably explain the seismological observations of density, sound velocity, and Poisson’s ratio (Chen et al., 2014; Mookherjee, 2011; Nakajima et al., 2011; Prescher et al., 2015). Based on the Fe-C phase diagram at high pressure, the Fe7C3 phase could solidify at the inner-outer core boundary if the liquid core contains more than 2 wt % carbon (Fei & Brosh, 2014; Liu et al., 2016). A model where Fe7C3 is a candidate component of the inner core requires a careful evaluation in light of the total carbon content of the Earth’s core.

In the present study, we report new experimental data on the structure and density of liquid Fe-C at extreme conditions, increasing the pressure range of density measurements by 1 order of magnitude. In addition, the
pressure-induced variation of the local structure of the liquid alloy is studied and the compression mechanism is described.

2. Materials and Methods

2.1. High-Pressure Experiments

Experiments to collect diffuse X-ray scattering of liquid Fe-C alloys were performed in situ at high pressures and temperatures by angle dispersive X-ray diffraction measurements in the Paris-Edinburgh press (PEP) below 10 GPa and the double-sided laser-heated diamond anvil cell (LH-DAC) above 40 GPa (Beamline ID27 of the European Synchrotron Radiation Facility (ESRF) in Grenoble, France (Mezouar et al., 2005)). For the LH-DAC experiments, starting materials with initial composition of Fe + 1.5 wt % C (6.6 at % C) were synthesized by an ultrarapid quench method at the Institut de Chimie et des Matériaux de Paris-Est (ICMPE), Paris, France (Morard et al., 2017), whereas for the PEP experiments the starting material was composed of a mixture of pure Fe (Alfa Aesar, 99.9%) and graphite powders.

2.1.1. Paris-Edinburgh Press Experiments

Large-volume experiments were carried out using a VX5 type PEP (Besson et al., 1992; Klotz et al., 2005). This press has a large opening angle along the equatorial plane. The very high brilliance X-ray beam delivered by two in vacuum undulators was collimated down to a cross section of $50 \times 50 \mu m$ (typical values). The X-ray wavelength was fixed to $\lambda = 0.24678 \, \text{Å}$ (Gadolinium K-edge) using a Si(111) channel cut monochromator. A multichannel collimator (Mezouar et al., 2002; Morard, Mezouar, et al., 2011) was used to suppress the X-ray background coming from the sample environment. The diffracted X-rays were collected using a MAR345 imaging plate system (marXperts GmbH, Nodersted, Germany). The sample detector distance was calibrated with a LaB$_6$ standard, and the diffraction images were treated and integrated using the Fit2D software (Hammersley et al., 1996).

The high-pressure chamber consisted of two opposed tungsten carbide anvils that have quasi-conical hollows. We used 7 mm boron epoxy gaskets with a classical cell assembly consisting of a graphite cylinder furnace and an MgO capsule acting as both pressure medium and electrical insulator (Mezouar et al., 1999). Pressure was calibrated using the equation of state (EoS) of MgO (Utsumi et al., 1998). The temperature was determined from the measured electrical power using a previously established calibration curve (Morard, Mezouar, et al., 2007). As discussed in a previous paper (Morard, Sanloup, et al., 2007), metrological uncertainties are the following: 170 K in temperature and 0.6 GPa in pressure.

2.1.2. Laser-Heated Diamond Anvil Cell Experiments

LH-DAC experiments were carried out with Le Toullec-type diamond anvil cells equipped with 250 $\mu m$ diameter flat culets diamonds. Diamonds with conical supports (Boehler & De Hantssetters, 2004) were used in order to collect X-ray diffraction over a wide 2$\theta$ angle (70$^\circ$). Flakes of the Fe + 1.5 wt % C with a thickness of $\sim 10 \, \mu m$ and a diameter of $\sim 50 \, \mu m$ were loaded between two dry KCl layers in 120 $\mu m$ diameter holes drilled in preindented rhenium gaskets. KCl acts as a soft pressure medium at high temperature, ensuring good hydrostatic conditions, with the further advantage of being chemically inert with respect to the iron alloy sample (no reaction has been observed from the analysis of the diffraction patterns of quenched samples). The KCl medium also provides a leak-proof container for liquid metal, which enables the collection of a strong diffuse scattering signal.

Samples were heated on both sides by two continuous fiber YAG lasers (TEM 00) providing a maximum total power of 200 W. Temperatures were obtained by the spectroradiometric method, using reflective collecting optics (Schultz et al., 2005). Laser spots were more than 20 $\mu m$ in diameter. Temperature was measured at the center of the hot spot by analyzing the pyrometric signal emitted by a $2 \times 2 \, \mu m^2$ area. The input power of the two lasers was tuned so as to obtain temperature on both sample sides within less than 100 K differences.

Typical exposure times for diffuse scattering measurements were between 5 and 10 s. Temperature uncertainties are essentially related to radial and axial temperature gradients. Considering the $>20 \, \mu m$ diameter laser spot and the $4 \, \mu m$ diameter X-ray beam used in this study, the uncertainty in the radial direction is less than 50 K (Schultz et al., 2005). The double-sided laser heating and the controlled geometry of the assembly maintain the uncertainty in the axial direction below 100 K. We therefore assume a temperature uncertainty of $\pm 150 K$ for our experiments (Morard, Andrault, et al., 2011).
Pressure was determined using the thermal equation of state of KCl (Dewaele et al., 2012). Following Campbell et al. (2009), the temperature of the KCl is assumed to be the average between the temperature of the diamond culet at 300 K and the temperature measured at the sample surface (in view of the high thermal conductivity of diamond, the entire anvil is assumed to be at room temperature). Pressure uncertainties are estimated from the width of the KCl diffraction peaks (±1 GPa) and the uncertainty in the temperature measurement. The present method has been already used in our previous publication regarding the eutectic melting curve in the Fe-Fe₃C system (Morard et al., 2017).

2.2. Determination of the Chemical Composition of the Liquid Alloys

After quenching the liquid by turning off the laser, the diffuse signal was still observed, suggesting that the quenched alloy exhibited a quasi-amorphous pattern. This amorphous (or very finely grained) sample was then reheated around ~1,400 K for several minutes in order to obtain well-defined diffraction rings (Figure 1). These high-quality powder diffraction patterns show negligible preferential orientation and allowed us to perform a Rietveld analysis, in order to extract the relative proportions of the resulting assemblage Fe + Fe₃C.

Solubility of carbon in solid Fe has been estimated to be lower than 1 wt % C for pressures higher than 40 GPa (Lord et al., 2009). Yet we observe a volume increase of ~1% for solid Fe with respect to that expected according to pure Fe EoS (Dewaele et al., 2006). Assuming that C has a similar effect to that of S on solid Fe EoS, by using Fe-S solid alloy EoS (Sakai et al., 2012), we can infer a C content of ~2 at % (0.4 wt % C). In addition to the possible C solubility in solid Fe, solid Fe or Fe₃C remaining in coexistence with the liquid could affect our estimation of the C content of the liquid. However, collected diffraction patterns show only few solid peaks in

Figure 1. Three diffraction patterns recorded (a) at high temperature in the liquid state (the main diffraction rings still present are from the KCl pressure medium), (b) after quenching by cutting the power to the lasers, and (c) after reheating the sample at 1,380 K (Table 1), well below the melting point of ~2,200 K at 41 GPa (Liu et al., 2016; Morard et al., 2017). (d) Integrated diffraction patterns from the diffraction patterns shown above and (e) Rietveld analysis of the reheated diffraction pattern. This analysis is used to define the liquid composition, with the assumption of no carbon solubility in solid Fe.
equilibrium with the liquid (Figure 1), likely accounting for less than 1 at %.

The final source of the uncertainty in the estimation is related to the quality of the Rietveld analysis and potential preferred orientation (between 1 and 3 at % depending on the diffraction pattern). Overall, we estimate an error bar of ±4 at % C on the reported C content of the studied liquid (Table 1).

For samples recovered from PEP experiments, the carbon contents in quenched liquid were also determined using electron probe microanalyses (EPMA) at Centre Camparis, UPMC, Paris. We used a Cameca SX100 wavelength dispersive spectrometer (WDS) operating at 15 kV and 40 nA for a counting time of 20 s on peak and 10 s on background (Table 1). A synthesized Fe$_3$C sample was used as a standard for the carbon analysis. Our recovered samples show fine dendritic textures of Fe and Fe$_3$C; we therefore used a defocused beam of ~20 μm to average the compositions of the quenched liquid.

### 2.3. Analysis of Diffuse Scattering Signal

X-ray diffuse scattering from a liquid sample could be analyzed in order to extract local structure of the liquid and has been also recently investigated to extract liquid density under high pressure (Eggert et al., 2002). More details regarding the methodology to extract density from liquid iron alloys diffuse signal under high pressures can be seen in the following articles: (Morard et al., 2013; Morard, Garbarino, et al., 2014).

Diffuse scattering patterns were acquired at ~500 K above the Fe-C eutectic melting point. The intensity of the diffuse scattering signal was observed to rise with increasing temperature above the melting point, as a direct consequence of the increased amount of liquid in the probed volume. Once the sample is fully molten, the typical exposure time required for collecting a good diffuse scattering signal is 10 s. Background signal is extracted from solid diffraction signal collected below the melting temperature (Figure 2a). Subtraction of background signal and normalization of X-ray diffraction patterns, following previously developed method (Morard, Garbarino, et al., 2014) is giving us access to the liquid structure factor $S(Q)$ (Figure 2b). Then, after a Fourier transform analysis of the $S(Q)$, the radial distribution function $g(r)$ could be obtained.

Density is extracted following the minimization of the oscillation in the short distance of the radial distribution function $g(r)$ (Eggert et al., 2002). This minimization procedure is stopped after five iterations, as convergence is reached (Figure 3). It allows to determine the liquid density while removing long-wavelength background noise present at low $r$ region. Calculation of the position of minimal distance $r_{min}$ is fundamental.

### Table 1

<table>
<thead>
<tr>
<th>Sample</th>
<th>Pressure (GPa)</th>
<th>Temperature (K)</th>
<th>wt % C</th>
<th>at % C</th>
</tr>
</thead>
<tbody>
<tr>
<td>FeC$_7$–49</td>
<td>41.1 ± 1</td>
<td>1,380 ± 150</td>
<td>2.57 ± 1</td>
<td>10.9 ± 4</td>
</tr>
<tr>
<td>FeC$_7$–76</td>
<td>50.4 ± 1</td>
<td>1,600 ± 150</td>
<td>2.88 ± 1</td>
<td>12.1 ± 4</td>
</tr>
<tr>
<td>FeC$_7$–101</td>
<td>57.3 ± 1</td>
<td>1,630 ± 150</td>
<td>2.54 ± 1</td>
<td>10.8 ± 4</td>
</tr>
<tr>
<td>FeC$_5$–89</td>
<td>40.3 ± 1</td>
<td>1,480 ± 150</td>
<td>3.01 ± 1</td>
<td>12.6 ± 4</td>
</tr>
<tr>
<td>FeC$_{15}$</td>
<td>-</td>
<td>-</td>
<td>1.52 ± 0.3</td>
<td>6.6 ± 1.5</td>
</tr>
</tbody>
</table>

*Note: P-T conditions of reheated samples are also indicated. Example for the diffraction spectra is shown in Figure 1.*
The convergence is well achieved after five steps of iterations.

The local minimum for $r_{\text{min}}$ for Fe-C liquid alloy measured in a LH-DAC experiment. The error bar at each point is related to the figure of merit $\chi^2$ determining the validity of the density calculation (see Morard, Garbarino, et al., 2014 for more details). In the present data set, the estimated error bar is of $\pm 3$ atoms/nm$^3$ for the atomic density, corresponding to $\pm 250$ kg/m$^3$ for the mass density of the present Fe-C liquids.

### 3. Results and Discussion

Structure and density of liquid Fe-C alloys were measured in the PEP at 6 GPa and 2,000 K and in the LH-DAC DAC between 41 and 58 GPa at 2,800–3,200 K (Table 2). The shape of $g(r)$ is characterized by three peaks located at approximately 2.5 nm, 4.5 nm, and 6.5 nm and corresponding to the distance of the first through third coordination spheres (CS), respectively. Our results agree quite well with previous lower-pressure measurements on Fe-C liquid alloys at 6 GPa and 1,600 K (Shibazaki et al., 2015) (Figure 6a). The overall structure shows a global contraction with increasing pressure of all the coordination spheres (CS) (i.e., shifting to smaller $r$ for the three peaks) (Figure 6a). Qualitatively, the reduction is more pronounced for the first CS than for the second and third CSs, as evident when comparing the $g(r)$ obtained at 6 GPa shifted by 0.15 nm with the $g(r)$ obtained at higher pressures (Figure 6b). These data suggest a nonuniform compression of the liquid at the local scale, with the first CS being more compressible than the rest of the structure. There could be a potential relation between solid structure corresponding to the liquid and, therefore, with the difference in compressibility observed for $a$, $b$, and $c$ axes in solid Fe$_3$C (Li et al., 2002). More investigation is required in order to identify the actual compression mechanisms driving the local structure of liquid iron alloys at high pressure.

In our study, density measurements have been systematically performed several hundred kelvins above the liquidus temperature over a wide pressure range (from 6 to 58 GPa). This is directly reflected into a wide range of experimental temperatures (from 2,000 to 3,200 K). Other studies on density of liquid Fe-C alloys (Shimoyama et al., 2013; Terasaki et al., 2010) have been performed using large-volume presses at significantly lower temperatures compared to the present LH-DAC data set. The easiest way to directly compare data sets spanning a wide $P$-$T$ range is to reduce them along an isotherm. This can be done by using the coefficient of thermal expansion of pure molten Fe that was established recently (Assael et al., 2006) and that has already been used for extrapolations to 3,000 K (Shimoyama et al., 2013; Terasaki et al,

---

**Figure 3.** Structure factors $S(Q)$ at different steps of the iterative procedure. The convergence is well achieved after five steps of iterations.

**Figure 4.** Calculated atomic density as a function of the minimal distance $r_{\text{min}}$ for Fe-C liquid alloy measured in a LH-DAC experiment. The error bar at each point is related to the figure of merit $\chi^2$ determining the validity of the density calculation (see Morard, Garbarino, et al., 2014 for more details). The evaluation of the error bar on the density value is based on different parameters such as the $Q$ range of the data, the minimal distance of the first coordination sphere, and the self-absorption from the sample (see Morard, Garbarino, et al., 2014 and Morard, Andrault, et al., 2014 for more details). In the present data set, the estimated error bar is of $\pm 3$ atoms/nm$^3$ for the atomic density, corresponding to $\pm 250$ kg/m$^3$ for the mass density of the present Fe-C liquids.

---

**Figure 5.** Calculated density from Fe-C liquid alloy measured by a LH-DAC experiment (see inset). The $x$-axis represents the $r$ range of the data, the minimal distance of the first coordination sphere but does not affect $\chi^2$ determining the validity of the density calculation (see Morard, Garbarino, et al., 2014). More details of the data analysis procedure can be found in Morard, Garbarino, et al. (2014).

In order to compare our PEP and LH-DAC experiments, we numerically investigated the effects on the final results of different cutoff in the measured $Q$ ranges (respectively 100 and 70 nm$^{-1}$). Reducing the $Q$ range of the PEP diffuse scattering signal to that of LH-DAC experiments lowers the calculated density by less than 2 atoms/nm$^3$ (with respect to the initial value of 80.5 atoms nm$^3$), broadens the signal, and reduces the intensity of the first coordination sphere (CS) but does not affect the position of its maximum (Figure 5).

The evaluation of the error bar on the density value is based on different parameters such as the $Q$ range of the data, the minimal distance of the first coordination sphere, and the self-absorption from the sample (see Morard, Garbarino, et al., 2014 and Morard, Andrault, et al., 2014 for more details). In the present data set, the estimated error bar is of $\pm 3$ atoms/nm$^3$ for the atomic density, corresponding to $\pm 250$ kg/m$^3$ for the mass density of the present Fe-C liquids.

---

**Figure 6a.** Calculated density from Fe-C liquid alloy measured by a LH-DAC experiment (see inset). The $x$-axis represents the $r$ range of the data, the minimal distance of the first coordination sphere but does not affect $\chi^2$ determining the validity of the density calculation (see Morard, Garbarino, et al., 2014). More details of the data analysis procedure can be found in Morard, Garbarino, et al. (2014).

In order to compare our PEP and LH-DAC experiments, we numerically investigated the effects on the final results of different cutoff in the measured $Q$ ranges (respectively 100 and 70 nm$^{-1}$). Reducing the $Q$ range of the PEP diffuse scattering signal to that of LH-DAC experiments lowers the calculated density by less than 2 atoms/nm$^3$ (with respect to the initial value of 80.5 atoms nm$^3$), broadens the signal, and reduces the intensity of the first coordination sphere (CS) but does not affect the position of its maximum (Figure 5).

The evaluation of the error bar on the density value is based on different parameters such as the $Q$ range of the data, the minimal distance of the first coordination sphere, and the self-absorption from the sample (see Morard, Garbarino, et al., 2014 and Morard, Andrault, et al., 2014 for more details). In the present data set, the estimated error bar is of $\pm 3$ atoms/nm$^3$ for the atomic density, corresponding to $\pm 250$ kg/m$^3$ for the mass density of the present Fe-C liquids.
We preferred using the value of pure molten Fe \( (d\rho/dT = 9.26 \text{ kg m}^{-3} \text{ K}^{-1}) \) rather than the measurements made on liquid Fe-C alloys \( (d\rho/dT = 5.66 \text{ kg m}^{-3} \text{ K}^{-1}) \) (Jimbo & Cramb, 1993), because (i) such a Fe-C data set spans over a limited temperature range (300 K instead of 700 K) and (ii) large discrepancies exist between the literature studies regarding the thermal expansion of liquid Fe-C alloys, even at ambient pressure (Jimbo & Cramb, 1993, and references therein).

We assumed that \( \alpha K_T \) was constant for the Fe-C alloy over the studied pressure range, where \( \alpha \) is the thermal expansion coefficient and \( K_T \) is the isothermal bulk modulus at a temperature \( T \). This classical assumption is verified for liquid iron, for which \( \alpha K_T(1 \text{ bar}) = 1.08 \times 10^{-2} \) \( (K_T = 82 \text{ GPa at } 1,900 \text{ K}) \) (Hixson et al., 1990), when \( \alpha = 1.32 \times 10^{-4} \) (Assael et al., 2006)) and \( \alpha K_T = 0.95 \times 10^{-2} \) at 150 GPa and 4,000 K (Ichikawa et al., 2014). We assume that our Fe-C alloys have a similar \( \alpha K_T \) value of \( \approx 10^{-2} \). Using this value, we can collapse our density measurements, performed at different temperatures to a common 3,000 K isotherm (Table 2). Our experimental density measurements performed in the PEP then fall into relative agreement with previously published results (Shimoyama et al., 2013; Terasaki et al., 2010) (Figure 7). This also allows our data set to be

![Figure 5](image)

**Figure 5.** Effects on the obtained \( g(r) \) from the modification of the \( Q \) ranges to 100 nm\(^{-1} \) in black and to 70 nm\(^{-1} \) in red. The peak positions are not affected, but their respective height and width are modified.

### Table 2

<table>
<thead>
<tr>
<th>Pressure (GPa)</th>
<th>Temperature (K)</th>
<th>Carbon content (at %)</th>
<th>Density (kg/m³)</th>
<th>Density corrected at 3,000 K (kg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FeC_7–49</td>
<td>42.4 ± 1</td>
<td>3,200 ± 150</td>
<td>10.9 ± 4</td>
<td>7,880 ± 250</td>
</tr>
<tr>
<td>FeC_7–76</td>
<td>50.8 ± 1</td>
<td>3,100 ± 150</td>
<td>12.1 ± 4</td>
<td>8,140 ± 250</td>
</tr>
<tr>
<td>FeC_7–101</td>
<td>57.7 ± 1</td>
<td>3,160 ± 150</td>
<td>10.8 ± 4</td>
<td>8,320 ± 250</td>
</tr>
<tr>
<td>FeCS–89</td>
<td>41.2 ± 1</td>
<td>2,830 ± 150</td>
<td>12.6 ± 4</td>
<td>7,860 ± 250</td>
</tr>
<tr>
<td>FeC_15</td>
<td>6 ± 0.5</td>
<td>2,000 ± 100</td>
<td>6.6 ± 1.5</td>
<td>7,220 ± 250</td>
</tr>
</tbody>
</table>

Note: Density has been extracted from the diffuse scattering of the liquid following previously established method (Morard, Garbarino, et al., 2014).
fitted to an isothermal compression curve, using a third-order Birch-Murnaghan EoS (Figure 7). The fit is anchored to an ambient pressure density at 3,000 K of $\rho_{3000K} = 6,000 \text{ kg/m}^3$, based on a combination of metallurgical data sets (Assael et al., 2006; Jimbo & Cramb, 1993). We fitted our data set using two different values for the pressure derivative of the bulk modulus ($K_0$), $K_0 = 4$ and $K_0 = 6$, leading to different values of the bulk modulus at 1 bar ($K_T = 3000K,0 = 89 \text{ GPa}$ for $K_0 = 4$ and $K_T = 3000K,0 = 65 \text{ GPa}$ for $K_0 = 6$).

At ambient pressure, carbon does not seem to significantly affect the density of liquid Fe: the change of liquid Fe density with either 6 at% C or 12 at% C has been reported to be less than 100 kg/m$^3$ (Jimbo & Cramb, 1993).

Figure 6. (a) Liquid structure of Fe-C alloys as a function of pressure. The PEP experiment at 6 GPa has been calculated using the same Q range (up to 7 Å$^{-1}$) as is available from the LH-DAC experiments. The position of the first two CSs at 6 GPa from a previous publication (Shibazaki et al., 2015) is indicated by the dashed vertical lines, which are in good agreement with our results. To better highlight the compression mechanism, we also show the $g(r)$ obtained at 6 GPa shifted by 0.15 nm (dashed curve), so as to have the position of the first maximum overlapping those of higher pressure results. (b) Comparison between low-pressure (6 GPa) liquid structure, shifted by 0.15 nm, and higher-pressure liquid structure. This evidences a differential compression behavior between the different coodination spheres.

Figure 7. (left) Density of liquid Fe-C alloys as a function of pressure determined here (Table 1), corrected to 3,000 K (see text for details). Two EoS models with different $K'$ and $K_0$ have been used to extrapolate the density of the Fe-C alloy to the CMB pressure. For comparison, the low-pressure densities (Shimoyama et al., 2013; Terasaki et al., 2010) have been corrected to fall on the same 3,000 K isotherm using the coefficient of thermal expansion for pure liquid Fe (Assael et al., 2006). The density of the Earth’s core at the CMB from the PREM model is indicated as a star symbol. (inset) Zoom over the lower-pressure range. (right) Expanded view around the CMB pressure showing our extrapolated EoS and the comparison with previous studies (Badro et al., 2014; Ichikawa et al., 2014; Nakajima et al., 2015).
1993), which is small relative to the uncertainties. Such behavior seems valid up to 3 GPa (Shimoyama et al., 2016). The present results are in reasonable agreement with previous density measurements on liquid Fe-C alloys with 14 at % C (3.5 wt %) (Shimoyama et al., 2013) and 25 at % C (Fe₃C) (Terasaki et al., 2010) as measured by X-ray absorption imaging (Figure 7, left). Structural changes observed in liquid Fe-C alloys (Shibazaki et al., 2015) may imply some discontinuity in density evolution as observed by Shimoyama et al. (2013). A closer look to the low-pressure range (Figure 7, left, inset) shows that our density data point do not support such strong density shift, although this cannot be excluded within our error bars.

Extrapolation to higher pressures of our density measurements are quite close to density calculated from sound velocity measurements on liquid Fe-C alloys in LH-DAC (Nakajima et al., 2015) and fall somewhat below the values obtained by molecular dynamics simulations (Badro et al., 2014) (Figure 7, right). However, in view of the relatively large extrapolation from our highest pressure point (58 GPa) to the core-mantle boundary (CMB) pressure (136 GPa), we can consider these two data sets in overall agreement with our experimental results. However, it should be noted that our previous density measurements on Fe-S and Fe-Si alloys (Morard et al., 2013) were also systematically lower than ab initio calculations (Badro et al., 2014).

The density measurements presented here can be used to discuss the carbon content of the Earth’s core. In particular, we can propose an upper bound under the hypothesis in which carbon is the sole light element in the outer core. The density of pure Fe at the CMB is taken from recent ab initio calculations (Badro et al., 2014; Ichikawa et al., 2014). Here we assume a linear dependence of density on C content in the 0–15 at %, as suggested by ab initio calculations (Badro et al., 2014). However, it should be noticed that this approximation may not be strictly correct on thermodynamic basis and therefore cannot be extrapolated over a large compositional range. Assuming this linear relation for density as a function of C content between our measurements (~12 at % C) and calculations on pure Fe, we found a density reduction at 136 GPa and 3,000 K between ~60 and ~110 kg/m³/at % C (Figure 8). This effect is larger than that observed at ambient pressure (17 kg/m³/at % C) (Jimbo & Cramb, 1993). The augmented density reduction suggests that carbon inclusion increases the bulk modulus of liquid iron, supporting similar observations by sound velocity measurements for liquid Fe-C alloys (Nakajima et al., 2015).

Next, we assume a CMB temperature in the range of 3,500–4,500 K that accounts for the absence of extended mantle melting at the CMB (Andrault et al., 2014; Fiquet et al., 2010; Pradhan et al., 2015). In this case, the carbon content required to explain the density deficit is between 16 at % C (3.6 wt % C) and 8 at % C (1.8 wt % C) (Figure 8). However, this solution seems not acceptable. Indeed, according to sound velocity measurements...
measurements on liquid Fe-C alloys (Nakajima et al., 2015), an alloy with such a high carbon content would have a velocity much higher than seismological observations; that is, carbon increases sound velocity and PREM values are expected to be attained for an alloy with ~5 at % C (0.9 wt % C) (Nakajima et al., 2015). Our conclusions thus support those of recent calculations on solid Fe-C alloys (Caracas, 2015) on the point that carbon cannot be considered the only light element in the core.

4. Conclusions

Structure and density of liquid Fe-C alloys have been measured up to 58 GPa and 3,200 K by in situ X-ray diffraction. Pressure-induced structural changes evidence a nonuniform compression for the first three coordination shells, with a higher compression rate for the first than for the second or the third. Density of liquid Fe-C alloys (~12 at % C) has been determined up to the highest pressure so far, increasing the pressure range of experimental measurements by 1 order of magnitude. Obtained data are in relatively good agreement with previously published low-pressure results and can be fit with a third-order Birch-Murnaghan equation of state. The Extrapolation with the EoS to CMB pressure and temperature conditions suggests that 8–16 at % C (1.8–3.7 wt % C) would be necessary to explain the outer core density if carbon is the only light element in the core. However, a liquid alloy with such a high carbon content is expected to have a velocity much higher than that of the outer core (Nakajima et al., 2015).

We also notice that classic estimations of carbon content in the Earth’s core based on geochemical and cosmochemical arguments limit carbon to ~0.2 wt % (McDonough, 2003) up to ~1 wt % (Wood et al., 2013). A hypothetical model with an Earth’s outer core containing 1.8–3.7 wt % C and an associated inner core made of Fe7C3 (Prescher et al., 2015) would call for a drastic revision of the estimated carbon budget of the Earth and is incompatible with the current understanding of Earth’s accretion and differentiation processes. We can then conclude that it is unlikely that carbon is the only light element in the core and that the presence of other light elements (e.g., O, Si, H, and S) is required.


