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Abstract

Current national seismic hazard models neglect time-dependent hazard due to triggered earthquakes, although these can certainly generate damaging ground motions. To understand the relative importance of aftershock hazard and risk in the context of a mega-thrust subduction-zone earthquake, we develop a new simulation framework for spatiotemporal seismic hazard and risk assessment of a mega-thrust earthquake and its aftershocks along the plate boundary and in the onshore continental crust. Tohoku region in the northeast Japan is considered as an example to show how the new simulation framework can be implemented to assess the spatiotemporal hazard and risk of aftershocks triggered by a M9 Tohoku-like earthquake. We generate quasi-3D synthetic aftershock catalogs using the Epidemic Type Aftershock Sequences (ETAS) model, modified to characterize aftershocks of large and anisotropic finite mainshock sources. By including the mainshock source model in the new simulation framework, the uncertainty of generating synthetic aftershock catalog is small in comparison with the observation. Therefore, should the mainshock source model is available right after the mainshock, the new simulation framework can be used for the quasi-real time hazard and risk assessments of aftershocks in different regions. For Tohoku region, we assess the relative importance of subduction-zone versus onshore-crustal aftershocks. The results show that the subduction-zone aftershocks tend to dominate hazard with peak ground velocity (PGV) < 60 cm/s (the boundary between VIII (severe) and IX (violent) of Modified Mercalli Intensity). On the other hand, onshore-crustal aftershocks control extreme hazards exceeding PGV of 60 cm/s. Moreover, on the day of the mainshock, aftershocks contribute about 23% of the onshore hazard with PGV > 60 cm/s, and the aftershock hazards remain relatively high for 4-5 days depending on different sites. From a seismic risk viewpoint, the subduction-zone and onshore-crustal aftershocks in the mega-thrust sequence affect buildings differently; both have similar potential to cause minor damage, whilst the latter tend to cause more severe damage.
Introduction

Recent great earthquakes along subduction zones have triggered numerous aftershocks over many years and regions of hundreds of kilometers. Seismicity rates are increased by orders of magnitude not just along the ruptured plate interface, but also at population centers in the overriding continental crust. Despite the obvious seismic hazard and risk to people and infrastructure, current seismic hazard models largely neglect the influence of time-dependent aftershock triggering and secondary earthquake clustering. This influence is important, however, for decision-making in post-earthquake risk management, including humanitarian relief, building tagging, inspection prioritization, retrofitting, and informing the population of residual risks (e.g., Jordan and Jones, 2010; Jordan et al., 2011).

The 2011 Tohoku earthquake sequence exemplifies this secondary hazard and risk in the onshore crust. The sequence started on March 9, 2011, with the M7.3 foreshock, followed on March 11 by the M9 mainshock, which ruptured a 530 km × 200 km fault plane (Yagi and Fukahata, 2011) between the Pacific and North American Plates in the northeast offshore region of Japan. In total, more than 200 aftershocks with depths less than 100 km and Japan Meteorological Agency (JMA) magnitude $M_j$ greater than 5.5 occurred within 100 days of the mainshock. Amongst the five $M_j \geq 7$ aftershocks, three occurred along the plate interface, one in the subducting slab, and one in the shallow continental crust on April 11. The latter ruptured the Yunodake and Itozawa faults in Fukushima Prefecture at a distance of 300 km from the epicenter of the mainshock (Fukushima et al., 2013; Toda and Tsutsumi, 2013), and the aftershock triggered its own cascade of secondary aftershocks.

While stochastic models of seismicity cascades certainly exist, their current formulations are not well suited to accurately assess the seismic hazard and risk of quakes triggered by a great mega-thrust earthquake in a subduction zone setting. First, most models of clustered seismicity are two-dimensional, which is problematic for accurate hazard calculations
for subduction zones having complex 3D geometry. Second, many models employ spatial
distributions of aftershocks that are isotropic around the mainshock epicenter, constituting a
poor representation of the aftershock zones of great subduction earthquakes. Third, models
typically neglect available scaling laws of the rupture areas of great earthquakes, even though
they constrain the aftershock zone strongly. For instance, the Epidemic Type Aftershock
Sequences (ETAS) model is widely used to forecast the spatiotemporal seismicity rate for
crustal seismicity (Kagan and Knopoff, 1987; Ogata, 1988, 1998; Lombardi and Marzocchi,
2010; Werner et al., 2011; Zhuang, 2011; Gerstenberger et al., 2014; Marzocchi et al., 2014;
Field et al., 2017a). Conventionally, an isotropic power law is used in the ETAS model. Ogata
(1998) and Zhuang et al. (2004) used a 2D Gaussian distribution to model the anisotropy of
the aftershocks. However, the spatial distribution of aftershocks may be better represented by
a power law, which decays more gradually than the Gaussian distribution in the far field (Felzer
and Brodsky, 2006). This is related to the agreement of the static stress triggering and spatial
aftershock with power-law decay (Toda et al., 2011; Hainzl et al., 2014). In this study, we
develop a new spatially anisotropic aftershock kernel that combines a simulated 2D mainshock
rupture area (from scaling laws) with a power-law beyond the rupture. This new formulation
is important because seismic hazard and risk due to triggered crustal events are sensitive to the
spatial distribution of aftershocks near the rupture boundary in the continental crust, where
buildings and other infrastructure are nearby.

The importance of aftershocks in seismic hazard has been highlighted previously. For
instance, Marzocchi and Taroni (2014) concluded that aftershocks should be included in
probabilistic seismic hazard analysis (PSHA), because only using the PSHA result from the
declustered catalog underestimated hazard rates. Approaches for including aftershocks can be
distinguished by the treatment of mainshocks: (1) long-term (years to centuries), time-
independent approaches that integrate aftershock hazard on unconditional mainshock
occurrence; (2) short-term (days to years) approaches that estimate aftershock hazard conditional on a specified mainshock source.

Several studies have implemented the former approach. For example, Toro and Silva (2001) first incorporated earthquake clustering into PSHA. They assumed an earthquake sequence could be modelled by the probabilities of unions of events exceeding a specific ground motion level and each event was assumed to be independent in time for the New Madrid Seismic Zone (NMSZ). This approach was further applied by Boyd (2012) to gridded hazard curves in San Jose, California. Boyd (2012) showed the hazard curves (PGA and Spectral Acceleration (frequency=1 Hz)) from the U.S. 2008 National Seismic Hazard Maps were increased by 10%-20% when aftershocks were included.

The latter approach requires detailed mainshock source models but would be effective for the short-term decision-makings and has been applied globally for the crustal seismicity. Yeo and Cornell (2009) developed a time-dependent aftershock probabilistic seismic hazard analysis using the modified Omori law combined with an empirical scaling relationship for rupture area (e.g., Wells and Coppersmith, 1994). Their seismicity source model did not account for secondary aftershock occurrences, thus underestimating locally concentrated seismicity and its hazard in the far field. Yaghmaei-Sabegh et al. (2017) conducted cluster-based PSHA using a temporal ETAS model. The uniform aftershock spatial distribution was considered given linear faults of M7-level earthquakes for NMSZ. The temporal ETAS model from Yaghmaei-Sabegh et al. (2017) considered multiple generations of aftershocks rather than the Modified Omori law. Iervolino et al. (2015) and Field et al. (2017b) developed operational earthquake loss forecasting in Italy and California, respectively, based on spatiotemporal ETAS earthquake clustering models of (shallow) clustered seismicity (Marzocchi et al., 2014; Field et al., 2017a). None of these studies, however, assessed the seismic effects of great mega-thrust earthquakes. It should be noted that the latter approach is useful for aftershock scenarios of
megathrust events for different regions. The source modeling is general, because it’s only
constrained by empirical scaling laws and reasonable subduction zone geometric constraints.
This study develops a new framework to conduct spatiotemporal seismic hazard and
risk assessments focusing on a M9 mega-thrust event triggering moderate-to-large aftershocks
(M ≥ 5.5) along the plate interface and in the continental crust. We investigate the importance
of the aftershock sequence in terms of ground motion intensity and seismic fragility. Our target
region is northeast Japan to demonstrate how the new framework can be applied in a subduction
zone. The novelties of this study are twofold. First, we employ the ETAS model (Ogata and
Zhuang, 2006; Zhuang, 2011; Seif et al., 2017) to model aftershock cascades of a M9 mega-
thrust earthquake. Second, we model the spatial distribution of major aftershocks with an
appropriate anisotropic power-law kernel, a mainshock rupture zone constrained by empirical
length-width scaling laws, and the empirical depth profile. The limitation of the new simulation
framework is that to reduce the uncertainty of the synthetic aftershock catalog, the mainshock
source parameters are necessary. Therefore, the new simulation framework is applicable for
quasi-real time hazard assessment immediately after the mainshock source model is available.
Otherwise, different mainshock rupture scenarios should be considered for the region without
observation. The objectives of this paper are: 1) to develop a tool by convolving the ETAS
model, ground motion prediction equation (GMPE), and seismic fragility model to enable more
risk-informed decision-making in post-earthquake situations of mega-thrust events, 2) to show
the new framework could capture the M9 observed megathrust earthquake sequence in Japan,
and 3) to conduct seismic hazard and risk analyses at different onshore sites for Japan using
the new simulation framework.
Since northeast Japan is the target region, specific catalogs are selected for different purposes. (1) To estimate parameters of the ETAS model, we use the JMA catalog (see the Data and Resources section). (2) To consider the uncertainty of the source parameters of the 2011 Tohoku mainshock, we use the locations from the ANSS (Advanced National Seismic System), global Centroid Moment Tensor (gCMT), International Seismological Center (ISC), and JMA (see the Data and Resources section). (3) To model the 3D rupture areas of the large aftershocks, we use depths of past events from the JMA catalog, the slab model of the Japan Trench from Hayes et al. (2012), and focal mechanisms from the gCMT catalog. (4) To show the comparison between simulated peak ground velocity (PGV) and observed PGV, the ground motion data are taken from Goda et al. (2015). The ground motion records in this study are from the K-NET, KiK-net (National research Institute for Earth science and Disaster resilience), and SK-net (Earthquake Research Institute) (see the Data and Resources section). The selected strong motion stations with near-surface ground information, the distances to the target sites, and the available number of records are summarized in Table 1.

Overview of Framework

The framework for spatiotemporal seismic hazard and risk assessment due to a mega-thrust subduction earthquake sequence consists of a seismicity model, seismic hazard analysis, and seismic risk analysis, and is illustrated in Figure 1. Although the target region is northeast Japan in this study, the framework is applicable to other subduction zones (e.g., Indonesia and Chile). We adopt the spatiotemporal ETAS model as the seismicity source model; this constitutes the key technical element in the framework. The parameters of the ETAS model are estimated from earthquake catalogs. The calibrated ETAS model generates realistic synthetic mainshock-aftershock sequences that capture observed aftershock rates in space and time.
Additional features including rupture dimensions, depths, earthquake types, and focal mechanisms are assigned in the synthetic catalogs.

In addition, earthquakes with the same magnitude can have different ground motion characteristics in terms of duration and frequency content. Building damage assessments are sensitive to these characteristics. For this reason, we use a GMPE developed for subduction earthquakes and crustal earthquakes to calculate their specific ranges of seismic intensities. In our study, ‘crustal earthquakes’ refer to the onshore-crustal events with depths less than 30 km in the continental crust, and ‘subduction earthquakes’ refer to the subduction-zone events that take place on (near) the subduction plate interface. Next, we integrate the space-time aftershock rate of the ETAS model with the GMPE to assess the time-dependent seismic hazard at multiple sites in terms of daily rates of seismic intensity exceeding a certain threshold.

Different comparisons of the observed and synthetic catalogs can be carried out. For example, we compare the daily exceedance rates of observed and simulated ground motions, and we assess the relative importance of crustal and subduction earthquakes in terms of ground motions. In addition, we compare the time-dependent hazard rates with the long-term hazard rates in the target region to assess the importance of the triggered aftershocks.

Seismic risk analysis evaluates the probabilities of occurrence of consequences in building damage and loss given a major event or sequence (McGuire, 2004). Seismic risk analysis is useful for decision-making in the short- and long-term. A viable approach to assessing seismic risk from seismic hazard is using fragility curves, which we employ here to show how the spatiotemporal hazard can be accommodated in the seismic risk analysis.

In the following, we first describe the new generic framework including parameter estimation and catalog simulations of the ETAS model in the Spatiotemporal ETAS Model section. Then we consider northeast Japan as the target region and present the procedures and
results of the seismicity model, hazard analysis, and risk analysis for M9 earthquake sequences offshore Japan.

**Spatiotemporal ETAS Model**

*ETAS model*

The total seismic rate \( \lambda(t, x, y|H_t) \) of the spatiotemporal ETAS model consists of a background rate \( \mu(x, y) \) and a triggering rate \( g(t - t_j, x - x_j, y - y_j; M_j) \) at time \( t \) and location \( (x, y) \) (Zhuang, 2011; Seif et al., 2017), and can be expressed as follows:

\[
\lambda(t, x, y|H_t) = \mu(x, y) + \sum_{j:t_j<t} g(t - t_j, x - x_j, y - y_j; M_j)
\]

(1)

where \( H_t \) represents the historical seismicity up to time \( t (H_t = \{x_j, y_j, t_j, M_j; t_j<t\}) \). The triggering function \( g(t, x, y; M) \) includes the productivity \( (K_0 e^{\alpha(M - M_{cut})}) \), the normalized modified Omori law \( v(t) \), and a spatial distribution \( f(x, y|M) \) of seismic events:

\[
g(t, x, y; M) = K_0 e^{\alpha(M - M_{cut})} \cdot v(t) \cdot f(x, y|M)
\]

(2)

where \( M_{cut} \) is the cut-off magnitude to select earthquakes larger than \( M_{cut} \). \( K_0 \) (event/day) and \( \alpha \) (magnitude\(^{-1}\)) are the productivity parameters. \( \alpha \) determines how the triggering productivity of an earthquake increases with magnitude, whereas \( K_0 \) measures the intensity of aftershock generation, defining the number of triggered events above \( M_{cut} \).

The temporal distribution is the normalized modified Omori law:

\[
v(t) = c^{p-1}(t + c)^{-p}(p - 1)
\]

(3)

where \( c \) (day) and \( p \) are parameters. \( c \) is applied to eliminate a singularity at \( t = 0 \) and affected by the number of events in the catalog during the early phase of the aftershock process (Seif et al., 2017). The \( p \)-value is associated with the decay rate of aftershocks in time; the decay rate increases with the \( p \)-value.

The spatial distribution of triggered events is defined by:
\[ f(x, y|M) = \frac{(q-1)}{\pi(x^2+y^2+d e^{y(M-M_{cut})})} \left(1 + \frac{x^2+y^2}{d e^{y(M-M_{cut})}}\right)^{-q} \] (4)

where \(d\) (km\(^2\)), \(q\), and \(\gamma\) (magnitude\(^{-1}\)) are parameters. \(d e^{y(M-M_{cut})}\) is a measure of the source dimension and scales the spatial aftershock footprint, whereas \(q\) describes the spatial decay of aftershocks.

**ETAS parameter estimation**

The ETAS parameters are estimated by using the maximum likelihood estimation (MLE) method (Zhuang, 2011; Seif et al., 2017). To estimate the parameters of the ETAS model reliably, the input earthquake catalog needs to be complete and homogeneous over an appropriate target window. The target window is a specific range of space, time, and magnitude to filter seismic events. However, some events outside the target window may trigger seismic events in the target window. Therefore, an auxiliary window is often introduced to reduce the bias, which is larger than the target window, and the combination of the auxiliary and target windows is referred to as data window (Wang et al., 2010).

The log-likelihood function can be expressed as:

\[
\log L = \sum_{i=1}^{n} \log \left(\lambda(t_i, x_i, y_i; H_{t_i})\right) - \int_0^T \int_S^T \lambda(t, x, y) dt dx dy
\] (5)

where \(n\) is the number of events in the target window, and \(S\) and \(T\) are the spatial and temporal ranges of the target window.

**ETAS simulation**

The conventional ETAS model distributes aftershocks isotropically around a mainshock epicenter, which is more applicable to \(M_7\)-class earthquake sequences, and less to \(M_8-9\) megathrust subduction events. For example, according to Ogata and Zhuang (2006), the performances of the isotropic and anisotropic spatial distributions are similar for the offshore Tohoku region from 1926 to 1995 with a maximum \(M_j = 7.9\) in the historical catalog. In addition, recent empirical scaling laws by Thingbaijam et al. (2017) indicate that differences
between fault width and fault length of subduction-interface events are indistinguishable when $M < 7.5$. When the magnitude exceeds $M > 8$, however, the fault length is generally greater than the fault width.

We modify the ETAS simulation approach of Seif et al. (2017) to capture the spatial distribution of aftershocks of a $M=9$ Tohoku-like subduction-zone earthquake. We divide the first generation of aftershocks into two groups: the first group occurs in the mainshock rupture area, while the second group obeys a power-law decay with distance beyond the rupture area. Subsequent generations of triggered events follow the isotropic power law in Equation (4) to mimic isotropic secondary clustering. The proportions of the aftershocks inside and outside of the rupture area are determined based on the observed spatial distribution of aftershocks (e.g., the 2010 Maule earthquake sequence and the 2011 Tohoku earthquake sequence). We simulate variations in the mainshock rupture area and geometry to account for their uncertainty in future mega-thrust earthquakes. The 2D mainshock rupture area is obtained from sampled rupture lengths and widths constrained by empirical relationships. Strike and dip angles are based on different focal mechanism solutions (e.g., from gCMT and the U.S Geological Survey) of the same historical $M=9$ event in the target region.

The first-generation aftershocks inside and outside the rupture area are distributed using a 2D uniform distribution and power law kernels (Vere-Jones, 1992; Woo, 1996), respectively. The 2D uniform distribution implies that any location inside the rupture area is equally ready for an aftershock. After several attempts of approximating Tohoku’s anisotropic spatial distribution with a single kernel (e.g. anisotropic Gaussians with various variance scaling functions), we found that this combination can capture the observed characteristics much better. Other attempts, i.e. the 2D Gaussian and anisotropic kernel distributions, are provided in Appendix 1. Several authors (Das and Henry, 2003; Asano et al., 2011; Rietbrock et al., 2012) inferred relations between slip and aftershocks, but they are not yet ready for
implementation because (i) a slip model forecast is required, (ii) the relations are currently qualitative and occasionally debatable, and (iii) the relations do not usually apply to off-fault aftershocks. Although aftershocks within the rupture area of mega-thrust earthquakes are not usually distributed uniformly, the observed clustering appears well approximated by secondary aftershocks that cluster around the first generation of uniformly distributed aftershocks.

To be consistent with the empirically-supported power-law decay in the far field (Felzer and Brodsky, 2006; Toda et al., 2011; Hainzl et al., 2014), we developed a power-law component with distance from the rupture area. To this end, we modeled seismicity decay perpendicularly to the four edges of the rectangle using the 1D power law, and seismicity decay in the four corners of the rectangle as quarter circles of a 2D power law. The 1D power law is given by:

\[ k_{1d}(x_{1d}, y_{1d}) = \text{Beta}(q - 0.5, 0.5)^{-1} h^{-1} (1 + \frac{x_{1d}^2 + y_{1d}^2}{h^2})^{-q} \]  

while the 2D power law is described by:

\[ k_{2d}(x_{2d}, y_{2d}) = \frac{q^{-1}}{\pi h^2} (1 + \frac{x_{2d}^2 + y_{2d}^2}{h^2})^{-q} \]  

where \( q \) is the power-law exponent, \( h \) (km) is the kernel bandwidth, and \( \text{Beta}(\cdot) \) is the beta function. An example of the resulting spatial probability density function (PDF) of (first-generation) aftershocks of a mainshock rupture with 500 km length and 300 km width is displayed in Figure 2. \( x_{1d}, y_{1d}, x_{2d}, \) and \( y_{2d} \) are the locations of aftershocks outside the rupture area with \( \pm \frac{500}{2} \) km in \( x \) (rupture length) and \( \pm \frac{300}{2} \) km in \( y \) (rupture width). We assign the exponent \( q \) of the power laws the same value as the exponent of the isotropic decay in Equation (4). Therefore, the decay rates of the anisotropic and isotropic spatial aftershock distributions are identical in the far field.
The outputs of the ETAS simulations are the synthetic catalogs including occurred times, locations of epicenters, and magnitudes of the events. As indicated in the Overview of section, we assign additional features including the depth, earthquake type, and focal mechanism to each simulated earthquake. This is described in detail next.

Depths for earthquakes with $M < 8$ are sampled from empirical cumulative distribution functions (ECDFs) of depth that are obtained based on an instrumental catalog. We divide the target window into sub-regions with 10 km width from the trench line to the continental crust to estimate the ECDFs of depth in each sub-region. Past earthquakes $M \geq 5$ are used. The events with depths less than 5km are eliminated because the majority of these events are remote events and poorly estimated with depths 0km. It should be noted that the 0km depth shows the depth of earthquake is not constrained by the JMA monitoring system, so using 0km depth could potentially overestimate the hazard results. Bins with a small number of events ($< 20$) are combined with the closest bin to avoid insufficient events for defining the ECDFs of depth. In addition, all simulated earthquakes with $M \geq 8$ are treated as subduction-interface earthquakes and the depths are assigned directly from a slab model. This is because the largest historical crustal earthquake in Japan is less than $M 8$. Kanaori et al. (1991) listed the destructive earthquakes from 715 to 1984 with $M \geq 6.4$ for Japan. The largest magnitude for inland Japan is the $M 8.0$ Nobi earthquake. In addition, the historical large crustal earthquakes in other regions (e.g., Mexico) could be $7.5 \leq M \leq 7.8$ (Suárez et al., 1994). For the crustal seismicity in California, Field et al. (2017) also consider the maximum magnitude of magnitude frequency distribution with 8.

Earthquake types (continental-crust, subduction plate-boundary, or subduction intra-plate) are defined by the sampled depths and the slab model: earthquakes more than 20 km above the plate interface are defined as crustal earthquakes, the layer within $\pm 20$km of the plate
interface is assumed to contain subduction-interface earthquakes (allowing for depth uncertainty), and remaining earthquakes are treated as intra-slab earthquakes.

To obtain the range of strike and dip angles for crustal and subduction earthquakes, we use $M_{5.5+}$ earthquakes in the gCMT catalog in the target window. We assume the strike and dip angles of the subduction aftershock are similar to the strike and dip angles of the subduction plane in Eastern Japan. Therefore, the strike and dip angles of nodal planes 1 and 2 that are close to the strike and dip angles of subduction plane are selected. For crustal aftershocks, the strike angle of historical shallow crustal earthquakes and active faults with depths less than 15km has a good agreement with the strike angle of the subduction plane. For example, the 1998 $M_{6.3}$ Iwate earthquake (strike angle=216º), the 2003 $M_{6.1}$ northern Miyagi earthquake (strike angle=203º), and the 2008 $M_{6.9}$ Iwate-Miyagi Nairiku earthquake (strike angle=209º) (Nakahara et al., 2002; Miura et al., 2004; Asano and Iwata, 2011). In addition, according to Japan Seismic Hazard Information Station (JSHIS) (http://www.j-shis.bosai.go.jp/en/), the strike angles of the Nagamachi-Rifu-sen fault, the Fukushima-bonchi-seien fault, and the Nagai-bonchi-seien fault are 231.9º, 212.6º, and 186.7º, respectively. Therefore, we select the strike angle which is close to the strike angle of subduction plane from two node planes of the crustal event. The ECDFs of strike and dip angles for crustal and subduction earthquakes are evaluated, and the simulated angles are assigned to the large aftershocks with $M_{6.5}$.

To simulate ground motions, we require the shortest distance between a source and a site. The source models depend on magnitude and location. We do not simulate the finite rupture planes of $M_{<6.5}$ earthquakes, and so calculate the distance to the hypocenter. Simulated $M_{\geq8}$ earthquakes are constrained to the plate interface, and we calculate distances to the nearest point on the simulated (finite) rupture plane. Source models for $M_{\geq6.5}$ crustal and subduction-interface aftershocks are generated from empirical scaling laws and the empirical distributions of strike and dip angles. The slab model provides the boundary of the
projected 2D rupture area of interface earthquakes, while the finite rupture planes of crustal
aftershocks are simulated based on the source model.

In the next two sections, we show the specific results associated with the target region
of Tohoku, Japan from seismicity analysis to hazard and risk analysis.

Seismicity Analysis of M9-triggered Aftershock Sequences in Tohoku

ETAS parameter estimation in Tohoku

The ETAS parameter estimation requires a homogeneous catalog, therefore the JMA catalog
is used as it has a unified magnitude scale $M_j$ and a low magnitude of completeness in Japan.
The spatial target and data windows of the ETAS parameter estimation are shown in Figure
3a. The target window encompasses the rupture area of the 2011 Tohoku mainshock, its
aftershock field, and onshore regions to include events in the continental crust. The data
window is larger than the target window by a 2° extension along all sides of the target window.
Because we focus on future mega-thrust subduction events triggering subduction aftershocks
and crustal aftershocks in the subducting plate and overriding crust, respectively, the selected
historical events in the target window include not only the 2011 Tohoku sequences but also
other large subduction and crustal earthquakes before 2011. More specifically, we select events
between January 1, 1970, and December 31, 2015 and with depths less than 100 km without
setting a magnitude threshold which leads to 83000+ events in total.

The temporal completeness $M_c$ is estimated in a sliding time window of 200 events
using the method suggested by Amorèse (2007) and Seif et al. (2017) from 1970 to 2015
(Figure 3b). Due to missing aftershocks immediately after the Tohoku mainshock, $M_c$ briefly
increases to $M_j$ 5.3. In this study, $M_{cut}$ is set to 4.7 for seismic hazard analysis, because a large
offshore region is selected in the target and data windows which leads to a high magnitude of
completeness during the 2011 Tohoku sequence. In addition, $M_{cut}$ is kept constant to reduce
the bias in the ETAS simulation (Harte, 2015). This also allows the direct application of the GMPE by Morikawa and Fujiwara (2013) in subsequent seismic hazard analyses, which is applicable to events with \( M \geq 5.5 \) in Japan. Selecting a lower magnitude cut-off with 4.7 rather than the GMPE threshold of 5.5 in the ETAS simulation is beneficial to assess the potential of M4.7 earthquakes for triggering \( M \geq 5.5 \) aftershocks. The \( b \)-value estimation with 5%-95% percentiles (Aki, 1965; Shi and Bolt, 1982) of the selected events from 1970 to 2015 with \( M_{\text{cut}} = 4.7 \) is displayed in Figure 3c. The 2D histogram of observed events in the 100 days after the 2011 Tohoku mainshock with \( M \geq 5.5 \) is shown in Figure 3d.

Because the empirical laws of triggered seismicity are thought to be reliable (e.g., the Gutenberg-Richter law and the modified Omori law), ETAS parameters are expected to be robust given a complete and sufficiently large catalog. We investigate the sensitivity of the ETAS parameters by considering two time periods: Case 1 covers 1970-2015 (3568 events), while Case 2 (1725 events) comprises the 2011 Tohoku sequence only (see Table 2).

The mean estimates of the parameters together with their standard errors for Cases 1 and 2 are shown in Table 3. The productivity parameters \( \alpha \) and \( K_0 \) change slightly between Cases 1 and 2. When data that exhibit an anisotropic aftershock distribution after a large mainshock are fitted with the isotropic distribution of the ETAS model, \( K_0 \) and \( \alpha \) tend to be overestimated and underestimated, respectively, as in Cases 1 and 2 (Hainzl et al., 2013).

Due to the bias in the productivity parameters, we conduct the third parameter estimation (Case 3). The same earthquake catalog as Case 1 is used, and the temporal and auxiliary windows of Case 3 are summarized in Table 2. As suggested by Helstrometter et al. (2005), Hainzl et al. (2013), and Seif et al. (2017), \( K_0 \) is estimated with fixed \( \alpha = 2.3 \) to ensure the productivity of the simulated catalogs is similar to that of the catalog.

The temporal parameters \( c \) and \( p \) differ significantly between Cases 1 and 2. It seems likely that the short window of Case 2 and missing early aftershocks lead to biased \( c \) and \( p\)-
values. We also compare the values with those estimated by Ogata and Zhuang (2006). Ogata and Zhuang (2006) obtained $c$ and $p$-values of 0.0243 and 1.050, respectively, with $M_c = 4.5$ for the offshore Tohoku region (see Table 2 in Ogata and Zhuang (2006)). Their $c$ value is essentially identical to ours, but their $p$-value is much smaller. We presume that their temporal window extends too far back to be complete offshore (Nanjo et al., 2010), and thus the aftershock decay may be less well captured.

The final parameter set that is used to simulate catalogs is summarized as Case 4 in Table 3. The ETAS parameters in Case 4 are chosen from Cases 1 and 3. The parameters that are relatively independent of magnitude in space and time (i.e. $c$, $p$, $d$, and $q$) are taken from Case 1. The spatial parameter $\gamma$ is also from Case 1, as the spatial distribution of aftershocks triggered by the mainshock is used to simulate the subsequent generation of aftershocks. The value of $K_0$ is selected from Case 3 estimated with a fixed $\alpha = 2.3$ since $\alpha$ is underestimated in the parameter estimation of Cases 1 and 2.

**ETAS simulation in the Tohoku region**

We generate synthetic catalogs as described in the Spatiotemporal ETAS Model section and validate the simulations by comparing daily average numbers of simulated events with the actual 2011 Tohoku sequence. We constrain the simulations to mimic the Tohoku sequence as follows. First, a M9 earthquake initiates the aftershock sequences. We account for the uncertainty of the mainshock source in terms of magnitude, epicenter, strike, and dip. (1) The magnitude of the mainshock is sampled from a uniform distribution between M8.95 and M9.05. (2) The epicenter is simulated randomly from a 2D Gaussian distribution that is fit to the four location estimates of the 2011 Tohoku mainshock by the ANSS (38.2970°N,142.3730°E), gCMT (38.3200°N,142.3700°E), ISC (38.2963°N,142.4980°E), and JMA (38.1035°N,142.8610°E) catalogs. To ensure that the rupture area of the mainshock is on the subduction interface and does not extend beyond the trench, the simulated epicenter of the
mainshock is constrained to lie farther than 150 km from the trench. The threshold distance of 150 km corresponds to a half of the maximum rupture width of 300 km of a bilateral rupture. (3) The dip and strike angles are sampled from uniform distributions between $10^\circ$-$13^\circ$ and $195^\circ$-$203^\circ$, respectively, selected from available rupture models of the Tohoku earthquake (Koketsu et al., 2011; Shao et al., 2011; Suzuki et al., 2011; Yagi and Fukahata, 2011). (4) The rupture lengths and widths are sampled from the empirical scaling laws of Thingbaijam et al. (2017) with a covariance between rupture length and width from Goda et al. (2016). By having the sampled epicenter, and strike and slip angles, the location of the rupture area is calculated assuming a bilateral rupture. We divide the first-generation aftershocks into those triggered within the (2D) rupture plane and those triggered outside the rupture plane according to the observed partitioning during the Tohoku sequence: about 90% of aftershocks are projected onto the rupture area, while 10% occur outside. Finally, we capture the uncertainty of the ETAS parameters by sampling parameters from normal distributions with means and standard errors from Case 4 in Table 3. Following the simulation procedures that are described above, 10,000 synthetic $M_{4.7+}$ catalogs are simulated over a one-year period in this study.

To illustrate the ETAS model’s ability to mimic the 2011 Tohoku sequence, we compare simulations with observations. First, we compare observed and simulated magnitude-frequency distributions (MFD) above $M_{5.5}$ in the first 100 days in Figure 4a. The observed MFD falls into the range of simulated MFDs. Second, we compare the daily numbers of observed and simulated events over 30 days in Figure 4b, again finding good agreement between the observations and the range of simulations. Third, to inspect spatial agreement, we show two examples of simulations with mainshock rupture areas similar to the 2011 Tohoku earthquake. In Figure 5a and c, we show the spatial aftershock rates of two single simulations over 100 days with $M \geq 5.5$ (to be compared with Figure 3d); the spatial distributions show qualitative agreement. In Figure 5b and d, the daily number of events of the two simulations
is compared with the observed daily number of events, exhibiting good agreement. In the figure panels, the sampled mainshock epicenter, strike and slip angles, and rupture area for each simulation are also included.

Seismic Hazard Analysis of M9-triggered Aftershock Sequences in Tohoku

We select a GMPE and seismic fragility model appropriate for Japan. We use a GMPE developed by Morikawa and Fujiwara (2013). Compared with other GMPEs (Zhao et al., 2006; Abrahamson et al., 2014, 2016) that calibrate parameters from global ground motion records, the GMPE from Morikawa and Fujiwara (2013) is only calibrated on Japanese ground motion records, including the 2011 Tohoku sequence. In addition, the latest GMPE for subduction earthquakes (Abrahamson et al., 2016) does not provide PGV, which is the potential required input for Japanese fragility curves. The general required input for Japanese fragility curves is JMA intensity (I\text{JMA}), peak ground acceleration (PGA), or peak ground velocity (PGV) (Yamaguchi and Yamazaki, 2001; Midorikawa et al., 2011). However, the standard deviation of PGA is higher than I\text{JMA} and PGV (Yamaguchi and Yamazaki, 2001; Wu et al., 2016), and I\text{JMA} as an intensity measure is only widely used in Japan. Therefore, we use PGV in this study.

The median values of PGV for subduction and crustal earthquakes from Morikawa and Fujiwara (2013) with $V_{s30} = 300$ m/s are shown in Figure 6(a) and (b), respectively. An existing seismic fragility model of wood-frame houses for Japan by Yamaguchi and Yamazaki (2001) is used to evaluate the probabilities of reaching different damage states. The slight, moderate, and heavy damage are referred to as damage state 1 (DS1), damage state 2 (DS2), and damage state 3 (DS3), respectively. The fragility curves in terms of PGV are shown in Figure 6(c).

This study does not estimate the cumulative damage due to triggered aftershocks, because the fragility curve of aftershocks is not available in Japan.
The required inputs for the GMPE from Morikawa and Fujiwara (2013) are magnitude, source distance, type of event, and time-averaged shear-wave velocity in the uppermost 30 m ($V_{s30}$) of the site. The magnitude is from the synthetic catalogs, and the earthquake type and the source distance are estimated using available local catalogs (see the Earthquake rupture model section). $M_J$ is converted to $M$ using empirical equations by Scordilis (2005) because the magnitude type input to the GMPE is moment magnitude. $V_{s30} = 200$ m/s, 300 m/s, and 400 m/s are used to investigate the effects of different soil conditions. To consider the uncertainty of the GMPE, the PGV is sampled given the inter-event sigma and intra-event sigma from the lognormal distribution (Morikawa and Fujiwara, 2013). The ratio of inter-event sigma and intra-event sigma is taken from Zhao et al. (2006). Inter-event sigma is the variability for different events, and intra-event sigma is the variability for different record stations of the same event (Youngs et al., 1995). Therefore, in the simulation the same inter-event variability is used for the same event at different sites.

In this study, three sites are considered for seismic hazard and risk calculations, due to the potential high seismic risk, and the subsequent social and economic impact in the region: Sendai City (141.0286°E, 38.3072°N) in Miyagi Prefecture, Fukushima Daini Nuclear Power Plant (Fukushima II NPP) site (141.0132°E, 37.3236°N) in Fukushima Prefecture, and Tokyo (139.7679°E, 35.7235°N) in Tokyo Metropolis (see Figure 3a). Sendai is the capital of Miyagi Prefecture and has a high population density near the 2011 Tohoku mainshock. The Fukushima II NPP site is located at 2 km northeast of the Fukushima Daini NPP and 10 km south of the Fukushima Daiiichi NPP, where the nuclear disaster occurred due to the 2011 Tohoku earthquake and tsunami. Although Tokyo, the capital of Japan with the highest population density in the country, is approximately 400 km away from the epicenter of the 2011 Tohoku mainshock, major subduction and crustal aftershocks could potentially be triggered which would lead to casualties, building and infrastructure damage, and large economic losses.
Comparison of daily observed PGVs with simulated PGVs

To show that the new framework can anticipate the observed time-varying daily hazard rates in Sendai, Fukushima II NPP, and Tokyo, the observed daily PGV rate \( \geq 1 \text{ cm/s} \) during the first 7 days is shown in Figure 7. The closest stations to the target sites are selected and summarized in Table 1. The hazard results with \( V_{s30} = 400 \text{ m/s} \), \( 400 \text{ m/s} \), and \( 200 \text{ m/s} \) are selected in Sendai, Fukushima II NPP, and Tokyo, respectively, to match the \( V_{s30} \) values at the recording stations. From Figure 7, the observed PGV \( \geq 1 \text{ cm/s} \) is in the range between 10th and 90th percentiles of the simulated PGV. However, only the observed PGV on Day 1 in Fukushima II NPP is outside of the percentile range of the simulated PGV in Figure 7b. One reason could be the complex earthquake rupture process of the Tohoku mainshock in space; inversion analysis results by Kurahashi and Irikura (2013) indicated that five strong-motion generation areas (SMGAs) of the Tohoku mainshock are not close to the Fukushima II NPP location and thus observed ground motions are not as intense as predicted using the GMPE which is simply as a function of the shortest distance (rupture distance) to the fault plane. Therefore, the simulated PGV is higher than the observed PGVs at Fukushima II NPP on Day 1.

Spatiotemporal aftershock hazard assessment

From the simulations, aftershocks have greater impact on high PGV values (150 cm/s) than the mainshock. The rates of exceeding PGV from 20 cm/s to 200 cm/s due to the simulated mainshock and from aftershocks on Day 1 with \( V_{s30} = 300 \text{ m/s} \) in Sendai are shown in Figure 8 to assess the relative importance of simulated mainshock and aftershock hazards. To relate PGV values to damage potential, three MMIs are introduced to link with PGV values in Figure 8 (https://earthquake.usgs.gov/data/shakemap/background.php) with PGV \( > 31 \text{ cm/s} \) (MMI VII), 60 cm/s (MMI VIII), and 116 cm/s (MMI IX). The simulated mainshock dominates the lower hazard levels, but the aftershock rate is larger than the simulated mainshock beyond a PGV of 150 cm/s (MMI IX). This is because the simulated mainshock always strikes the
subduction plate interface, at some distance (typically 40-50km in Sendai) to each site. However, crustal aftershocks are occasionally closer and can thus lead to large PGV values.

The aftershock hazard rate in Fukushima II NPP is higher than in Sendai, as shown in Figure 9a. Fukushima II NPP is closer to the mainshock rupture area than Sendai, thus more aftershocks are likely to occur nearby. The hazard rate in Tokyo on Day 1 is relatively low, because Tokyo is far from the mainshock rupture. This contrasts with the observation that the seismicity in the Kanto region intensified after the 2011 Tohoku mainshock (Nanjo et al., 2013). However, Nanjo et al. (2013) considered a lower magnitude threshold with $M \geq 1$ and no event with $M \geq 6$ is observed in the Kanto region during one year period after the 2011 Tohoku mainshock. Considering uncertainty in the estimation, the increased probability of large events of the 2011 Tohoku sequences is insignificant. Moreover, the three largest historical events (1703 $M$8.2 Genroku earthquake, 1854 $M$8.4 Tonankai-Tokai earthquake, and 1923 $M$7.9 Kanto earthquake) are thought to dominate the seismic hazard in Tokyo (Stein et al., 2006), and 2011 Tohoku-like great earthquakes do not contribute to the seismic hazard of Tokyo based on the hazard disaggregation of the 2017 version probabilistic seismic hazard map from JSHIS.

The differences of the aftershock hazard rates for $V_{s30} = 200$ m/s, 300 m/s, and 400m/s from Figure 9b illustrate the effect of the site amplification parameter with a reference $V_{s30}$ value (350 m/s) from the GMPE (Morikawa and Fujiwara, 2013). To contrast the rates of exceeding PGV from 20 cm/s to 200 cm/s over different periods, the rates within 1 day, 1 week, 1 month, and 1 year in Sendai are shown in Figure 9c, whilst the daily rates of exceeding PGV from Day 1 to Day 5 are shown in Figure 9d. Depending on the situation, the aftershock hazard rate may be critical for seismic hazard analysis within one week after the mainshock occurred. This is consistent with the results shown in Figure 4 for the daily seismicity rate, where the seismicity rate for $M \geq 5.5$ drops significantly in the first 3 days and then decays slowly.
Subduction-zone aftershocks contribute more to the total hazard below PGV = 60 cm/s, while crustal aftershock hazard is greater above 60 cm/s in Sendai and Fukushima II NPP. The daily rates of exceeding PGV from 20 cm/s to 200 cm/s in the first 7 days due to crustal and subduction earthquakes are shown in Figure 10 to investigate the proportions of aftershock hazard rates that are contributed by crustal and subduction earthquakes in Sendai, Fukushima II NPP, and Tokyo. Subduction-zone aftershocks are more numerous than crustal aftershocks, but they are farther from the considered sites. As a result, subduction aftershocks dominate the hazard below 60 cm/s. In Tokyo, the hazard rate from crustal earthquake is small, and the aftershock hazard rates are dominated by subduction aftershocks.

In addition, MMI VII (PGV > 31 cm/s), MMI VIII (PGV > 60 cm/s), and MMI IX (PGV > 116 cm/s) are indicated in Figure 10 to illustrate the hazard contributions by continental crustal and subduction-zone earthquakes. In Sendai and Fukushima II NPP, subduction aftershocks dominate the MMI VII rate as shown in Figure 10a and b. Subduction and crustal aftershocks contribute equally to the MMI VIII exceedances during the first week (Figure 10a and b), whereas crustal aftershocks generate higher rates of MMI IX.

We consider 3 additional sites with 20km interval along the direction of dip vector of the mainshock rupture model starting with Fukushima II NPP to investigate the aftershock rates changing with the distances in Figure 11. In Figure 11 the daily rates of exceeding PGV in 7 Days both for crustal and subduction-zone aftershocks gradually decay with distance. The crustal aftershock hazard is higher than subduction aftershock with PGV>40cm/s. This shows that in comparison with the Fukushima II NPP site, the effect of subduction-zone aftershocks on hazard rate is decreased in the 3 inland sites, because the inland sites have longer shortest distances to the subduction plane.

To compare the simulated mainshock hazard and the time-dependent aftershock hazard rate from Days 1 to 7, Figure 12a and b show the chances of exceeding PGV > 60 cm/s at
Sendai and Fukushima II NPP, respectively, due to the simulated mainshocks and aftershocks (assuming $V_{s30} = 300$ m/s). Figure 12a shows that the probability of PGV > 60 cm/s in Sendai due to the mainshock is 0.152, whereas the chance is 0.036 due to aftershocks on Day 1. This means that the aftershock hazard on Day 1 adds about 23% to the (conditional) hazard from the mainshock in Sendai on that day. We expect this contribution to vary only by a small amount along the Japanese shoreline close to the rupture area. The result for Fukushima II NPP (Figure 12b) shows a similar proportion on Day 1 with the mainshock and aftershock contributions of 0.222 and 0.055, respectively.

To investigate the relative contributions from crustal and subduction aftershocks over several days after the mainshock, Figure 12a and b also show the daily hazard rates of crustal and subduction earthquakes. The hazard rates with MMI VIII of subduction and crustal aftershocks in Sendai and Fukushima II NPP are indistinguishable. This is because PGV = 60 cm/s corresponds to the point where the two contributions are about equal (see also Figure 10). Comparison of spatiotemporal aftershock hazard rates with conventional long-term hazard rates

A comparison between the long-term hazard rates from JSHIS and unconditional time-dependent hazard rates from the mainshock-aftershock sequence with $V_{s30} = 300$ m/s is displayed in Figure 13 for Sendai, Fukushima II NPP, and Tokyo. To make the JSHIS hazard rate and the time-dependent aftershock hazard rate comparable, we compare the unconditional time-dependent daily hazard rates assuming return periods of 300, 600, and 1000 years for the M9 Tohoku-type subduction earthquake with the daily hazard rates based on the long-term hazard map from JSHIS. The return periods of 300, 600, and 1000 are defined from the literature. Kagan and Jackson (2013) suggested a return period of 300-400 years of Tohoku-like event based on the seismic moment-frequency relation. According to the historical tsunami records, JSHIS considered return periods of 400-800 years for the
Tohoku-like event. Simons et al. (2011) suggested return periods in the range of 500-1000 years based on the slip accumulation. The long-term hazard rate follows a Poisson distribution with 2% in 50 years. Detailed calculations of the JSHIS hazard rate and the unconditional time-dependent aftershock hazard rate are provided in Appendix 2. We show comparisons with the 2010 version (before the 2011 Tohoku event) and the latest 2017 version, each at the PGV exceeded with 2% in 50 years. The JSHIS values are computed from all possible earthquakes, including subduction and crustal earthquakes in land and sea areas. The PGV values of the 2017 map corresponding to the 2% probability of exceedance in 50 years are 71 cm/s, 94 cm/s, and 134 cm/s, with $V_{s30} = 351$ m/s, 351 m/s, and 403 m/s for Sendai, Fukushima II NPP, and Tokyo, respectively, and indicated in Figure 13a, c, and e. The values from the 2010 map are displayed in Figure 13b, d, and f.

After the 2011 Tohoku event, the long-term hazard map was updated significantly. The 2017 JSHIS map is higher than the time-dependent rate at all sites assuming $V_{s30} = 300$ m/s, as shown in Figure 13a, c, e. In contrast, the aftershock hazards on Day 1 in Sendai and Fukushima II NPP are greater than the 2010 JSHIS hazard level (Figure 13b and d) and the time-dependent hazard rate in Sendai is about twice as large. As shown in Figure 13f, Tokyo has the lowest aftershock hazard rate among the three sites. Although we are comparing the relative contributions that aftershocks may play, the total hazard (combined long-term and short-term) should be used for decision-making.

Conducting the spatial and temporal hazard assessment using the new framework for the region where a potential M9 event can occur in future is important. Before the 2011 Tohoku event, the PGV of the 2010 JSHIS hazard map was lower in Fukushima II NPP (47 cm/s) than in Sendai (64 cm/s). However, after the 2011 Tohoku event, the PGV in Fukushima II NPP was increased significantly (94 cm/s) relative to the PGV in Sendai (71 cm/s). It indicates that
for some regions where M9 mega-thrust subduction sequences have never been recorded (e.g., Cascadia subduction zone), conducting spatiotemporal seismic hazard and risk assessments is necessary to investigate the difference in comparison with the conventional probabilistic seismic hazard analysis results.

Because of the updated long-term hazard rate for 2% in 50 years based on the 2011 Tohoku sequence, the effects from a M9 earthquake (including its aftershock sequence) to buildings that are newly built after 2017 are limited. However, for buildings that were built before the Tohoku sequence, the damage that may be caused by such sequences could be significant. Therefore, time-dependent rates shown in Figure 12 and Figure 13 may be useful for decision-making.

To investigate the change of daily aftershock hazard rates before and after the M9 Tohoku-type subduction earthquake, the conditional daily hazard rates from triggered aftershocks right after the Tohoku-like mainshock and the unconditional daily hazard rate from triggered aftershocks are shown in Figure 14a and b, respectively. The detailed calculations of the conditional and unconditional daily hazard rates are provided in Appendix 1x 2. According to Figure 14a, the forecasted daily aftershock hazard rate immediately following the Tohoku-like mainshock is significantly higher than the 2017 version long-term hazard rate in Sendai and gradually decays over time. The conditional daily aftershock hazard rates could take more than 5 years to trend back to the long-term hazard map from JSHIS given $V_{s30} = 300$ m/s. The daily unconditional daily hazard rate of aftershocks considering the Tohoku-like mainshock with a 600-years return period is increased by 3% of the long-term hazard rate with $V_{s30} = 200$ m/s on Day 1 in Figure 14b.
Seismic Risk Analysis of M9-triggered Aftershock Sequences in Tohoku

The fragility curves of wood-frame houses from Yamaguchi and Yamazaki (2001) are used (1) to conduct the seismic risk analysis of mainshocks and aftershocks, and (2) to investigate the effects of earthquake types on the wood-frame houses in Japan.

The probability of the damage reaching DS1 due to the simulated mainshock and aftershocks on Day 1 are 11% and 3%, respectively, in Sendai. Aftershocks thus contribute about one fifth of the mainshock’s damage probability to DS1 for wood-frame houses on Day 1 (ignoring the damage accumulation effects). The temporal changes of the rates of the three damage states in Sendai and Fukushima II NPP are highlighted in Figure 15. The daily damage state rates decay rapidly over the first few days, but also display the slow (heavy-tailed) decay characteristics of the ETAS seismicity model (also seen in the daily hazard rates of Figure 12).

The seismic risk information in Figure 15 can be useful for decision-making about post-earthquake building-tagging and inspection prioritization. The number of days after the mainshock occurred should be taken into consideration as a key factor of the short-term seismic risk assessment. From Figure 15a and b, the average damage state rates in Sendai and Fukushima II NPP are decreased after Day 5. This suggests that the building may be exposed to significant risk due to mainshock-aftershock sequences in the first 5 days. Different strategies can be used for post-earthquake building inspection, depending on the number of available inspectors and emergency workers. Houses can be inspected immediately after the mainshock, but the inspectors should be informed in advance about the increased hazard. Therefore, the inspectors can take the potential aftershock hazard into account in the following days. If larger aftershocks are triggered, houses that are tagged with DS1 and DS2 need to be assessed once more. Alternatively, the inspection of the houses can take place after Day 5 to make sure the damage potential due to the more likely aftershocks is included.
The damage state rates of wood-frame houses that are caused by crustal and subduction aftershock hazards are shown in Figure 16. Crustal and subduction earthquakes induce about the same DS1 rates. The DS2 and DS3 rates, however, are dominated by crustal earthquakes in Sendai and Fukushima II NPP. The median values of the fragility curves for DS1, DS2, and DS3 are 77 cm/s, 105 cm/s, and 141 cm/s, respectively. Experiencing a PGV = 60 cm/s, which corresponds to the value of intersection between the subduction aftershock and crustal aftershock in Figure 10, could result in DS1 for the wood-frame houses, whereas DS2 and DS3 require a PGV higher than 60 cm/s, which are mainly contributed from large crustal earthquakes. This suggests that crustal aftershocks could cause more significant damage than the subduction aftershocks for wood-frame houses in Japan. The decision-making for wood-frame houses in post-earthquake risk assessments described above is an example of how the time-dependent hazard rate can be implemented for risk analyses. In general, the daily hazard rates in Figure 12 can be widely applied for different types of buildings and infrastructures.

Conclusions

This study investigated the importance of subduction and crustal aftershocks triggered by a M9 mega-thrust subduction event in spatiotemporal seismic hazard and risk assessments. The developed framework includes a seismicity model, hazard analysis, and risk analysis. Specifically, we convolved the ETAS model with a GMPE and fragility model to conduct the hazard and risk analyses. To model the M9 mega-thrust subduction sequences in space, we proposed a new spatial distribution of the first-generation aftershocks by combining the latest scaling law of rupture area with a power law decay beyond the main rupture area. By using this new spatial distribution, good agreement is achieved between the observed 2011 Tohoku sequence and the simulated daily seismicity rates with M ≥ 5.5 and PGV rates ≥ 1 cm/s. We
estimated how much simulated aftershock hazards add to simulated mainshock hazards considering uncertainties of the seismicity model, GMPEs, and fragility curves.

The results showed that:

- Aftershocks on Day 1 at the onshore sites that are close to the mainshock rupture area (e.g., Sendai and Fukushima II NPP in this study) could have a higher impact on high PGV values $> 150$ cm/s than the simulated mainshock, due to occasional crustal aftershocks.

- The aftershock hazard rate in Fukushima II NPP is higher than in Sendai, because Fukushima II NPP is closer to the mainshock rupture plane than Sendai.

- According to our model, a M9 2011 Tohoku-like earthquake sequence does not have significant impact on JSHIS’s estimate for Tokyo, which is dominated by presumed recurrences of the 1703 M8.2 Genroku earthquake, the 1854 M8.4 Tonankai-Tokai earthquake, and the 1923 M7.9 Kanto earthquake.

- Triggered subduction earthquakes are more numerous than crustal counterparts with M5.5, but the crustal aftershocks contribute greater hazard above PGV $= 60$ cm/s (MMI VIII) and $V_{s30} = 300$ m/s than the subduction aftershocks. Therefore, the subduction aftershocks have a significant impact on MMI VII, whereas the crustal earthquakes contribute more to MMI IX and beyond.

- The aftershock hazard rate contributes about 23% of the PGV rate on Day 1 in Sendai. Fukushima II NPP shows a similar proportion on Day 1, but the mainshock and aftershock rates are higher than Sendai by a factor of 1.5.

- The daily hazard rate from aftershocks alone exceeds the 2010 long-term (total) hazard level from the JSHIS (which considers all earthquakes) on Day 1 in Sendai and Fukushima II NPP. The daily aftershock hazard rate immediately after the mainshock
is significantly high and could take more than 5 years to trend back to the 2017 JSHIS long-term hazard map in Sendai.

- Assuming $V_{S30} = 300$ m/s, the simulated mainshock and aftershocks contribute approximately 80% and 20% to the total DS1 rate at Sendai and Fukushima II NPP on Day 1, and the mean damage state rate gradually decreases from Day 2 to 5. This may be useful for prioritizing building inspection. Wood-frame houses in Sendai and Fukushima II NPP can be inspected by a structural engineer after Day 5.

- Crustal aftershocks have a higher probability to damage the wood-frame houses than the subduction earthquakes in Sendai and Fukushima II NPP.

The developed procedure to assess the spatiotemporal seismic hazard analysis with the ETAS model and GMPEs is generic and can be applied to other regions with M8.5+ subduction earthquakes. However, the mainshock source parameters (e.g., epicenter, rupture length and width, and strike and dip angles) are necessary as inputs for the ETAS simulation. Ignoring the observed M9 sequence (e.g., the 2011 Tohoku event) would increase the uncertainty of the hazard rates. Therefore, if the mainshock source parameters are available immediately after the mainshock, forecasting aftershocks associated with quasi-real time hazard assessments would be applicable. The output of the short-term hazard and risk results may be particularly beneficial for short-term decision-making within the first 7 days after the mainshock. For the regions without observed M9-class events, different mainshock rupture scenarios should be discussed under the new simulation framework.

Local conditions (e.g., stress fields or volcanic zones) of the inland area could be considered to the future study of the distant aftershock triggering. Several studies have shown that static and dynamic stress changes (Ishibe et al., 2011; Toda et al., 2011; Kato et al., 2013) are necessary to consider for distant aftershocks. According to the 2011 Tohoku sequence, distance is not the only factor that controls the aftershock rates in the far field. Local stress
fields could be examined before the mega-thrust event for such long-distance aftershock triggering (Imanishi et al., 2012). In addition, Hirose et al. (2011) also indicate seismicity rate tend to be increased in the volcanic regions after the rupture of major active fault.
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Table 1: Selected record stations for PGV comparisons

<table>
<thead>
<tr>
<th>Location</th>
<th>Record station name</th>
<th>Number of records</th>
<th>Distance to the target site (km)</th>
<th>$V_{s30}$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sendai</td>
<td>MYG012</td>
<td>305</td>
<td>1.4</td>
<td>436</td>
</tr>
<tr>
<td>Fukushima II NPP</td>
<td>FKS010</td>
<td>555</td>
<td>10.0</td>
<td>430</td>
</tr>
<tr>
<td>Tokyo</td>
<td>EKO.ERI</td>
<td>85</td>
<td>0.9</td>
<td>266</td>
</tr>
</tbody>
</table>

Table 2: Temporal windows and $M_{\text{cut}}$ for ETAS parameter estimation

<table>
<thead>
<tr>
<th>Cases</th>
<th>Auxiliary window</th>
<th>Target window</th>
<th>$M_{\text{cut}}$</th>
<th>Fixed parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1970.01.01-1980.01.01</td>
<td>1980.01.01-2015.12.31</td>
<td>4.7</td>
<td>NA</td>
</tr>
<tr>
<td>2</td>
<td>2008.03.11-2011.03.10</td>
<td>2011.03.11-2015.03.11</td>
<td>4.7</td>
<td>NA</td>
</tr>
<tr>
<td>3</td>
<td>1970.01.01-1980.01.01</td>
<td>1980.01.01-2015.12.31</td>
<td>4.7</td>
<td>$\alpha$</td>
</tr>
</tbody>
</table>

Table 3: ETAS parameter estimation results (standard errors are shown in parentheses).

<table>
<thead>
<tr>
<th>Cases</th>
<th>$K_0$ (event/day)</th>
<th>$\alpha$ (magnitude$^{-1}$)</th>
<th>$c$ (day)</th>
<th>$p$</th>
<th>$d$ (km$^2$)</th>
<th>$\gamma$ (magnitude$^{-1}$)</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1770 (0.0110)</td>
<td>1.78 (0.033)</td>
<td>0.0215 (0.0030)</td>
<td>1.16 (0.013)</td>
<td>13.37 (2.26)</td>
<td>1.69 (0.044)</td>
<td>2.12 (0.13)</td>
</tr>
<tr>
<td>2</td>
<td>0.1846 (0.0170)</td>
<td>1.72 (0.048)</td>
<td>0.0492 (0.0098)</td>
<td>1.28 (0.026)</td>
<td>13.32 (3.83)</td>
<td>1.68 (0.063)</td>
<td>1.96 (0.21)</td>
</tr>
<tr>
<td>3</td>
<td>0.0640 (0.0021)</td>
<td>2.3 (fixed) (0)</td>
<td>0.0281 (0.0040)</td>
<td>1.18 (0.014)</td>
<td>6.89 (1.40)</td>
<td>2.04 (0.042)</td>
<td>2.13 (0.14)</td>
</tr>
<tr>
<td>4</td>
<td>0.0640 (0.0021)</td>
<td>2.3 (fixed) (0)</td>
<td>0.0215 (0.0030)</td>
<td>1.16 (0.013)</td>
<td>13.37 (2.26)</td>
<td>1.69 (0.044)</td>
<td>2.12 (0.13)</td>
</tr>
</tbody>
</table>
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Figure 1. Framework for spatiotemporal seismic hazard and risk assessment.

Figure 2. An example of the spatial probability density function of the first generation of aftershocks outside a simulated rupture area (500 km×300 km). We employ 1D and 2D kernel power-laws for aftershocks outside the rupture area, respectively.

Figure 3: (a) Target (dotted line) and data (dashed line) windows for ETAS parameter estimation. Stars denote the three locations chosen to illustrate the hazard and risk calculations: Sendai (141.0286°E, 38.3072°N), Fukushima II NPP (141.0132°E, 37.3236°N), and Tokyo (139.7679°E, 35.7235°N). (b) Magnitude of completeness of the JMA catalog from 1970 to 2015 using a sliding time window of 200 events in the target window. (c) Observed magnitude-frequency distributions and fitted Gutenberg-Richter laws with maximum likelihood estimates of the b-values and 5%-95% percentiles. (d) Observed 2D aftershock histogram with M≥5.5 during the 100 days after the 2011 Tohoku mainshock.

Figure 4. Comparison of observed and simulated aftershocks with M≥5.5 after the 2011 Tohoku earthquake: (a) Magnitude frequency distribution in the first 100 days and 95% uncertainty range from the simulations in square root scale. (b) Daily number of events in the first 30 days with 95% uncertainty range.

Figure 5. Two ETAS simulations in comparison with the 2011 Tohoku events with M≥5.5. (a, c) Simulated 2D aftershock histograms during the first 100 days. (b, d) Comparison of daily numbers of observed and simulated aftershocks. The mainshock source parameters
(epicenter, slip angle, strike angle, rupture length, and rupture width) are randomly generated from the empirical distributions.

Figure 6. (a) Median values of PGV with $V_{s30} = 300$ m/s for subduction earthquakes from M6-M9 using the GMPE by Morikawa and Fujiwara (2013). (b) Median values of PGV with $V_{s30} = 300$ m/s for crustal earthquakes from M5-M8 using the GMPE by Morikawa and Fujiwara (2013). (c) Fragility curves (the probability of damage states against PGV) of wood-frame houses for Japan with slight damage, moderate damage, and heavy damage.

Figure 7. Comparison of mean simulated and observed rate of PGV $>1$ cm/s per day during the first 7 days after the 2011 Tohoku mainshock in (a) Sendai, (b) Fukushima II NPP and (c) Tokyo. Vertical bars denote 10th to 90th percentile range of simulated ground motions.

Figure 8. Rates of exceeding aftershock PGVs on left y-axis (diamond) on Day 1 in Sendai in comparison with PGV rates of simulated mainshock on right y-axis (upward-pointing triangle).

Figure 9. (a) Rates of exceeding aftershock PGVs (diamond) on Day 1 in Sendai in comparison with Fukushima II NPP (square), and Tokyo (star). (b) Three soil conditions with $V_{s30} = 200$ m/s (circle with dashed line), 300 m/s (diamond), and 400 m/s (circle with dotted line). (c) time periods with T = 1 day (diamond), 1 week (circle), 1 month (right-pointing triangle), and 1 year (star). (d) Day 1 (diamond), Day 2 (upward-pointing triangle), Day 3 (pentagram), Day 4 (downward-pointing triangle), and Day 5 (square).
**Figure 10.** Daily rates of exceeding PGV for crustal and subduction aftershocks (circles with solid line), crustal (upward-pointing triangles with dashed line) and subduction (squares with dotted line) aftershocks in the first 7 days in (a) Sendai, (b) Fukushima II NPP, and (c) Tokyo.

**Figure 11.** Daily rates of exceeding PGV for crustal and subduction aftershocks in the first 7 days 20km, 40km, and 60km away from Fukushima II NPP.

**Figure 12.** Daily hazard rates of PGV > 60 cm/s due to crustal and subduction aftershocks in comparison with simulated mainshock (stars) in (a) Sendai and (b) Fukushima II NPP.

**Figure 13.** Left panels: comparison between daily time-dependent hazard rate (squares) and the 2017 JSHIS long-term hazard rate corresponding to 2% in 50 years (dash-dotted line) in (a) Sendai, (c) Fukushima II NPP, and (e) Tokyo. Panels in right column: corresponding comparisons with the 2010 JSHIS rate.

**Figure 14.** (a) Decay of conditional aftershock hazard rates in Sendai immediately after the Tohoku-like mainshock in one year. (b) Decay of unconditional aftershock hazard rates considering a 600-years return period of the Tohoku-like mainshock.

**Figure 15.** Comparison of mean daily DS rates of simulated mainshock and aftershocks in (a) Sendai and (b) Fukushima II NPP.

**Figure 16.** Mean daily damage state rates of crustal and subduction aftershocks for DS1, DS 2 and DS3 in (a) Sendai and (b) Fukushima II NPP.
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Appendix 1

2D Gaussian distribution

Following Ogata (1998) and Ogata and Zhuang (2006), we assess the fit of a 2D Gaussian distribution to the spatial distribution of aftershocks. The anisotropic Gaussian distribution is defined by:

\[ f_{A1}(x, y) = A \exp \left( -\frac{(x-x_0)^2}{2\sigma_x^2} + \frac{(y-y_0)^2}{2\sigma_y^2} \right) \]  \hspace{1cm} (A1)

where \( A \) is a constant, \( x \) and \( y \) are the locations of earthquakes, \( \sigma_x \) and \( \sigma_y \) are the standard deviations, and \( x_0 \) and \( y_0 \) are the averaged locations of the aftershocks. In the simulation framework, \( x_0 \) and \( y_0 \) are assumed to equal the mainshock epicenter of a bilateral rupture area. The sampled rupture length and width from the empirical scaling law (Thingbaijam et al., 2017) can be applied to the 2D Gaussian distribution by scaling the standard deviations. An example of the probability density function (PDF) with rupture length and width (500km \times 300km) is shown in Figure A1. While the anisotropic 2D Gaussian aftershock distribution offers several advantages, we do not employ it here. First, the 2D Gaussian distribution decays faster than the power law near and beyond the boundaries of the rupture area, which does not represent the spatial aftershock distribution well (Felzer and Brodsky, 2006). Second, in comparison with the observed 2D aftershock histogram of the 2011 Tohoku sequence in Figure 3(d), the 2D gaussian distribution with a high rate in the center point does not have a good with the observed catalog.
An example of the spatial PDF of the first generation of aftershocks with a simulated rupture area (500 km × 300 km).

Anisotropic power law distribution

We also considered an anisotropic power law kernel to simulate the spatial distribution of aftershocks (Kagan and Jackson, 1994; Wang et al., 2011; Ramanna and Dodagoudar, 2012).

\[
f_{A2}(x, y) = \frac{1}{\pi h^2} \frac{1+\delta \cos^2 \phi}{1+\delta/2} \left(1 + \frac{x^2+y^2}{h^2}\right)^{-2}
\]  

(A2)

where \( h \) is the kernel bandwidth which is identical to the bandwidth from Equations (6) and (7), \( \phi \) is related to the strike angle of the fault plane and \( \delta \) determines the length-width ratio of the mainshock rupture area. An example of the plot of PDF with rupture length and width (500 km × 300 km) is shown in Figure A2. However, because of the irregular shape in Figure A2, the spatial aftershock rates along the mainshock rupture length could be underestimated. Therefore, anisotropic Kernel power law is not appropriate for spatial aftershock distributions.
Figure A2. An example of the spatial probability density function of the first generation of aftershocks with a simulated rupture area (500 km × 300 km).
Appendix 2

Daily hazard rate from JSHIS

The 2% long-term hazard map in 50 years from JSHIS is estimated by a Poisson distribution:

\[ P_A = 1 - e^{-\lambda_A t_A} \]  \hspace{1cm} (A3)

where \( P_A \) is the probability that a given intensity measure could be exceeded in \( t_A \) years with an annual occurrence rate of \( \lambda_A \). In Figure 13 and Figure 14, the daily hazard rate (\( \lambda_{JSHIS} \)) based on the long-term hazard map from JSHIS is calculated by:

\[ \lambda_{JSHIS} = \ln \left( \frac{1}{1-P_A} \right) \times \frac{1}{t_A} \times \frac{1}{N_{days}} \]  \hspace{1cm} (A4)

where \( N_{days} \) is the number of days in one year. \( \lambda_{JSHIS} \) is shown in Figure 13 and Figure 14 with dash-dotted lines.

Daily mainshock-aftershock hazard rate from the ETAS model

The daily mainshock-aftershock hazard rate \( \lambda_{MMSA}(t) \) on day \( t \) in Figure 13 (both 2010 and 2017 versions) is estimated from the aftershock hazard rate given the mainshock occurs from the ETAS model multiplying by the daily rate of the mainshock, and is calculated by:

\[ \lambda_{MMSA}(t) = \lambda_M \times \lambda_1(PGV_{MMSA}(t) \geq PGV_{JSHIS}|Ms) \times \frac{1}{N_{days}} \]  \hspace{1cm} (A5)

where \( \lambda_M \) is the annual rate of the Tohoku-like mainshock considering different return periods; \( \lambda_1 \) is the conditional daily exceedance hazard rate of mainshock-aftershock sequences given that the mainshock occurs; \( PGV_{MMSA}(t) \) is the rate that the simulated PGVs \( \geq PGV_{JSHIS} \) on day \( t \) from the hazard analysis. \( PGV_{JSHIS} \) shows that the probability the PGVs in 50 years is exceed \( PGV_{JSHIS} \) is 2%. For example, \( PGV_{JSHIS} \) from the 2017 JSHIS hazard map in Sendai is 71 cm/s.
Daily conditional and unconditional aftershock hazard rates

In Figure 14 daily conditional ($\lambda_{\text{con}}(t)$) aftershock hazard rates is the daily aftershock rate right after the mainshock occurs, and daily unconditional ($\lambda_{\text{uncon}}(t)$) aftershock hazard rates is the daily aftershock rate given the mainshock occurs multiplying by the daily rate of the mainshock. Daily conditional ($\lambda_{\text{con}}(t)$) and unconditional ($\lambda_{\text{uncon}}(t)$) aftershock hazard rates in are calculated by:

$$\lambda_{\text{con}}(t) = \lambda_{\text{JSHIS}} + \lambda_2(PGV_{As}(t) \geq PGV_{\text{JSHIS}})$$

(A6)

$$\lambda_{\text{uncon}}(t) = \lambda_{\text{JSHIS}} + \lambda_{Ms} \times \lambda_2(PGV_{As}(t) \geq PGV_{\text{JSHIS}}) \times \frac{1}{N_{\text{days}}}$$

(A7)

where $\lambda_{\text{JSHIS}}$ is considered as the background rate from Equation (A4). $\lambda_{Ms}$ is the annual rate of the Tohoku-like mainshock considering different return periods. $\lambda_2$ is the conditional daily exceeding hazard rate of aftershocks given the mainshock occurs. $PGV_{As}(t)$ is the rate that the simulated PGVs of aftershocks $\geq PGV_{\text{JSHIS}}$ on day $t$ from the hazard analysis. $\lambda_{\text{con}}(t)$ and $\lambda_{\text{uncon}}(t)$ are shown as upward-pointing triangle and circle, respectively, in Figure 14.