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Abstract—A novel approach to provide unequal error protec- are cases where not all of the input symbols require the
tion (UEP) using rateless codes over erasure channels, nathe same protection. For example, in applications such as the
Expanding Window Fountain (EWF) codes, is developed and yn5mjission of video or image files compressed with any of

discussed. EWF codes use a windowing technique rather than .
a weighted (non-uniform) selection of input symbols to acteive the numerous layered coders (MPEG, H.264...), certain data

UEP property. The windowing approach introduces additiond Parts are considered to be more important. Additionally, in
parameters in the UEP rateless code design, making it more video-on-demand systems, a portion of data needs to be-recon

general and flexible than the weighted approach. Furthermoe, structed prior to other parts. These applications, resmdyt
the windowing approach provides better performance of UEP . for the coding schemes with unequal error protection
scheme, which is confirmed both theoretically and experimeally. . -
(UEP) and unequal recovery time (URT) properties.
In this paper, we propose and investigate a novel class of
l. INTRODUCTION fountain codes which can be used to provide UEP and URT
Fountain codes, also called rateless codes, were invasliggroperties by applying the idea of “windowing” the data set.
in [1] as an alternative to the automatic repeat-requestaARWe will start by pointing to the relevant related work on
schemes for reliable communication over lossy networkSEP fountain codes and windowing techniques used in the
They enable the transmitter to generate a potentially tefiniconstruction of fountain codes.
stream of encoding symbols as random and equally impor-
tant descriptions of the message block of finite length. In
the case of a binary fountain code on the message blockRahnavard et al. [6] studied a class of fountain codes which
x = (v1,79,...,71) € F§ of k input symbols, each encodingprovide UEP and URT properties. In their work, the message
symboly; € Fs, j € N is generated independently as a scaldiock to be transmitted is partitioned into subsets of défe
producty,; = r;-x, wherer;, is thej-th realization of a random importance and probabilities of selecting input symbotsrfr
variable R on F5. Thus, one can describe a fountain code byifferent subsets are assigned. This is done in such a fashio
the probability mass function of random variakite that input symbols from the more important subsets are more
The first practical capacity achieving fountain codes, Lubikely to be chosen in forming the output symbols, resuliimg
Transform (LT) codes, were introduced in [2]. LT codethe UEP property. Therefore, this approach is a generalizat
assign the same probability to all the vectorsHf of the of LT codes in which the neighbors of an output symbol are
same weight, and are thus described by a single distributiselected non-uniformly at random. We refer to this approach
Q) on the set of possible weight§0,1,2,...,k}, i.e., by as to the weighted approach.
the output symbol degree distribution. For the appropiate Recently, different low-complexity approaches to fountai
selected output symbol degree distribution, the encodiy acoding were studied, where the set of input symbols is divide
decoding complexity of LT codes is of the ord@(k log k) if into a number of overlapping subsets - windows, and only
the suboptimal iterative belief propagation decoding atgm  input symbols from a predetermined window can be used in
is used. Raptor codes [3] are a modification of LT coddsrming each output symbol. To the best of our knowledge,
obtained by precoding the input message block by a higtudholme and Blake were the first to utilize windowing
rate low-density parity-check (LDPC) code, and by using approach in rateless codes, by introducing windowed egasur
constant average output symbol degree distribution. Raptmdes [7]. Their approach aims for EEP fountain codes with
codes were shown to have excellent performance and linéaw encoding complexity and capacity achieving behavior
encoding/decoding times. They are being adopted for larggsuming maximum-likelihood decoding, and is particylarl
scale multimedia content delivery in practical systemghsusuitable for short length codes. Targeting the real-tinmeises
as Multimedia Broadcast Multicast Services (MBMS) withirsuch as multimedia streaming, the sliding window fountain
3GPP [4] and IP-Datacast (IPDC) within DVB-H [5]. codes were recently proposed in [8], which move the fixed-
LT and Raptor codes, as originally studied, provide equsized window forward during the encoding process, follayin
error protection (EEP) for all input symbols. However, therthe chronological ordering of data.

Il. RELATED WORK



In following section, we describe our windowing fountairclasses of siz€sy, so,...,s,}. Each input symbol class is
approach for UEP applications. described by the corresponding degree distribution froen th
set {A(M,... A}, where A(W(z) = 2. A"™i The

o coeﬁicientsAEm) can be calculated from the set of input sym-
A. BWF Codes. Generalization of LT Codes bol degree distributiong A\(™) (), A(™+1) (), ..., A(")(z)},

We consider the transmission of data partitioned into loclyhere A (z) = 32, AY 2 is the degree distribution of the

of k symbols over an erasure channel. For the sake iahut symbol nodes in thg-th window of sizek;, induced
simplicity, symbol alphabet is set tB,. Let us assume that gpn|y py the edges connected to the output symbols injtie
the numbersy, sz, ..., sy, such thatsy +s3 +---+ s, =k, class. The coefficients!’”) can be found as

determine the partition of each block into classes of input ’

symbols of different importance to the receiver, such that i ;T (e )h—i
the first s; input symbols in a block form the first class, () _ (“J’FJ(lJFE)k) (i) (1 _ i)

the nexts, input symbols form the second class etc. We * i k; kj

further assume that the importance of classes decreades wit = . i i (m) @)
the chronological ordering of the symbols, i.e. that thia 'esulting in the following expression faf;

class is more important than theth class ifi < j. This

I1l. EXPANDING WINDOW FOUNTAIN CODES

)

partition determines a sequence of strictly increasingstsh Agm) = Z H )\Ej), (2)
of the data set, which we call windows. Thigh window S; j=m

tc:nsiststo.f the tfirstlk:i - bZI;:%‘ % int|cr)]ut :yrpbqlsé and tzufhwhereSi = {(ims g1, ir) 2 Y iy = i}
€ most important symoo's form he HIrst Window anc the , \ general, using expressions (1) and (2) to obtifi (x)

entire block is the finalr-th window. Note that the input leads to tedious calculations. However, it is easy to obtain

symbols from thei-th class O.f importance belong to the the set of distributions\(?) () starting from the distribution
th and all the subsequent windows. We compactly descrlkg

. . . . AL — (r),i _ (") i o . o
the division into importance classes using the generati () = it =3, >\1 ¥, since t_hIS_ distribution
polynomialTI(z) = S, I;z¢, whereIl; = 2. In addition asymptotically tends to the Poisson distributiavith the mean
it is useful to introduced; — & — e . to our notatior. ArLr(1+¢€), denoted asP(u,I'-(1 + ¢)). By sequentially
Lk j=1"1 ) trnearpovmg input symbol classes and their associated edges,

In contrast to standard LT codes, we propose a scheme . . )
. . starting from the least importamtth class of input symbols,
assigns each output symbol to a randomly chosen Wmd%vr\{e can easily obtain the remaining set of the asymptotiatin
with respect to the window distributioR(z) = >"._, I';a", y 9 ymp P

whereT; is the probability that the-th window is chosen. symbol degree distributions as the following set of Poisson

Then, the output symbol is determined as if encoding %St“bunons

performed only on the selected window with an LT code of ,

suitably chosen degree distribution. To summarize, EWFcod AD@) =P | (1+e) Z pil's 3)
Few (LT, QM . Q) is a fountain code which assigns = 9

each output symbol to thg-th window with probabilityI’;

and encodes the chosen window using the LT code withThe ensemble of EWF codeSpw (ILT,QW, ..., Q)
distribution Q) (z) = Z{cil 09D 4 In the case whem — 1. With a fixed reception overheadis asymptotically described

we obtain a standard LT code for equal error protection. With the number of windows, polynomialsli(x) andT'(x),
and the set of degree distributiofs® (z), Q) (z)).
B. Asymptotic Degree Distributions of EWF Codes )
. . . . . C. And-Or Tree Analysis of EWF Codes

As the starting point for the density evolution analysis, we R ) i ) )
derive the asymptotic degree distributions of EWF codes (as! "€ degree distributions derived in the previous section
k tends to infinity). We assume EWF codes with a fixe@!lOW us to apply asymptotic and-or tree (density evolytion
reception overhead, i.e., with a total of(1 + <)k output analysis on EWF codes. As a result, we obtain the expressions

symbols collected at the receiver. The asymptotic degrfd @Symptotic erasure probabilities afteriterations of the
distributions are derived for each ofiifferent classes of input Ilrative message-passing decoding algorithm, for theitinp
and output symbols. symbols in each of the input symbol classes. The original
The set of output symbol degree distributions is given d-or tree analysis [9] is generalized in [6] for the wegght
the code definition. We classify the set of output symbols fPProach, where different classes of OR nodes in and-cs tree
r classes of symbols associated to different windows. TRE® introduced and the associated and-or tree lemma isederiv

asymptotic degree distribution of the output symbols in tH8 @ similar fashion, we further generalize the and-or tree
j-th class isQ® (z). The average size of thgth class is construction, introducing different classes of AND nodas]

I';(1 + )k output symbols and the average degree of outpgl?rive the corresponding version of an and-or tree lemma

symbols in this class is equal jo = 3", Z.QZ(.J‘)_ suitable for analysis of EWF codes.
To derive th_e_ set of Input symbol dggree_ distributions, 17ne convergence towards the Poisson distribution is untier same
we use the division of input symbols inte importance conditions as given in [6], Section III.




In our setting, the generalized and-or tréd; ; is con- recovered aftef iterations of message-passing algorithm for
structed using- different classes of both AND and OR nodesthe reception overheadis
Let the root node ofG1; ; belongs to thej-th class of OR
nodes and the tree is expanded 2orievels. Each AND and
OR node from then-th class hag children with probabilities Yoj =1 , ®)
Bi.m and ;. m, respectively. However, to analyze the EWF <7(1+5) P Q'(i)<17w>)
codes, we introduce a limitation that an AND node from ¥Y.j=¢ e e
the m-th class can only ha\_/e OR node _children belq_n_gin,g_ EWF Codes with Two Importance Classes
to the classed1,2,...,m}, with the associated probabilities

of choosing a child from the different OR classes being The particularly simple and important scenario is when the

{qgm) qém) q7(nm)}. Similarly, an OR node from then- set of input symbo_ls is divideq in two importanceT classes,

th class can only have AND node children from the class € class of more important bits (MIB) and less important
its (LIB). We useLemma 3.2 to track the asymptotic erasure

1,...,r}, with the associated AND children proba- o
{m,m+1, ’(Cn}) P probabilities of MIB and LIB. For an EWF cod€gyy (I1; 2+

iliti (m) (m)
bilities {pm"", pr 1, -, pr "} Let the nodes from then-th a2, Tz + Doz, Q) Q) we obtain the expressions for
class at the tree depth be initialized as 0 with probability - . :
i . .~ the erasure probabilities of MIB and LIB aftériterations,
Yo,m,» and 1 otherwise. It is assumed that OR nodes with no

! . i i >
children have a value equal to 0, whereas AND nodes w|ﬁlrf]f‘(j“B and%UB, reinCtIVEIy as in (6) and (7), fér> 1
no children have a value equal to 1. We state the following ., J0-MIB = Yo,L.15 = =- s
We select the parameters of the erasure probabilities for-

generalized version of the and-or tree lemma: . .
) - mulae (6) and (7) in order to compare our results with the
Lemma 3.1: Let y; ; be the probability that the root of an ) :
and-or treeT) - evaluates to 0. Then results obtained in [6]. Therefore, we analyZgw (0.1z +
bi ' 0.922, Tz + (1 — T')2?, M, Q) EWF codes with the
reception overhead = 0.05 and the same output symbol
degree distributiofi2 ¢ applied on both windows, adopted from

Yy =06 | 1— Zpl(.j)@- (1 -3 qfvi)yll_,m> (4) [6] (originally from [3]):
i=j m=1

wheres; (z) = 3, 6,,2° and ;(z) = X, B . QW (z) = Q@ (z) = 0.007969z + 0.49357022 +
We skip the proof of our version of generalized and-or tree +0.1662202° + 0.0726462* 4 0.082558z° +
lemma since it closely follows the proof of the original and- +0.05605828 + 0.0372292Y + 0.05559021° +
tree lemma [9]. . o +0.02502325% + 0.003135256 ®)
From the asymptotic degree distributions of EWF codes
and the design rules for their construction, we can de-
rive polynomials d,,(x) and §,,(z) and the probabilities 10° e ———
(m) _(m) (m) d {p(m) (m) (m)y ¢ h —
{a a5 - qm '} and{pm,ppiy,- -5 pr }, for eac
classm of input and output symbols. Similar to the derivation 107

in [6], 8;,;, which is the probability that the output symbol
connected with a randomly selected edge has degred 107

x e
; [€)] wi -
given that it belongs to the clags equalss; ; = % fgm_s \]\
. ") L . E
ie., thatg;(z) = g%)g) Similarly, it can be shown that %

the probability 6; ; that the variable node connected with 10° —
a randomly selected edge has degie¢ 1, given that it Q

. S
(i+1)A(J) 107 ---Q,_(100,0.03,05)

; - itl i

belongs to the clasg, equalsd; ; RIS i.e., that —0,(500,0.03,08)

r ny 12| L L
§;(x) = e iz & 7D 1t is easy to show that for the P 005 01 015 02 025 03
classm input symbols, the probability of having claﬁgutput '

pily . . .

: 5 Fig. 1. A [ f BER for EWF

symbol as a childreny < j < r, equaISpg.m) S O]HiFi . ig symptotic analysis o versliy for codes
. i=m O,

Similarly, the classm output symbols_hav? t)he clagsinput  Figure 1 shows the dependence of the asymptotic erasure
symbol child,1 < j <m, with probability ¢;"" = 7. probabilities, .., a7z (dotted line) andy.. .7z (thin line),

Substituting these results infoemma 3.1, we obtain the on the first window selection probability/,. Note that by
erasure probability evolution for input nodes of EWF codegarying I'y we change the probability of the input symbol
decoded iteratively, as stated in the following lemma. selection from different input symbol classes, similarly it

Lemma 3.2: For an EWF codeFpyw (IL T, Q... Q(), is explicitly done with the parametén, used in [6]. For an
the probability y; ; that the input node of clasg is not extreme case of'y = 0, we have the EEP fountain codes,



Iy ,
YiL,MIB = exD (—(1 +¢e) (H—lQ (1)(1 —yi—1,m1B) + 282 (2)(1 —ILiyi—1,m1B — szl—l,LIB)))
1

(6)
YI,LIB = exp (—(1 + E)F2Q/(2)(1 —ILyi—1,m1B — H2yl—1,LIB)) (7)

whereas by increasin; we progressively add protection tos = 0.05, whereas for the weighted UEP fountain codes we
the MIB class. use parameter valug,; = 2.077 optimized for the same
The desirable point of local minimum af. 175 (Where reception overhead. Figure 2 clearly shows that the EWFsode
Yoo, L15 1S Still not significantly deteriorated) occurs in our casghow stronger URT and UEP properties than the corresponding
for the first window selection probabilit]}; = 0.084, and is weighted codes. It is significant to note that in most case Ml
equal toyg?j\Z)IB = 4.6 - 10~°. The equivalent point in [6] Symbols can be decoded well before the receptioh ofitput
occurs forky, = 2.077 whereyf};”j(;)m —3.8-10-5, which is symbols, dl_Je to the.fact that thg decodgr mak_es use of the
a slightly better performance than in the EWF case. Thislsme"CketS Wh'ch contain only I\/!IB—mformauon. This mamﬁest
two “decoding avalanches” in the erasure probabilityegr

degradation suggests the negative effect of the windowi i
approach, due to the fact that the output symbols based fhe '_EWF codes._The URT prope_rtles become more not_able
as we increas€'; with a small loss in LIB performance. This

the MIB window do not contain any information about LIB.%>. >e L] !
However, in this example we did not exploit the positivés,m“s”ated in Figure 2 with the example of the EWF code

side of the EWF codes, namely, to use a different (strong&‘)th the same dggigp parameters, except that its first window
degree distribution on the smaller (MIB) window. In this \kpr sélection probability is increased to the valig= 0.11.

we use a simple method of “enhancing” the strength of the

MIB window distribution, by applying the “truncated” robus 1V. L OWER AND UPPER BOUNDS ON THEML DECODING
solition distributionQ,.;(ks, 6, ¢) [2] with a constant value of OF EWF CODES

ks (note that the size of the MIB windoW; k£ asymptotically ) )
tends to infinity). The results fok,, = 100 (dashed line) A simple lower bound on the bit error rate of EWF codes

and k., = 500 (thick line) are presented in Figure 1. Thelinder the maximum likelihood decoding can be calculated for

performance improvement of the EWF approach is obviolgach class of input symbol nodes separately, as a prolyabilit

reaching an order of magnitude lower local minimum dfat an input symbol node is not adjacent to any of the
(mm)B —99.10-6. output symbol nodes. Let us consider the input symbol nodes

oo, MT in the i-th class. If the output symbol node is assigned to
the j-th window, wherej < i, then the input symbol node
in the i-th class cannot be adjacent to that output symbol

10°

10"% . 1 node. Otherwise, the probability that the input symbol node
10-2‘% ‘ \ % in the i-th class is adjacent to the output symbol node in
! { | N TR . . i .
E \ \ \ % the j-th class is1 — k—j where p; is the average degree
10 . J
g ; ‘1 | of the distribution2)(z). After averaging over the window
gt E T \ : 4 selection distributiod’(z), we obtain the lower bound on the
107 \ ; ] ML decoding of the input symbols in theth importance class
2 75‘ — , weighted: k =2. | R | Of fEW H,F,Q(l),...,Q(T) as
i S % ( ’
1071 |—MIB BER, EWF: T =0.084 ‘ \ % r
---LIB BER, EWF: I'1=0.OB4 | | F y 1 .
107 | —MIB BER, EWF: [ =0.11 ‘ % pZJ-WL (E) > (1 — Z ]—'uj)k(lJrs). (9)
---LIB BER, EWF: I'1=0.11 | ~J ]:z k]
1055 ‘ o2 o3

0
overhead €

The upper bound on the bit error rate of the input symbols
Fig. 2. Asymptotic analysis of BER versus the overhead from different importance classes of EWF codes is derived
similarily as for LT codes in [6]. More precisely, it is the
Figure 2 illustrates the asymptotic erasure probabilityes sum of probabilities that a vectar € F%, with a non-zero
of MIB and LIB classes as a function of the reception overheatement corresponding to the input symbol node in e
e. We compare the EWF code with thi&.;(k,.s = 500,60 = class, belongs to the the dual space of the punctured generat
0.5,c = 0.03) distribution applied on the MIB window, matrix G of the EWF code, over all possible arrangements of
with the weighted UEP fountain codes from [6]. For th@on-zero elements in the vector The upper bound on the
EWF code, we use the first window selection probabilitiit error rate of the input symbols in thieth importance class
I'; = 0.084 which is optimized for the reception overheawf an EWF codeFpy (IL T, QM) ... Q) for the reception



overheact and under the ML decoding is given by I'y, i.e. more frequent selection of the MIB window, further
decreases MIB BER but introduces slight deterioration in

ML () < min {1, terms of LIB BER.

k tiv1 t;—1 to r . ; |
Y Z'“ZH(kp_kp_l_é(p_.l)) ot ]
tr=1  t;=1t;_1=0 t;=0p=1 tp = tp—1 = 6(p —1) E ST 4

r kj Ld/2] (t;\ (kj—t; (14e)k 10 | \ E \ = }

'<er QEJJ) Zszo (135) (d—23)> } (10) 10’3‘% ; ) ’ Q

j=1  d=1 (d]) v | |

410 ‘E . ; : %

Figure 3 represents the bounds on the ML decoding for _\—wisser wegnea k2077 | |

r =2,k =500,k =50, T =0.11, andQ® as given in " - e aeR, weignes 2077 ‘ ‘ : %

(8). The lower and upper bound become tight as the receptior w4 e cur ver | , .

overhead increases. We obtain similar results as in [6] when  {—wseer, Ewrirou | |

QW is the robust soliton distributiof, (k.. = 50,0 = 0. un seR eweir on | ~ w

0.5,¢ = 0.03). As before, by modifying the output degree oz 005 0 D 01 015 o2

distribution on the smaller window we can decrease the MIB

bound, while preserving the LIB bound effectively unchahge Fig. 4. Simulation results fok = 5000

For example, ifQ(1) is set to the robust soliton distribution

Qps(krs = 50,0 = 0.2,¢ = 0.03), the bounds on the ML

decoding decrease as shown in figure 3. This illustrates how VI. CONCLUSION

EWF codes may be improved by adapting distributiof. Coding applications such as reliable transmission of video
files compressed with a layered coder benefit from coding
schemes which offer better error protection to a certain,

-e-LIBUB
\ e 505 predefined portion of the file. Since fountain codes are an
- . By attractive solution for multicast transmission of suchsfilé
>\:\ ~O-MIB LB, 502 is worthwhile to consider fountain coding techniques which
) \k’%x offer UEP and URT properties. In this paper, we present an

alternative way to construct such UEP fountain codes, by
utilizing the idea of “windowing” the data set. Both anatgi
techniques and extensive simulations are used to show that

Q \' the windowing approach introduces additional freedom in
. \ﬂ\ 5 the design of UEP rateless codes, thereby offering larger

flexibility and better performance than the previously gdd
UEP fountain codes.
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