### Abstract:

Smart manufacturing is built on complex decision-making in real-time based on data from networked machines and sensors. As a potential enabler of smart manufacturing, reconfigurability enhances adaptability to demands and enriches the utility of the collected data. This study focuses on a synergistic combination of advanced manufacturing technologies in a highly diverse market environment, to identify deficient components by inferring from changes in product quality and to sustain the operation of the manufacturing system by creating multiple-level self-repair strategies. Deep reinforcement learning is then used to select the strategy based on system status and performance.
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1. Introduction

Smart manufacturing systems (SMSs) are advanced intelligence systems which promote responsiveness to changes in the market environment and changes in system condition by adopting networked data, information and communication technologies [1]. Recent breakthroughs in cyber-physical systems, artificial intelligence (AI), industrial internet of things (IIoT), and cloud computation enable deployment of SMSs [2] and make the vision of fully automated manufacturing systems possible [3]. The performance of SMSs is characterized by behaviors, including self-organization, self-diagnosis, and self-healing [4] traditionally associated with biological systems. Due to the rapid pace of technological development and product personalization, future SMSs have to be highly adaptable. Adaptability can be realized by machines that can be decomposed into swappable components, i.e., modules [5], and reconfigured to respond to mass-individualized demands [6, 7]. Such flexibility of configuration [8] has been proven to raise responsiveness to demands, to promote interoperability [9,10], and to enhance the sustainability [11, 12].

In particular, trouble-free operation of components is critical for system performance [12, 13] in modern large-scale automated manufacturing systems. Difficulties in locating faults create production delays, system downtime and increased total production cost. Thus, system diagnostic and remedy techniques are needed for modern manufacturing systems. Classic diagnosis methods include fault detection and isolation, and failure mode and effects analysis. These methods match system symptoms to component failures, and thus are hard to implement in complex systems with many failure modes [18]. Probabilistic and learning-based approaches can be used to calculate failure probabilities based on the production history, such as Bayesian networks [20] and neural networks [19]. Manufacturing personalized products require companies to have a continuous refinement of their manufacturing processes and system configuration. The production environment requires diagnosis models to be adaptive to system changes and unexpected demands. The large variety of products also limits historical operation data available per product. Thus, the performance of existing models is limited. Methods to combine real-time fault diagnosis and repair strategy selection in highly-dynamic production environments remains to be addressed.

Approaches in Industry 4.0 promise to address this challenge by increased use of IIoT technologies and diverse sensors to capture data at all stages of a product’s life. Flexibility in product, operation, and configuration makes the quality stream customizable in a way that enables testing and verifying the condition of suspect components. With proper usage of quality data, SMSs are capable of self-diagnosis and self-repair to make the overall system operation sustainable under system faults.

An important challenge emerging is to create methods to use product/parts diagnosis information to perform system fault diagnosis, including: 1) the connection between product diagnosis and system faults is unclear and varies in different systems and configurations; 2) the system is uncertain, i.e., time and the cost for reconfiguring the manufacturing system depend on the operator expertise and technology; 3) the complexity of the decision process creates latency when centralized decision-making algorithms are used. Thus, pushing computation from the network core to the production line becomes a necessity [18]. That requires a local decision-making algorithm that model and optimize the repair policy according to the limited information.

Herein, a system self-diagnosis and self-repair approach are designed to enable a fully-automated factory to sustainably operate despite system faults. Three strategies are proposed for inferring the deficient components of the overall system through real-time optimization and graph theory. An AI decision-maker enabled by a deep convolutional reinforcement learning network is created to dynamically select a strategy to deal with deficient components according to the configuration information, and to evolve the repair policy learning from past system performance.
2. Self-Repair Strategies

Product personalization poses new challenges in the management of SMSs and brings new opportunities in system diagnosis. The core idea is to intelligently use different products that require diverse operations and, when possible, reconfiguration of the manufacturing system to link quality deterioration to system faults. As an example, consider that demands are for diverse types of parts to be processed by a manufacturing system, which comprises multiple stages, each with a number of machines made of modules. Each part contains multiple features. Each feature requires operations from at least one machine. All feature qualities are assumed to be monitored in the finished products. If a feature is processed by a machine with a deficient component, a deterioration of quality occurs. The deficient modules need to be removed once identified, and deficient machines can only be used after module repair.

Once a deficient feature is detected, system interrogation operation starts by changing the operations and products to gather information and determine the deficient stage(s). Focusing first on stages instead of modules significantly shrinks the search space. To maximize effectiveness in stage detection, the suspected stages require to process a unique feature. The stages which process features that no other stage processes are defined as unique-stages. An example of part and operation rescheduling is shown in Fig. 1.

The capacity of the system to be tested is important because a deficient feature can only be verified after a certain amount of production is reached. The capacity \( sp_{r,k} \) of stage \( n \) is determined by the operation \( op_{p,n} \) and stage index (with corresponding machine types). The minimum stage capacity defines the line capacity \( pr_k \). Given part type as \( k \) and unique stages set as \( u \), a model is formulated to assign the interrogation operations that maximizes the line capacity, namely

\[
\begin{align*}
\min & -pr_k \\
\text{s.t.} & (a) \ m_{f,k}^{p} op_{p,n} \leq \sum_{n=1}^{N} m_{c}^{p} op_{p,n}, \quad \forall n, \forall k \\
& (b) \ pr_k = \min_{n} sp_{r,k,n}, \quad \forall n, \forall k \\
& (c) \ m_{f,k}^{p} op_{p,n} \neq m_{f,j}^{p} op_{p,n}, \quad \forall n, \forall k \\
& (d) \ , \quad \forall n, \forall k.
\end{align*}
\]

where \( m_{p,n}, m_{c,n}, m_{r,k} \) are precedence, element, and competence matrix defined in [9]. \( m_{f}^{p} \) is the mapping between features and operations. Constraints (a) and (b) ensure the operations are completed following the precedence constraint; (c) ensures that the capacity of the line is the minimum capacity of stages; (d) ensures the features processed by unique-stages are different from the other stages; (e) specifies the bounds and type of decision variables.

The model is a mix-integer programming solved using CPLEX. By denoting the capacity \( pr_k = f_{opr}(k, op_{p,n}, u) \), product type \( k \) and operations \( op_{p,n} \) used in the interrogation operation is

\[
k_{t}, op_{p,k_{t}} = \arg \max_{f_{opr}(k, ops, u)}.
\]

Rescheduling stops when only one suspect stage remains. Given the identified deficient stage, the deficient machine can be located by manipulating the capacity of machines, i.e., reduce one by half, and matching the percent of deficient parts to the machine capacity. In conventional machine repair strategies, domain expertise is required for inspection, repair, and replacement, which may create significant system down-time. Thus, another two reconfiguration-based strategies are proposed assuming that modules are swappable in the SMSs. These strategies are referred as the speed-oriented module swap strategy and the capacity-oriented module swap strategy. To evaluate these strategies, capacity losses are selected as a measure of system performance.

To control the loss of capacity during diagnosis, the time to accomplish module swapping needs to be minimized. The suspected modules need to be assigned to unique-stages as much as possible, which leads to the speed-oriented module swap strategy. Moreover, after the removal of the deficient module, the capacity of the remaining manufacturing system also needs to be maximized. For example, the system will totally lose all capacities if the deficient component is located at a stage with a single machine (i.e., a single-machine stage). The repair of the component will make the unique machine unavailable. Thus, the overall configuration line loses the capacity totally until the module is returned. As an alternative, the capacity-oriented strategy is to swap the modules to the non-single-machine stages.

The maximum number of unique-stages in a configuration plays an important role in a swap decision. Because of the importance of the capacity, a swap should maximize the number of features that can be processed at unique-stages. As modules of the same type can be swapped, the swappable stages \( s_{w} \) are defined as the stages that can swap with modules with a deficient machine, the maximal unique-stages \( u \) is calculated by solving the following global optimization model using evolutionary algorithm

\[
\text{max len}(u \cap s_{w}) = \sum_{k} pr_{k}
\]

s.t. \( pr_k = f_{opr}(k, op_{p,n}, u) \).

Before diagnostic, all modules of a suspect machine are suspect modules. Each suspect module \( d_i \) is desired to be swapped to a unique-stage \( u_j \). The swap is rewarded by a value \( c(d_i, u_j) \).

For the speed-oriented swapping strategy, the reward is \( c(d_i, u_j) = n_{mu,j}^{*}_{t_{p,di,u_j}} \) where \( n_{mu,j}^{*} \) is the number of machine at stage \( u_j \) and \( t_{p,di,u_j}^{*} \) is the time required to swap suspect module \( d_i \) to stage \( u_j \). For the capacity-oriented swapping strategy, the reward is \( c(d_i, u_j) = n_{mu,j}^{*}_{t_{swap}} \) if \( n_{m} > 1 \) and \(-1 \) otherwise. Suspect modules and available stages are nodes \( D \) and \( U \) in a graph \( G(D, U, E) \) formulated by using edges \( E \) which link suspect modules and unique-stages. Reward \( c(d_i, u_j) \) is assigned to edge \( E(d_i, u_j) \). To maximize the weighted sum without duplicated stages, the graph is solved as a bipartite maximum matching problem. An example of the matching graph is shown in Fig. 2.
3. Strategy Selection

Each repair strategy has pros and cons. For example, the long repair and inspection time in a machine repair strategy makes the system operate with missing machines for a long time. However, for stages with large numbers of machines, the capacity loss can be small. Alternately, swap strategies can shorten the inspection time by simple swaps of modules and products. Compared to the speed-oriented strategy, the capacity-oriented strategy ensures that deficient modules are located at non-unique-stages to avoid total capacity loss. However, this strategy increases the swap time, especially for configurations with very few swapable stages. The selection of the strategy is challenging not only because of the complex inference process that starts from deficient features, but also because of the large number of diverse modules and machines, which require different time for swapping and relocating. More importantly, not all the parameters are easily measured, e.g., inspection times change factory by factory. As a consequence, an self-learning decision-making method is critical for the SMSs.

Reinforcement learning is a promising solution, which can selectively explore an unknown environment and exploit the past experiences, i.e., tuples of action \( a \), state \( s \), and reward \( r \), to optimize a policy that maximizes the expected value of rewards over successive steps [18]. In this study, an action \( a \) is one selection of one of the repair strategies. The states of the system include current suspect modules, swappable stages, module types, and number of modules at each stage. The reward is the negative of the amount of capacity loss during repair. Infeasible actions are penalized by a large capacity loss. In this policy, the repair of a whole defective module is possible only if the past experience rewards the action. A deep convolutional Q network is used to analyze complex input features in order to learn the optimal policy from the system performance. A value \( Q \) is used to represent the quality of an action given the state, which is updated as

\[
Q(x, a) = (1 - \alpha)Q(x, a) + \alpha [r(x, a) + \gamma \max_a Q(x^{'}, a^{'})],
\]

where \( x^{'} \) is the next state given the selected strategy \( a^{'} \), \( \alpha \) is the learning rate, \( \gamma \) is the discount factor of the past experience. The Q value table is replaceable by a neural network \( M \), i.e., \( Q(x, a) = M(x, a, \theta) \). The model parameter \( \theta \) is updated by cost function \( J \).

\[
J = [Q(x, a) - (r(x, a) + \gamma \max_a M(x^{',} a^{',} \theta))]^2.
\]

Details of the networks designed for repair strategy selection are shown in Fig. 3. The convolutional layers help the AI approach to capture contextual information of the system status. The softmax function is used as the policy for training, where temperature \( T \) is used to adjust the exploration and exploitation; a high temperature makes the decision-making more random.

4. Prototype implementation

An example from previous studies [9,12] is used to demonstrate the implementation of the approach. A simulation model is built to simulate the operation of an autonomous manufacturing line with seven stages to produce parts of different types. Two types of parts with 9 and 14 features are selected and required to be processed by a predefined sequence of operations. Quality information is available for all features for part diagnosis. Changes in the system, i.e., operation rescheduling and part changes, are tracked and used in the product quality re-analysis. The product diagnosis starts once the number of parts reaches a threshold, which is 50. Deficient features trigger system diagnosis.

Through system diagnosis, deficient machines/modules are identified by the selected repair strategy and moved to the repair center for recovery. The time for inspecting a module is 30 min and for repairing a module is 20 min. The assembly time is 10 min for machine tools and 60 min for bases or arms. Disassembly times are half of the assembly times. The time required for each repair strategy is the sum of the times of all required actions. To satisfy the demands, the system is required to continuously provide capacity of at least 180 parts/hour. Lost capacity due to the repair strategy is calculated once the repair is completed. The learning rate, temperature, and discount factor are 0.01, 1, and 0.99.

4. Results

The performance of the three strategies is compared in a selected configuration. The modules of different types (shown in different colors in Fig. 4) highlight the configuration composition and the commonality of modules among stages. Only modules in same type (color) are swappable. The lost capacities of three repair strategies are calculated by iteratively selecting one module as the deficient one, the averaged lost capacities by stage are estimated by a simulation model and compared between strategies in Fig. 5.

Figure 3. Deep convolutional Q learning network for self-diagnosis of SMSs; inputs obtained from swapping provide information to define repair strategies.

Figure 4. The configuration used for strategy comparison, including 18 spindle 1, 16 spindle 2, 10 base 1, 4 base 2, and 30 axes.

Figure 5. Comparison of lost capacities between different repair strategies.

The machine repair strategy leads to less capacity losses for a stage with many machines, where other machines can reschedule to process a different feature to preserve capacity during machine inspection. The machine repair strategy is the only choice when no module swapping is possible, e.g., at stage 6. Compared to the machine repair strategy, module swapping strategies require less
time to repair stages with few machines and affect capacity in a stable manner, around 300 parts (~1.5-hour of production). This value is weakly impacted by the stage. Thus, swap strategies have a more predictable behavior. The speed-oriented module swap strategy performs slightly better than the capacity-oriented module swap strategy. The large number of single-machine stages, i.e., 3 of 7, significantly raises the number of swaps for the capacity-oriented swap strategy to locate deficient modules.

Next, the performance of the reinforcement learning are also tested by repeatedly damaging the module of index 20, which is initially in stage 4. Due to module swapping, the module of index 20 keeps changing its location, which requires the repair strategy to be changed accordingly. Changes in the averaged lost capacity are shown in Fig. 6. The faulty module location is shown in red.

![Figure 6. Changes of capacity and location of the module in index 20](image)

Each step in Fig. 6 represents a repair period, which starts from a defective feature and ends at a completed repair. After a period of trial-and-error learning, the deficient module of index 20 finally settles at stage 2 and the system keeps adopting strategy 1. According to Fig. 4, strategy 1 at stage 2 preserves all the system capacity. Thus, repeating strategy 1 is the best policy for stage 2. The AI identifies this best repair policy; moreover, it also places the problematic module at the low-impact location.

By simulating a repeated deficiency at a random module after a repair, the lost capacity is compared in Fig. 7 between the optimal policy from deep learning and a random strategy selection. In the first 250 steps, the AI learns from negative experience, when it keeps selecting inefficient strategies. However, the lost capacity reduces quickly and converges to 310 parts at step 1400. The capacity loss in the random strategy selection is over 600 parts. The learned policy is shown in Fig. 8.

![Figure 7. Comparison of the performance between the optimal policy from the deep convolutional Q learning and random selection policy.](image)

![Figure 8. Percentage of strategies selected at different stages.](image)

The diversity in module types and locations make the optimal policy a mixed strategy. Without knowing the action time, plant layout, and system capacity, the AI frequently adopts a module swap strategy for single-machine stages, a machine repair strategy for stages with multiple machines, and an inference swap for stages with no swappable modules, i.e. stage 6. The AI has the ability to evolve policies in reacting to system changes, i.e., reconfiguration time, inspection time, and system capacity.

## 5. Conclusions

This paper investigates the potentials of self-repair ability of future smart manufacturing systems integrating several advanced approaches, namely reconfigurability, edge computing, data-driven analysis, and deep learning networks. The paper offers a potential solution for self-repair as enabler of sustainable operation of smart manufacturing systems in a fully automated factory under a mass-personalized and dynamic production and market environment. Autonomous self-repair strategies are proposed by utilizing product and module swapping, operation rescheduling, and system reconfiguration. An AI-based decision-making algorithm is proposed for adaptively selecting a repair strategy by using a deep convolutional Q learning neural network. Simulation results show that the designed AI successfully converges to an optimal policy, which significantly reduces the capacity loss compared to a random strategy selection. Promising future research directions include: methods to achieve self-diagnosis for time-varying demands and configurations; and additional strategies informed by inspection and reconfiguration costs.
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