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A BSTRACT

In this thesis, electrical transport measurements were performed on superconducting, charge
density wave, transition metal dichalcogenide compounds and hydride superconductors under
extreme pressures. Firstly, Shubnikov-de Haas quantum oscillations and the masses of electrical
carriers were measured in TiSe2. Hydrostatic pressure was used to suppress the charge density
wave, which resulted in several clear frequencies emerging and no indications of quantum critical
mass enhancements were observed.

Secondly, the interaction between the charge density wave and superconductivity in NbSe2
was investigated. By suppressing the charge density wave with hydrostatic pressure, it was
shown that there is no quantum critical enhancement in superconductivity around the critical
point because the transition becomes 1st-order. Comprehensive magnetotransport measurements
analysed within a four-band model suggest the presence of a pseudogap state coexisting with and
outside of the charge density wave, which is further supported by Shubnikov-de Haas oscillations
observing Fermi arcs generated by the pseudogap. This pseudogap state is also suppressed with
pressure alongside the charge density wave and both states are destroyed at 4.4 GPa.

Measurements of the high temperature superconductors sulfur, yttrium, and lanthanum
hydrides are presented alongside measurements on their precursor elements. Sulfur trihydride
was synthesised from ammonia borane and observed to have similar superconducting properties
to previous work, whilst Raman measurements on elemental sulfur observed a charge density
wave amplitudon coexisting with superconductivity. Novel thin-film deposition techniques were
used to synthesise lanthanum and yttrium hydrides, which promise to aid future syntheses of
predicted room-temperature superconducting ternary hydrides. Superconductivity in yttrium
thin-films was measured to 164 GPa and agree with predictions for an Fddd crystal structure,
which is believed to be universal for rare-earth elements. Finally, a low symmetry lanthanum
superhydride was synthesised with a drastically lower superconducting temperature than the
high-symmetry cubic phase observed previously.
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I NTRODUCTION

1.1 Strongly-correlated electrons

Superconductivity is arguably one of the most exotic yet pervasive states of matter known to

modern science. Approximately half of all the known pure elements have been shown to be

superconductors at ambient or elevated pressures, and beyond that multiple classes of materials

have emerged over the past century that are distinguished for their superconducting properties.

As a phenomenon, superconductivity causes a drastic change in the electrical properties of a

material that results in zero resistivity below a critical temperature (T c). This phase transition to

the superconducting state also results in unusual magnetic properties; for type I superconductors,

magnetic fields are completely expelled from the bulk of a superconductor, which is known as the

Meissner effect. For type II superconductors, magnetic flux lines can penetrate the superconductor

to form a vortex lattice. All of these unusual properties have clear technological applications, such

as in perfect power transmission, magnetic levitation, the generation of large magnetic fields for

MRIs and fusion, as well as use in superconducting qubits for quantum computers. The primary

limiting factor preventing the mass exploitation of all these properties is the value of T c.

For the vast majority of superconductors discovered over the past 110 years, T c is below

77 K, which requires another cryogen apart from nitrogen for cooling and makes wide-spread

technological applications prohibitively difficult in most cases. A notable exception are the

cuprates with several members having T c values above 77 K, which have been subsequently

called high-temperature superconductors. Despite being high-temperature superconductors, T c is

still a long way away from room-temperature, and as a result room-temperature superconductivity

became a holy grail of condensed matter physics.

One of the earliest predictions of room-temperature superconductivity came shortly after BCS
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CHAPTER 1. INTRODUCTION

theory was proposed in 1957 [1, 2], which was the first microscopic theory of superconductivity

and proved to be hugely successful in describing the properties of conventional superconductors.

Using the framework of BCS theory, Ashcroft predicted in 1968 that hydrogen would be a

room-temperature superconductor once it solidified and metallised under pressure [3]. Thus far

hydrogen has potentially been shown to metallise at 495 GPa [4], but has not been confirmed to

be a room-temperature superconductor as of yet. 495 GPa is truly a large pressure and exceeds

the pressure of the Earth’s inner core [5], and these pressures are exceedingly difficult to achieve

in experimental conditions.

Figure 1.1: The periodic table of superconducting binary hydrides with the maximum predicted
superconducting transition temperature indicated. Figure from ref. [6].

Fortunately, alternatives to pure hydrogen were also predicted by Ashcroft in the form of

metallic hydrides [7]. These compounds still relied on the favourable properties of the hydrogen

lattice, but large atoms essentially pre-compressed the hydrogen to decrease the metallisation

pressure. This approach was proven successful in 2015 by Drozdov et al. with the discovery

of superconductivity in H3S at 203 K and 155 GPa [8], which was the highest T c discovered at

the time. In the following years even higher values of T c were discovered in YH9 and LaH10

with superconducting temperatures of 243 K [9] and 260 K [10] respectively at approximately

200 GPa in both cases. Most recently, room-temperature superconductivity was observed in the

ternary compound carbonaceous sulfur hydride at 288 K and 270 GPa [11]. Though all of this

work represents a century-long achievement of condensed matter physics, much more work needs

to be done to understand the extraordinary properties of these compounds. Current theoretical

work is aimed at improving the predictions of structure, stoichiometry, and T c for all binary

hydrides, as shown in figure 1.1. Modern computational power means that meaningful predictions
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are readily available, and as a result experimental work entails chasing the numerous predictions

to confirm the validity of current models. However, current sights are also set on the future of

the field, which is the synthesis of other ternary hydrides to hopefully realise room-temperature

superconductivity in more compounds.

Though superconductivity is an interesting phenomenon in and of itself, it does not exist in a

vacuum and unsurprisingly it is affected by other phenomena. These phenomena can enhance, be

detrimental to, or not influence superconductivity, but the mechanisms behind these phenomena

and why they affect superconductivity are of great interest in modern research. These interactions

have been observed in countless compounds and originate from multiple states of matter, such

as different forms of magnetism and density wave order to name a couple, but discovering an

overarching mechanism that explains these exotic interactions with superconductivity is another

avenue of research to achieve high-temperature superconductivity. In this thesis, the effects

of charge density waves (CDWs) will be investigated in two transition metal dichalcogenides

(TMDs): NbSe2 and TiSe2.

1.2 Hydrostatic pressure

Hydrostatic pressure is a powerful tool for investigating the properties of matter. As a state

variable, pressure effects are naturally incorporated into equations of state, and since pressure

is arguably the easiest state variable to change (unlike volume), pressure effects can be readily

tested experimentally. Structure changes can also be calculated and thermodynamic stability

can be determined based on the enthalpies. In the field of hydride superconductors where

synthesis under pressure is required amongst a huge phase-space of potential compounds,

computational predictions have been vital for the discovery of new compounds and their associated

stoichiometries and structures.

Pressure is also a clean and continuously tuneable technique. Compared to isovalent doping,

hydrostatic pressure does not introduce impurities or defects into crystals, which makes hydro-

static pressure ideal for investigating the intrinsic properties of crystals. Though doping is in

principle continuously tuneable, in practice growing crystals with a precise amount of dopant is

challenging and would also require multiple batches to fully probe the phase space. Of course

doping also has its merits, and together hydrostatic pressure and doping can probe a large region

of phase space. Pressure can also be used in conjunction with other techniques such as cryogenic

cooling, laser heating, and static/pulsed magnetic fields. This flexibility only adds to the power of

pressure as a experimental technique and explains why pressure techniques are becoming more

and more prevalent throughout the field of condensed matter physics.
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CHAPTER 1. INTRODUCTION

1.3 Outline of thesis

The following five chapters are organised as follows. In the theory section, the principles of

electrical transport measurements are presented alongside an explanation of multi-band magne-

totransport models and quantum oscillations. The key concepts behind superconductivity, CDWs,

and their interactions are also discussed.

The experimental methods section explains the preparation of the anvil cells in order to

perform electrical transport measurements at extreme pressures, temperatures, and magnetic

fields. This also entails the preparation of samples by exfoliation and thin-film evaporative

techniques, as well as the deposition of robust electrodes that can survive extreme pressures.

The final three chapters detail the experimental results obtained from TiSe2, NbSe2, and

hydride superconductors. Each chapter is comprised of an introduction and motivation to each ma-

terial followed by a discussion of the results and outlook. The TiSe2 chapter discusses Shubnikov-

de Haas quantum oscillation measurements as the CDW is suppressed. The NbSe2 chapter

comprehensively discusses the effects of the CDW on superconductivity and the magnetotrans-

port properties. Finally, the hydrides chapter discusses electrical transport, Raman, and X-ray

diffraction measurements on sulfur, yttrium, and lanthanum hydrides; this chapter also discusses

results on the pure elements sulfur and yttrium.
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This chapter aims to provide an introduction to the most pertinent theoretical concepts of this

thesis. Firstly, the principles behind electrical transport will be discussed followed by a brief

overview of the Drude, Sommerfeld, and Bloch models before ending with electronic interactions

and Fermi liquid theory. From there the different contributions to resistivity will be discussed,

which leads into an explanation of magnetotransport and quantum oscillations. Finally, the

origins of superconductivity and CDWs will be discussed, and their relevance to the compounds

of interest in this thesis.
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CHAPTER 2. THEORY

2.1 Electrical transport

2.1.1 The Hall bar

To begin, it is important to define the most important quantities measured in electrical transport

measurements and how they are measured. Figure 2.1 shows a schematic of a standard Hall bar

configuration which is used for the simultaneous measurement of the longitudinal and transverse

resistivities (½xx and ½xy respectively). For a sample with length (L ), width (w), and thickness (t),

½xx is given by

½xx ˘
µ

wt

L

¶
Vx

I
˘

µ
wt

L

¶
Rx, (2.1)

where Vx is the measured longitudinal voltage, I is the applied current via a current density

(J ), and Rx is the longitudinal resistance given by Vx/I . When a magnetic field is present (B ), a

transverse voltage (Vy) can be measured and is related to the Hall coefficient (RH ) by

RH ˘ ½xy

B
˘

µ
t

B

¶
R y ˘

µ
t

B

¶
Vy

I
. (2.2)

½xx, ½xy, and RH will be referred to throughout this thesis as they are important quantities that

characterise the electrical properties of a system.

Figure 2.1: A standard 5-contact Hall bar geometry with the current density (J ) and magnetic
field (B ) applied in the positive x and z directions respectively. A component of J in the y-direction
is generated due to the magnetic field. The dimensions L , w, and t are the length, width, and
thickness of the sample. Vx and Vy are the measured longitudinal and transverse voltages.

2.1.2 Drude, Sommerfeld, and Bloch

Drude theory provided the first concepts required to describe the microscopic properties of

electrical conduction and resistance, and thus provided the foundations upon which more complex

theories were built. In Drude theory there are three key assumptions: the first states that between
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collisions, electrons do not interact with other electrons or with ions. The second assumption

states that collisions occur instantaneously with a characteristic time between collisions known

as the scattering time (¿). The third states that the electrons are in thermal equilibrium and their

velocities are randomly orientated after each collision. Generally, these assumptions can describe

simple metals at room temperature, but unsurprisingly each of these assumptions breakdown in

more complex materials, which is only compounded as the temperature is reduced and multiple

mechanisms come into effect alongside quantum mechanical interactions.

At this point, it is important to define the relationship between an electric field (E ) and the

current density of moving charges as

J ˘ ¾E , (2.3)

where ¾ is the conductivity tensor. In general, the relationship in equation 2.3 is tensorial in

nature, but in some situations ¾ can be treated as a scalar. ¾ is also used to define the resistivity

tensor (½) as ¾¡1, which can also be treated as a scalar in certain situations.

By using equation 2.3, the zero-field Drude conductivity (¾0) of a charge carrier can be

determined. It can be shown that J is described by

J ˘ qDv, (2.4)

where v is the velocity, q is the charge of the electrical carrier, and D is the charge carrier density.

Conventionally, for electrons D is written as n whilst for holes D is written as p, but for now

since q is unspecified D shall be used. It can also be shown that v for a charge carrier emerging

from a collision is given by

v ˘ q¿

m
E , (2.5)

where m is the mass of the charge carrier; later m can be generalised to an effective mass (m⁄)

which incorporates changes in mass due to interactions. Equations 2.4 and 2.5 can be solved with

respect to equation 2.3 to yield the scalar Drude conductivity of a charge carrier,

¾0 ˘ q2D¿

m
˘ qD ¹ , (2.6)

which also leads to the definition of the mobility (¹ ) of a carrier,

¹ ˘ q¿

m
. (2.7)

Though simplistic, the Drude model incorporated several important characteristics of electri-

cally conductive materials. The first is that there is an implicit temperature dependence to ¿ since

it is the time between collisions at thermal equilibrium. Therefore, as the temperature decreases

¿ increases. Though the form of this temperature dependence is not determined by Drude theory,

it will be shown in the following sections that the temperature dependence of ¿ is intrinsic to

specific scattering mechanisms. Secondly, it predicts that these different mechanisms can be
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summed via the conductivity, which ultimately gives rise to Matthiessen rule for combining

scattering times, i.e.
1
¿

˘ X

i

1
¿i

. (2.8)

Drude theory proved even more impressive when combined with the thermal conductivity

(· ) to yield the Wiedemann-Franz law, which predicted that · /¾ should vary linearly with

temperature (T ), such that
·

¾0
˘ 3

2

µ
kB

e

¶2
T , (2.9)

which was shown to be accurate across several materials and was seen as a huge success of the

theory. However, there was a large discrepancy between experiments and predictions for the

electronic specific heat capacity compared to 3
2 Dk B .

This discrepancy was ultimately resolved by replacing the Maxwell-Boltzmann statistics used

in Drude theory with the Fermi-Dirac distribution from quantum mechanics, which requires

that electrons (and holes) obey Pauli’s exclusion principle due to being fermions. This change

from classical to quantum statistics within Drude theory became known as the Sommerfeld

model. The new distribution function predicted that at zero-temperature the available states

for charge carriers were sharply divided into occupied and unoccupied states below and above

the Fermi energy. At elevated temperatures, this distribution function broadens, yet only charge

carriers within » kB T of the Fermi energy could be excited into unoccupied states. This division

renders the vast majority of charge carriers unavailable to participate in electrical transport, and

ultimately defines a thin shell about the Fermi energy that entirely determines the electrical

characteristics of a material. Despite the change from classical to quantum statistics, the results

of the Sommerfeld model are largely the same as Drude theory, but with some of the discrepancies

removed. Most importantly for our purposes the form of the conductivity is the same.

Despite the advances made by the Sommerfeld model by treating carriers as fermions, it still

did not incorporate interactions that ultimately give rise to the exotic phenomena observed in

strongly-correlated systems. Less critically, as the theories can be slightly modified as I have

alluded to, but these free-electron models only predict the existence of electrons and not holes.

This means that RH is strictly negative and cannot change with temperature or field despite being

observed in several materials. Related to the presence of only one carrier type, the magnetoresis-

tance of any material is predicted to be zero in contrast to experimental observations. Naturally

this means that further theories have to account for these clear experimental signatures.

To more closely describe the electrical properties of periodic crystals, the electrical carriers

must also be treated periodically. This is incorporated with a periodic lattice potential (U (r )),

such that U (r ) ˘ U (r ¯ R ) where R represents a lattice vector. The subsequent solutions to the

Schrödinger equation are called Bloch waves with a wavefunction (Ã nk ) given by plane-waves

modulated by the periodicity of the lattice (unk (r )), i.e.

Ã nk (r ) ˘ ei k ¢r unk (r ). (2.10)
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The periodic energy solutions (" n(k )) from solving the Schrödinger equation give rise to the

bandstructure of the periodic crystal in k-space, which are indexed by the quantum number n,

and these describe the electronic energy spectrum of the electrons, also known as bands. Similarly

to how a crystal can be thought of as an infinitely repeated unit-cell in real-space, the k-space

properties of a crystal can be entirely described by the 1st-Brillouin zone. One other consequence

of the periodic potential is that the energy spectrum of the bands is no longer continuous, as gaps

open at the Brillouin zone boundaries which are proportional to the magnitude of the periodic

potential. This is important because the Fermi energy could lie within the band-gap, which

drastically affects the electrical properties of the material and consequently defines four broad

classes of materials: metals, semimetals, semiconductors, and insulators.

Metals (including semimetals) are materials that have a Fermi surface, i.e. the electronic

bands cross the Fermi energy at zero-temperature. Semimetals are then defined as metals with a

low carrier concentration that also have a small Fermi surface. Semiconductors do not have a

Fermi surface, as the Fermi energy does not intersect any electronic bands and lies within the

band-gap. However, the band-gap in semiconductors is sufficiently small such that carriers can

be excited from below the Fermi energy via thermal excitations. Finally, insulators have such a

large band-gap that carriers cannot be thermally excited across.

However, the Fermi surface of a metal (or semimetal) is not a static construct and can

drastically change due to emergent phenomena within a system. Namely in this thesis, the

formation of a CDW reconstructs the Fermi surface below a characteristic temperature (TCDW ),

which results in gaps opening at specific wavevectors that destroy parts of the Fermi surface. In

the simplest case, this can cause a metal to insulator transition, but more nuanced and intricate

effects can also occur. This will be discussed in more detail later.

One final consequence of band-theory is that it can now account for the positive RH that has

been observed in several compounds. This previously unusual result is explained by the absence

of an electron from an occupied state, which for all intents and purposes appears as a positively

charged hole. Conveniently, all the results of Drude theory are still applicable by simply changing

the charge of the carriers. Surprisingly and despite several drastic changes to the understanding

of electrical transport mechanisms, the results of Drude theory still prove applicable in modern

research.

2.1.3 Electronic interactions and Fermi liquid theory

Thus far, only a non-interacting Fermi gas perturbed by a periodic lattice potential has been

considered, which is also known as the nearly-free-electron model. The next step needs to

incorporate electron-electron interactions, which was successfully achieved by Fermi liquid theory

by using the Fermi gas groundstate and adiabatically introducing an interaction. This new

groundstate is then assumed to be the groundstate of the newly formed Fermi liquid. Now the

carriers should be thought of as quasiparticles of the bare-carrier, which have the same fermionic
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properties (spin, charge, etc.) but the dynamic properties (mass) are modified by the interactions.

The power of this theory is that many characteristics of the nearly-free-electron model are

inherited with slight modifications due to renormalisation. This renormalisation leads to the

concept of effective mass (m⁄), which is the modified mass of the free electron due to interactions.

These electronic interactions also affect the bandstructure of materials and can be incor-

porated into bandstructure calculations. This band-mass (mb) is described by elements of the

band-mass tensor (M b) and are given by

M b
¡1 ˘ 1

~2
@2"

@k i @k j
, (2.11)

which shows that the band-mass is dependent on the curvature of the bands. This means that

sharp bands have low masses whilst flat bands have heavy masses. Generally speaking, the

band-mass predicted from bandstructure calculations can encapsulate some of the interactions

affecting the carriers, but not all of the interactions can be accounted for which inevitably leads

to discrepancies between experiment and theory. Generally this line is drawn between weakly-

correlated and strongly-correlated systems where certain approximations begin to breakdown,

though the rapid advancement of theoretical work is reducing this divide.

2.1.4 Temperature dependent resistivity

The temperature dependence of the resistivity of a material can originate from several sources and

together they all contribute to the total resistivity. Fortunately, assuming that these mechanisms

are independent from one another, Matthiessen’s rule (equation 2.8) can be used to sum these

contributions. For the purposes of this thesis, the most pertinent form of the temperature

dependent resistivity is given by,

½xx ˘ ½0 ¯ AT 2 ¯ CT 3, (2.12)

where ½0 is the residual resistivity, A is the electron-electron scattering coefficient, and C is the

electron-phonon scattering coefficient. Each of these mechanisms will be addressed in the coming

sections.

2.1.4.1 Electron-electron interactions and quantum critical points

One major prediction of Fermi liquid theory is that electron-electron interactions should have a

quadratic temperature dependence with the coefficient (A) being a measure of the strength of

these electron-electron correlations. As a result, materials that show strong electron-electron

correlations show enhanced values of A. In Fermi liquid theory, A for a multi-band quasi-2D

metal possessing interband and/or intraband scattering is described by

A ˘ 8¼3ãck2
B

Ne2~3

Ã
X

i

"
k3

F i

m⁄2
i

#! ¡1

, (2.13)
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where m⁄
i and kF i are the effective mass and Fermi wavevector of the i th Fermi sheet, c is the

c-axis parameter, and N is the number of formula units per unit cell [12, 13]. ã is the minimum

mean-free path in the Mott-Ioffe-Regel limit [13]; depending on the definition, ã can vary but it

can never be smaller than the a-axis lattice parameter [13, 14]. Regardless, in the single band

case A is clearly proportional to the mass of the carrier squared, which is why enhanced A

coefficients are observed in many heavy fermion systems [15]. For example CeCu6 possesses one

of the largest values of A and is a heavy fermion compound [16].

Similarly, systems that possess quantum critical points (QCPs) can also show enhanced A

coefficients due to significant mass enhancement from quantum critical fluctuations affecting

the electron-electron interactions. QCPs are associated with 2nd-order phase transitions that

occur at zero-temperature, as opposed to classical 2nd-order transitions that occur at finite

temperature. Several examples of quantum critical enhancements in A have been observed

in several compound families, such as the iron-based superconductors (FeSe1¡xSx [13] and

BaFe2(As1¡xPx)2 [17]), cuprates (La2¡xSrxCuO4 [18] and La2¡xCexCuO4 [19]), and heavy fermion

systems (YbRh2(Si0.95Ge0.05)2 [20], CeCoIn5 [21], CePt2In7 [22], and CeRhIn5 [23]). As such, one

could expect a quantum critical enhancement of A about the QCP of other systems. In all of these

systems a non-thermal tuning parameter, such as magnetic field, doping, or pressure, is used

to tune a finite temperature, 2nd-order transition to zero-temperature whereupon it becomes a

QCP. If such a phase transition became 1st-order prior to being suppressed to zero-temperature,

the result would be an avoided QCP and a lack of quantum critical enhancements in the mass of

carriers.

2.1.4.2 Electron-phonon scattering

One of the largest contributions to the resistivity of a material is electron-phonon scattering. The

resistivity of this scattering contribution is described by the Bloch equation,

½˘ 3¼~r 6
D ¸ 2

0

4e2Mk B£ D R4v2
F

µ
T

£ D

¶5 Z £ D /T

0

z5

(ez ¡1)(1¡ e¡z)
dz, (2.14)

where £ D is the Debye temperature, vF is the Fermi velocity, ¸ 0 is the electron-phonon interaction

at small scattering angles, M is the ion mass, r D is the Debye radius, and R is the reflection

coefficient [24]. £ D is determined by the maximum allowable frequency of phonons within a

crystal and sets a temperature scale above which all phonon states are occupied. For T À £ D ,

equation 2.14 simplifies to ½/ T , which corresponds to all of the phonon states being occupied

and generally describes the high temperature resistivity of materials. In the opposite limit,

(T ¿ £ D ), phonon states are unoccupied and no longer contribute to scattering. This causes the

resistivity contribution from phonons to decrease rapidly as ½/ T 5.

The form of equation 2.14 describes scattering from s-states to other s-states. Mott showed

that interband s-d phonon scattering from a low mass, high velocity band to a high density,
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low velocity band could give rise to lower power-law dependencies [25]. In this picture, the s-

electrons carry the vast majority of the electrical current, but when they scatter into the d-bands

they are essentially trapped and no longer contribute to the current. At low temperatures, this

s-d scattering contribution is proportional to T 3, as shown in equation 2.12. C is related to

the prefactor of equation 2.14 [24, 26], thus we can expect C to be sensitive to the strength of

electron-phonon coupling.

2.1.4.3 Residual resistivity

At zero-temperature, the only contribution to the resistivity is the residual resistivity. This

contribution originates from the inherent impurities and imperfections of the crystal, and is

inversely proportional to the defect density and mean-free path [27]. As a result, the residual

resistivity is strongly dependent on the crystal growth and the subsequent handling of the

crystals, which can result in drastic differences between batches of samples. On the other hand,

the high temperature resistivity is largely independent of sample quality as it depends on the

electron-phonon scattering of the crystal. This allows a useful quantity known as the residual-

resistivity-ratio (RRR) to be defined as ½(300K )/½(0K ), which allows different samples of the

same crystal to be easily compared with larger values being higher quality crystals. However, as

is the case with this thesis, superconductors have zero resistance at zero-temperature, therefore

a different definition for the RRR is used and is given by

RRR ˘ ½(300K )
½(T onset)

, (2.15)

where T onset is the onset temperature of the superconducting state. Regardless of superconduc-

tivity, an extrapolated ½0 can still be determined and used to infer properties of the material.

2.1.5 Magnetotransport

2.1.5.1 Electrons in a magnetic �eld

Thus far, we have only discussed the electrical transport properties of materials in zero magnetic

field (with the exception of a brief mention in section 2.1.1). However, some of the most important

electrical properties of materials can only be determined from magnetotransport. To begin, we

start with the Lorentz force (F Lor ) which describes the motion of charged particles being acted

upon by electric and magnetic fields and is given by

F Lor ˘ dp

dt
˘ q(E ¯ v £ B ), (2.16)

where dp /dt is the time derivative of momentum. In the steady-state, dp /dt can be approximated

by m⁄v¿¡1, where ¿ is the characteristic scattering time from Drude theory. With reference to

figure 2.1 and using equations 2.3 to 2.7, it can be shown that the entries of the resistivity tensor
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are given by

½˘ 1
qD ¹

0

B
B
@

1 ¡¹ B 0

¹ B 1 0

0 0 1

1

C
C
A˘

0

B
B
@

½xx ¡½xy ¡½xz

½xy ½xx ¡½yz

½xz ½yz ½zz

1

C
C
A. (2.17)

The results shown in equation 2.17 correspond to a single-band carrier model, and one can see

that the entry corresponding to ½xx shows that no magnetic field dependence is predicted; this

lack of magnetoresistance is unphysical in nearly all systems and was an issue prior to the

discovery of holes. However, the entry for ½xy simplifies to

RH ˘ ½xy

B
˘ 1

qD
, (2.18)

and shows that in a single-band carrier model the dominant charge carrier can be identified

by the sign of RH , which is a powerful tool and provided the first evidence for positive charge

carriers, i.e. holes, despite electrons being the only carriers known at the time.

As previously stated, the magnetic field has no effect on the longitudinal magnetoresistance,

which is a failure of the single-band model. To correct this, ½from equation 2.17 must be inverted

to give ¾, which is given by

¾˘ ½¡1 ˘ 1
½2

xx ¯½2
xy

0

B
B
@

½xx ½xy 0

¡½xy ½xx 0

0 0 ½2
xx ¯½2

yx

1

C
C
A˘ qD ¹

1¯ (¹ B)2

0

B
B
@

1 ¹ B 0

¡¹ B 1 0

0 0 1¯ (¹ B)2

1

C
C
A. (2.19)

Though seemingly more complicated, using ¾ proves more powerful as the total current density

(J T ) can be written as the sum of an arbitrary number of current carrying holes and electrons,

which results in summing the conductivities, i.e.

J T ˘ X

i
J h

i ¯X

j
J e

j ˘
Ã
X

i
¾h

i
¯X

j
¾e

j

!

E ˘ ¾
T

E , (2.20)

where ¾h

i
and ¾e

j
represent the conductivities of holes and electrons respectively. By explicitly

stating the hole and electron contributions, the components of the total conductivity matrix (¾xx

and ¾xy) are thus given by,

¾xx ˘ X

i

epi ¹ h,i

1¯ (¹ h,i B)2 ¯X

j

en j ¹ e, j

1¯ (¹ e, j B)2 (2.21)

and

¾xy ˘ X

i

epi ¹ 2
h,i B

1¯ (¹ h,i B)2 ¡X

j

en j ¹ 2
e, j B

1¯ (¹ e, j B)2 . (2.22)

Note the minus sign that appears for the electron-like terms in equation 2.22 from the negative

charge of an electron. Relatedly, there are no minus signs in equation 2.21 because ¹ e,i implicitly

contains a factor of ¡e, as stated in equation 2.7, which cancels any contributions from q. Lastly,
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by inverting the conductivity matrix to re-determine the form of the resistivity matrix, it can be

shown that ½xx and ½xy are given by

½xx ˘ ¾xx

¾2
xx ¯¾2

xy
(2.23)

and

½xy ˘ ¾xy

¾2
xx ¯¾2

xy
. (2.24)

Using these results, the magnetotransport properties for both longitudinal and transverse

contributions can be predicted for an arbitrary number of charge carriers. For example, in

zero-field it can be seen that ½xy ˘ 0 and that ½xx is given by

½xx ˘ 1
¾xx

˘ 1
X

i

1
½i

, (2.25)

which is the sum rule for a parallel resistor network. For a two-band, opposite sign, compensated

model, ½xx and ½xy are given by

½xx ˘ 1¯ ¹ e¹ hB2

ep(¹ e¯ ¹ h)
˘ ½0 ¯½0¹ e¹ hB2 (2.26)

and
½xy

B
˘ (¹ h ¡ ¹ e)

ep(¹ e¯ ¹ h)
, (2.27)

where compensated means that the sum of positive and negative carrier densities is equal. From

equation 2.26, a clear definition of the magnetoresistance (MR ) arises as

MR ˘ ½xx ¡½0

½0
, (2.28)

which shall be used from now on when referring to the magnetoresistance. Equation 2.26 shows

that the magnetoresistance is predicted to vary quadratically in field, which is physically realised

in many systems. Therefore it is vital to have multiple carriers (though the carrier type does not

matter) to observe a magnetoresistance in an isotropic system. Equation 2.27 is slightly more

complicated than the single-band case, as the sign of RH now varies depending on which carrier

has the largest mobility. This results in RH varying far more with temperature compared with

the single-band model, since the carrier density generally does not change much in metals. The

temperature dependence of the mobility also provides a mechanism by which RH can change

sign, which is also observed in several materials.

However it should be noted that equations 2.26 and 2.27 remain valid when one of the

mobilities is far smaller than the other. In this case, one can have their cake and eat it too as

the simple one-band form of RH is well approximated, whilst the physical observation of field-

dependent MR is still maintained from the two-band model. This is important as the well known

"Kohler’s rule" relies on this. Kohler’s rule states that the temperature dependence of MR can be
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rescaled by ½0 onto a universal curve, i.e. MR ˘ F (B/½0). The classic form of Kohler’s rule predicts

MR ˘ (B/½0)2, but Kohler’s rule also has multiple caveats that result in it being frequently

violated. One of which is that multiple carriers generally destroy the scaling behaviour due to

them having different temperature dependent mobilities [28]. This is clearly a contradiction as

quadratic MR requires multiple carriers, but this can be resolved simply by one carrier having a

much larger mobility. Other caveats that result in Kohler’s rule being violated include changes to

isotropic scattering, such as hotspot scattering, or drastic changes to the Fermi surface that affect

carrier densities [28]. Though Kohler scaling is frequently violated for a number of reasons, it is

a clear and robust indicator of unusual magnetotransport properties, which makes it a powerful

tool experimentally.

Though two-band models are powerful, they sometimes cannot fully encapsulate the mag-

netotransport properties of a material. As such, models with a larger number of carriers can

be employed, but these rapidly become cumbersome. In the next section, the process of fitting

multi-band models will be elaborated upon in order to describe more complex systems with more

carriers.

2.1.6 Multi-band magnetotransport

From the work done by McClure [29, 30] and Beck et al. [31], it was shown that the electrical

conductivities can be generalised to continuous mobility spectra by solving the Boltzmann

transport equations for multiple bands. However, for simplicity the argument presented will be

for discrete carriers with a well-defined mobility. Firstly, the normalised conductivities (X and Y )

are defined as

X (B) ˘ ¾xx(B)
¾xx(0)

˘ X p ¯ X n (2.29)

and

Y (B) ˘ ¾xy(B)
¾xx(0)

˘ Yp ¯Yn , (2.30)

where X p and Yp are the hole components and X n and Yn are the electron components of the

conductivities. It can be shown that by applying the Kramers-Krönig transformations, X and Y

transform as

¢ Y (B) ˘ 1
¼

P
Z 1

¡1
X (B 0)
B ¡ B 0 dB 0 ˘ Yp ¡Yn (2.31)

and

¢ X (B) ˘ 1
¼

P
Z 1

¡1
Y (B 0)
B ¡ B 0 dB 0 ˘ ¡X p ¯ X n , (2.32)

where P represents the principle part of the integral [30]. From equations 2.29 to 2.32 it can

be seen that the individual components X p, X n , Yp, and Yn can all be determined by summing

and subtracting X and ¢ X , or Y and ¢ Y . Furthermore, X p, X n , Yp, and Yn can be used to

determine the individual number of electrons and holes required to describe the magnetotransport

properties.
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However, experimentally X and Y represent the measured conductivities determined from

the resistivities, which do not extend to infinite magnetic field thus performing the Kramers-

Krönig transformations on X and Y cannot practically be done. To overcome this, a similar

procedure to Huynh et al. [32, 33] was followed by fitting the data with a representation that can

be transformed analytically. Using the standard form of the conductivities as an ansatz, these

representations of the conductivities (X 0 and Y 0) are given by

X 0(®X , ¯ X ,B) ˘
NX

i

e®i ¯ i

1¯ (¯ i B)2 (2.33)

and

Y 0(®Y , ¯ Y ,B) ˘
NX

j

e® j ¯ 2
j B

1¯ (¯ j B)2 , (2.34)

where ® and ¯ represent vectors of length N containing parameters from fitting X and Y with

X 0 and Y 0 respectively. At this point X 0 and Y 0 are just meant to be representations of the data

and carry no physical meaning. When the Kramers-Krönig transformations are applied to X 0 and

Y 0 they transform such that

¢ X 0 ˘ X 0(®Y , ¯ Y ,B) (2.35)

and

¢ Y 0 ˘ Y 0(®X , ¯ X ,B). (2.36)

Carrier Hole Electron
X component X p X n

Sum X 0(®X ,¯ X )¡X 0(®Y ,¯ Y )
2

X 0(®X ,¯ X )¯X 0(®Y ,¯ Y )
2

Y component Yp Yn

Sum Y 0(®Y ,¯ Y )¯Y 0(®X ,¯ X )
2

Y 0(®Y ,¯ Y )¡Y 0(®X ,¯ X )
2

Table 2.1: The decompositions of the normalised longitudinal and transverse conductivities
alongside the required combinations of X 0 and Y 0 with parameters (®X , ¯ X ) and (®Y , ¯ Y ) to
generate them.

Thus in summary the decomposed conductivities of each carrier can be determined accord-

ing to table 2.1. Each of these decompositions can be fitted with conductivity contributions to

determine the number of carriers of each type and the overall model used, i.e. fitting two holes

to X p and Yp and fitting two electrons to X n and Yn means that the model is four-band overall.

From these fits, the normalised carrier densities and mobilities are determined, which are then

used as starting values to simultaneously fit the ¾xx and ¾xy data using equations 2.21 and 2.22.

These fits to the data provide the final values for the carrier densities, mobilities, and Drude

conductivities that are presented later on. This procedure can also then be applied as a function of

pressure and temperature to determine a phase diagram of electrical transport. Importantly, this

analysis is quite general and should be applicable to a range of compounds. However, the model
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is dependent on having an isotropic scattering time, like in the Drude model, and relatedly the

mobilities must be discrete and well-defined. In the case that the latter is not true, a more general

mobility spectrum analysis can be applied, which allows for carriers with a broad spectrum of

mobilities.

2.1.7 Quantum oscillations

2.1.7.1 Orbits in k-space

Quantum oscillations are a powerful tool used to map Fermi surfaces and determine the masses

of electrical carriers. Not only that, but they are flexible and can be observed in multiple experi-

mental techniques. However, to understand quantum oscillations one must first understand the

movement of electrons in large magnetic fields. Continuing from the Lorentz force expression in

equation 2.16, the semi-classical equations of motion without an external electric field are given

by

~v ˘ rk " (2.37)

and

~
dk

dt
˘ q(v £ B ). (2.38)

Since dk /dt is always perpendicular to v, the work done by the magnetic field is always zero thus

the energy of the charge carriers cannot change. Similarly, the components of k parallel to B are

constant, which implies that the charge carriers move in paths perpendicular to B . Both of these

statements together determine the motion of the charge carriers, and generally this results in the

charge carriers performing closed orbits at the Fermi energy. It can be shown that the cyclotron

time period (t c) to perform these orbits is given by

t c ˘ ~2

qB

@S

@"
, (2.39)

where S is the area contained within the orbit in k-space. Equation 2.39 resembles the cyclotron

frequency (! c), so we can write an equivalent expression for the effective mass as

m⁄ ˘ qB

! c
˘ ~2

2¼

@S

@"
. (2.40)

This mass also provides a convenient way of defining electrons and holes from the sign, as a

shrinking surface with increasing energy is hole-like whilst a growing surface is electron-like.

Therefore we have shown that within a semi-classical picture that charge carriers will perform

orbits in k-space at fixed energy, i.e. at the Fermi energy, which can also be used to extract the

effective mass. However, this semi-classical picture is not sufficient to explain the origin of

quantum oscillations; to do that, the charge carriers must be treated as quantum mechanical

objects.
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2.1.7.2 Landau levels and orbit quantisation

For simplicity, we will only consider a free electron with a Hamiltonian (Ĥ ) given by

Ĥ ˘ p̂2
x

2m
¯

p̂2
y

2m
¯ p̂2

z

2m
, (2.41)

where p̂x, p̂ y, and p̂z are momentum operators. By solving the Schrödinger equation with

equation 2.41 and plane waves yields energies given by

" ˘ ~2k2
x

2m
¯

~2k2
y

2m
¯ ~2k2

z

2m
, (2.42)

which correspond to the continuous energies of a free electron.

However, in a magnetic field the free electron Hamiltonian is modified by the magnetic vector

potential (A ), which is related to B by B=r£ A . For simplicity, we will only consider B k z and due

to gauge freedom we can further simplify the problem by choosing A ; in this case we will use the

Landau gauge, i.e. A = xB ĵ . By using this gauge, the Hamiltonian in equation 2.41 transforms to

Ĥ ˘ p̂2
x

2m
¯

¡
p̂ y ¯ eBx̂

¢2

2m
¯ p̂2

z

2m
, (2.43)

which has corresponding plane-wave energies of

" ˘
µ
n ¯ 1

2

¶
~! c ¯ ~2k2

z

2m
. (2.44)

These energy levels are now quantised perpendicular to the magnetic field according to the

quantum harmonic oscillator with quantum number n, and they are known as Landau levels and

define the energies of the occupied states below the Fermi energy. It is clear from equation 2.44

that adjacent energy levels are split by ~! c, i.e.

¢ " ˘ ~! c ˘ ~eB

m⁄ ˘ 2¼eB

~
@"

@S
˘ 2¼2B

Á0

@"

@S
, (2.45)

which can be used to show that the area of the Landau levels grows with increasing magnetic

field. Since the Landau levels define the energies of occupied states below the Fermi energy, at

some field a given Landau level will expand beyond the Fermi energy, which results in the sudden

depopulation of the state. Ultimately, it can be shown that this depopulation is periodic in 1/B

with a frequency (F ) given by

F ˘ ~
2¼e

Sext ˘ Á0

2¼2 Sext, (2.46)

where Sext corresponds to an extremal area on the Fermi surface, of which there can be many

due to the existence of several Fermi surface sheets. Unsurprisingly, this periodic depopulation

of carriers on the Fermi surface has a drastic effect on the electronic properties of a material,

which are then measurable as quantum oscillations. The true power of quantum oscillations is

that they are a direct measurement of the Fermi surface, which can be coupled with rotations of

18



2.1. ELECTRICAL TRANSPORT

the sample to map the entire Fermi surface. Due to the broad number of properties determined

by the Fermi surface, quantum oscillations can be observed in several experimental probes,

such as magnetisation, magnetostriction, and resistivity to name a few, which only makes them

more powerful. For the purposes of this thesis, only quantum oscillations in the resistivity were

measured, and in this specific case they are called Shubnikov-de Haas (SdH) oscillations.

2.1.7.3 Shubnikov-de Haas oscillations

For SdH oscillations, the oscillations in the resistivity (¢ ½) as a function of applied field (H ) are

described by

¢ ½/
s

H

jS00j
1X

p˘1

RT RD RS

p
3
2

cos
·
2¼p

µ
F

H
¡ °

¶
§ ¼

4

¸
, (2.47)

where the sum is over the harmonics starting with the fundamental mode (p=1) and F is the

fundamental frequency of the oscillation, and ° is a phase offset [34]. From F , the extremal

cross-sectional areas of the Fermi surface sheets can be determined via equation 2.46. Arguably

the easiest way to extract the oscillation frequencies is to Fourier transform the oscillation signal

with respect to 1/H . In principle this method can resolve any number of frequencies provided

that the resolution of the measurement is sufficiently high.

S00 is the second derivative of the extremal cross-sectional area of the Fermi surface with

respect to k z and is also known as the curvature factor. As can be seen in equation 2.47, when

S00 is small the amplitude of oscillation increases; this occurs when there is little variation in

a Fermi sheet along k z, like in quasi-2D materials. Conversely, flat surfaces that vary strongly

along k z, like pancakes, have their oscillations strongly suppressed.

RT and RD correspond to damping factors that reduce the overall amplitude of the oscillations

and originate due to phase smearing. The phase smearing results in broadening the bare oscilla-

tion frequency by a distribution function (D (z)), where z ˘ Á/µ with Á being the phase departure

from the usual value and µ being a scaling parameter [35]. Each damping factor (R) is described

by a different D (z) that is specific to the phase smearing mechanism, but R is calculated similarly

for all of them as [35],

R ˘
¯
¯R1

¡1 ei µzD (z)dz
¯
¯

R1
¡1 D (z)dz

˘ j f (µ)j
f (0)

. (2.48)

Equation 2.48 ultimately represents the Fourier transform of the distribution function with

respect to µ, which is represented by f (µ). As long as the damping factors are independent of one

another, each can be calculated from the distribution function. Each damping factor can then be

applied multiplicatively to the oscillation amplitude.

The most pertinent damping factor is caused by the effects of finite temperature and is charac-

terised by RT . Physically, this factor arises due to the broadening of the Fermi-Dirac distribution

at finite temperature. This results in a distribution of frequencies observable above and below

the Fermi energy, which phase smear the bare frequency. The corresponding distribution function
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is given by the negative derivative of the Fermi-Dirac distribution, which is proportional to

(1¯cosh z)¡1. Using equation 2.48, it can be shown that RT is given by,

RT ˘ pX

sinh(pX )
(2.49)

with X given by,

X ˘ 2¼2kB

~e

µ
Tm ⁄

H

¶
. (2.50)

Equations 2.49 and 2.50 show that the amplitude of RT intrinsically depends on one material

dependent property: the effective mass of the carriers which is influenced by mass renormali-

sation effects such as electron-phonon coupling. However, extrinsically RT also depends on the

temperature and applied field. All of these dependencies are illustrated in figure 2.2.

Figure 2.2: The dependence of RT on T , H , and m⁄. a) shows the temperature dependence
at a fixed mass and several fields. b) shows the field dependence at fixed mass and several
temperatures. c) shows the temperature dependence at fixed field and several masses. 29.2 T is
chosen since it is the average inverse field of 25 T and 35 T, which was the largest field window
used during FFT analysis.

Figures 2.2.a and 2.2.b show the effects of magnetic field and temperature on the value of RT

at a constant carrier mass. It is clear from figure 2.2.a that high temperatures reduce the value

of RT , which ultimately suppresses the oscillation amplitude; this is one reason why quantum

oscillations can only be measured at low temperatures. It is also clear that high fields suppress

the effect of temperature from figure 2.2.b. The damping effect of temperature is intuitive as

temperature broadens the Fermi-Dirac function and renders the Fermi surface less sharp, which

leads to more dephasing. The effect of magnetic field is more subtle, as it does not originate from

the Fermi-Dirac distribution, but instead it originates from the separation of Landau levels. As

shown in equation 2.45, the separation of Landau levels is proportional to the strength of the

magnetic field. Therefore at higher fields the Landau levels are further apart and the effect of

temperature broadening at the Fermi energy is lessened. However, figure 2.2.b shows that the

effect of field shows diminishing returns when sufficiently cold, as the Fermi-Dirac function is

sufficiently sharp to distinguish between adjacent Landau levels when the carriers are light.

Figure 2.2.c shows the temperature dependence of RT for different carrier masses at a fixed high
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field, and shows that heavier carriers result in a much sharper dependence which requires lower

temperatures to measure quantum oscillations.

Since the temperature dependence of the oscillation amplitude is purely determined by RT ,

this can be exploited to determine m⁄ of all the observed oscillations. From the Fourier transform

of the oscillation signal, peaks are observed at frequencies corresponding to Fermi surface sheets

with the temperature dependent magnitude given by RT . Therefore, extracting the magnitude

of the peaks as a function of temperature determines RT and m⁄ by fitting with equation 2.49;

these plots are also called Lifshitz-Kosevich (LK) plots with figure 2.2.c being an example.

Other damping factors that are relevant, though not investigated in this thesis, are RD

and RS which are the Dingle and Zeeman spin-splitting terms. RD originates from the finite

relaxation time of the carriers due to scattering, which broadens the energy levels and leads to

dephasing. The distribution function for this damping factor is a Lorentzian [35], which gives RD

as

RD ˘ e
¡¼p

! c¿D , (2.51)

where ¿D is the Dingle scattering time. The energy level broadening and scattering described by

¿D can be thought of as an increase in temperature, and as a result ¿D is often rewritten as the

Dingle temperature (TD ) according to

TD ˘ ~
2¼kB¿D

. (2.52)

Since RD depends on ! c, RD also depends on the field and the mass of the carriers (though in

this case, mb [36]). Overall, this makes it difficult to disentangle RD from RT , which makes TD

difficult to determine. This is especially true when there are multiple Fermi sheets present.

Finally, RS arises due to the magnetic field removing the degeneracy of spin-up and spin-down

states [35]. Interference between the up and down states results in a periodic dephasing given by

RS ˘ cos
µ

p¼g

2
m⁄

m e

¶
, (2.53)

where g is Landé g-factor [35]. RS can result in spin-zeroes when pgm⁄/m e is equal to an odd

integer, and by exploiting this advanced rotation techniques can be used to determine the g-factor

for a carrier or to observe non-trivial topological effects via the Berry phase [37]. However for the

purposes of this thesis, these techniques cannot be utilised due to the size of the pressure cells.

2.1.7.4 Magnetic breakdown

Sometimes it is possible to observe quantum oscillations with frequencies not described by

fundamental frequencies or the harmonics. In this case, magnetic breakdown is potentially

occurring across small k-space gaps on the Fermi surface. Semi-classically, these new frequencies

must consist of linear combinations of the fundamental frequencies and so too should the masses,

but if the carriers are of different types (electrons and holes), the frequencies must be subtracted
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whilst the masses are still added [35]. This is because in a magnetic field holes and electrons

orbit in opposite directions, but during magnetic breakdown the direction of movement must be

continuous. Overall, these sum rules can be summarised as

FMB ˘
¯
¯
¯
¯
¯

X

i
p i F

h
i ¡X

j
q j F

e
j

¯
¯
¯
¯
¯
, (2.54)

where FMB is the magnetic breakdown frequency, p i is the pth harmonic of the fundamental

hole frequency F h
i , whilst q j is the qth harmonic of the fundamental electron frequency F e

j .

Consequently, the mass of the breakdown frequency (mMB ) is given by

mMB ˘
¯
¯
¯
¯
¯

X

i
p i m

h
i

¯
¯
¯
¯
¯
¯

¯
¯
¯
¯
¯

X

j
q j m

e
j

¯
¯
¯
¯
¯
, (2.55)

where mh
i and me

j are the masses of the fundamental hole and electron frequencies.

2.2 Superconductivity

2.2.1 Critical temperature

One of the greatest successes in superconductivity research was the advent of BCS theory, which

ultimately earned the authors Bardeen, Cooper, and Schrieffer a Nobel prize in 1972. One of the

core concepts presented was that electrons formed a bosonic state consisting of pairs of electrons,

called Cooper pairs. The formation of this state was shown to occur for arbitrarily small attractive

potentials, which would cause all electrons at the Fermi energy to form a single coherent state

with a gap (2¢ ) opening about the Fermi energy. This new phase is charged so it can still carry an

electrical current, but the energetic difference between the normal and superconducting states

prevents the single coherent state of electrons from scattering. This directly gives rise to the

zero-resistivity state characteristic of superconductivity.

However, there is one main issue: how can electrons attract one another due to their negative

charge? This problem was overcome by considering screening, which drastically reduces electron-

electron repulsion at large distances. Subsequently these electrons could then be coupled by

an attractive potential. In BCS theory, the nature of this interaction is not specified, but for

conventional superconductors the interaction is mediated by phonons. It can be shown that within

the weak-coupling limit that the superconducting critical temperature (T c) is given by

T c ˘ 1.13~! D

kB
e¡1/¸ , (2.56)

where ! D is the maximum phonon frequency of the lattice and is also known as the Debye

frequency. ¸ is the electron-phonon coupling parameter which is given by UN (" F ), where U

describes the strength of the coupling and N (" F ) is the density of states at the Fermi level.

Though only applicable for weakly-coupled superconductors, it is still instructive to examine
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equation 2.56 as it shows the general principles for increasing T c in conventional superconductors,

such as the hydrides. The first method is to increase ! D as much as possible, which requires

light atoms that can oscillate rapidly; this requirement is easily fulfilled by hydrogen as it is

the lightest element. Secondly, large electron-phonon coupling is required to minimise the effect

of the exponential term. This can be achieved by enhancing the strength of the coupling or by

increasing the density of states at the Fermi energy. Practically, changing the coupling strength

is challenging, but the density of states at the Fermi energy can be tuned by doping.

To account for strong electron-phonon coupling, higher order electron-phonon interactions

need to be accounted for, which are neglected in the weak-coupling limit of BCS theory. Work

by Éliashberg expanded the BCS equations to strong coupling versions [38, 39], however the

Éliashberg equations were still cumbersome to solve which lead to empirical approximations

being formulated by McMillan, Allen, and Dynes [40–42]. The final empirical equation for T c is

given by

T c ˘ f
! ln

1.2
exp

"

¡ 1.04(1¯ ¸ )
¸ ¡ ¹ ⁄

C(1¯0.62¸ )

#

, (2.57)

where ¹ ⁄
C is the pseudo-Coulomb potential and within this approximation is largely material

independent with values between 0.1-0.15 [43, 44]. ¸ is now given by the frequency integral

¸ ˘ 2
Z

®2F (! )
! 2 d ! , (2.58)

where ®(! ) is an effective electron-phonon matrix element, and F (! ) is the phonon density of

states; the combination ®2F (! ) is also known as the Éliashberg spectral function. ! D in equation

2.56 is essentially replaced by ! ln in equation 2.57, which is now given by

ln(! ln ) ˘ 2
¸

Z
ln(! )

®2F (! )
! 2 d ! , (2.59)

and now accounts for low frequency phonons that are also relevant in the pairing interaction.

For most calculations, f in equation 2.57 is assumed to be 1 [43], however for even more strongly

coupled superconductors (¸ ¨ 1.5), f is given by

f ˘
0

@1¯
"

¸

2.46(1¯3.8¹ ⁄
C)

# 3
2
1

A

1
3

£
0

@1¡
¸ 2

³
1¡ ! 2

! log

´

¸ 2 ¯3.31(1¯6.3¹ ⁄
C)

³
! 2

! log

´

1

A, (2.60)

where another characteristic frequency (! 2) is defined as

! 2 ˘
s

2
¸

Z
!® 2F (! )d ! . (2.61)

With these further modifications, equation 2.57 predicts T c for conventional superconductors very

accurately and is relevant for hydride superconductors [43]. Though less obvious, the general

guidelines for high temperature superconductivity in conventional superconductors still apply

from equation 2.56. However, low frequency modes are more relevant due to the frequency scalings

introduced in equations 2.58 and 2.59. This is particularly relevant for hydride superconductors

as the heavy elements contribute low frequency modes to the phonon density of states.
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2.2.2 Critical �elds

2.2.2.1 Ginzburg-Landau theory

Other important quantities that characterise superconductivity are the lower and upper critical

fields (H c1 and H c2 respectively). For type I superconductors, H c1 corresponds to the magnetic

field that simultaneously destroys the Meissner and superconducting state. On the other hand,

for type II superconductors H c1 still marks the end of the Meissner state, but superconductivity

continues to persist but with magnetic flux-vortices penetrating the bulk. H c2 corresponds to

the field that destroys this vortex state and superconductivity. Though both critical fields are

important parameters that yield information about the mechanisms behind superconductivity,

for the purposes of this thesis only H c2 is discussed.

Starting from mean-field theory, Ginzburg and Landau formulated a macroscopic, thermody-

namic description of the superconducting state. Within this formulism, it can be shown that the

H c2 is described by

¹ 0H c2 ˘ Á0

2¼»2(T )
, (2.62)

where »(T ) is the temperature dependent coherence length, which is a characteristic length scale

describing the size of Cooper pairs [45, 46]. Furthermore, in the clean limit »(T ) can be described

by

»(T ) ˘ 0.74»0

µ
1¡ T

T c

¶¡ 1
2

, (2.63)

where »0 is the coherence length at zero-temperature [45], and is given by

»0 ˘ ~vF

¼¢ 0
, (2.64)

which neatly and explicitly links the size of the superconducting quasiparticles, the zero-

temperature energy required to destroy the quasiparticles (¢ 0), and features of the Fermi surface

via the Fermi velocity (vF ). Equation 2.63 shows that the coherence length diverges in the vicinity

of T c with a mean-field exponent of 1/2, which is quite characteristic of mean-field theories. By

combining equations 2.62 and 2.63 and differentiating, an expression for the gradient of H c2 at

the zero-field T c (dH c2/dT jT c) is given by

¹ 0
dH c2

dT
jT c ˘ Á0

2¼(0.74»0)2

µ¡1
T c

¶
. (2.65)

Finally, equation 2.65 can be combined with equation 2.64 and the famous BCS result,

¢ 0 ˘ 1.76kB T c, (2.66)

to yield a relationship between T c, dH c2/dT jT c, and vF ,

vF ˘ 1.76kB

0.74

s
¼3

eh

Ã
T c

¡¹ 0
dH c2
dT jT c

! 1
2

. (2.67)
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Equation 2.67 is a powerful result as it allows for a direct measurement of vF , which is a measure

of the electron dynamics and topology of the Fermi surface. vF in this case is a Fermi surface

average in the plane perpendicular to the applied magnetic field. However, this result is only

true for clean BCS superconductors within mean-field theory approximations. Furthermore,

the temperature dependence of H c2 has largely been ignored, and these results have only been

derived in the zero-field limit. In order to describe the temperature dependence of H c2 in real

materials other effects need to be taken into account.

2.2.2.2 WHH model

A collection of work by Werthammer, Helfand, and Hohenberg gave rise to the WHH model,

which describes the temperature dependence of H c2 and encapsulates how H c2 is affected by

purity [47, 48], field induced Cooper pair breaking and spin-orbit effects [49], Fermi surface

anisotropy [50], and strong electron-phonon interactions [51]. Within the WHH formulism the

dirty limit is frequently employed, which is more appropriate in the current synthesised high

pressure hydrides where the mean-free path is far shorter than the coherence length. As a

result, an expression that can be solved for the temperature dependence of H c2 that incorporates

pair-breaking and spin-orbit effects is given by [49]

ln
µ

1
t̄

¶
˘

1X

º ˘¡1

2

4 1
j2º ¯1j ¡

Ã

j2º ¯1j¯ h̄

t̄
¯

¡
®h̄/ t̄

¢2

j2º ¯1j¯ ¡
h̄ ¯ ¸ SO

¢
/ t̄

! ¡13

5 , (2.68)

where t̄ ˘ T /T c, ® is the Maki parameter, ¸ SO is the spin-orbit parameter, and h̄ is

h̄ ˘ 4
¼2

Ã
H c2(T )

¡dH c2
dT jT c

!

. (2.69)

The Maki parameter is defined as

® ˘
p

2 H orb

H p
, (2.70)

where H orb and H p are the orbital and paramagnetic superconducting limiting fields at zero tem-

perature [52]. The orbital contribution originates from Cooper pair breaking by the momentum

induced via the magnetic vector potential, which causes the kinetic energy of the supercurrent to

exceed the gap energy [53]. A more tangible origin is related to the field that causes vortex cores

to overlap within the superconducting state; this gives the expression shown in equation 2.62

and predicts that H c2 should vary as T 2
c in the clean limit. Similarly, the paramagnetic critical

field originates from Zeeman splitting of the superconducting spin states, which causes the

superconducting state to be destroyed once the superconducting gap energy is exceeded [53]. H p

can be shown to be given by ¢ 0/¹ B
p

2 which predicts that H p ˘ 1.84T c for a BCS superconductor.

Overall, the Maki parameter encapsulates the relative magnitudes of H orb and H p which can

cause the temperature dependence of H c2 to be suppressed [49]. Spin-orbit scattering also causes
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pair-breaking and reduces the temperature dependence of H c2, though it also tends to reduce

the effect of the Maki parameter [49]. The effects of both of these pair-breaking mechanisms on

the temperature dependence of H c2 are shown in figure 2.3.a. The WHH model also predicts

differences in H c2 for anisotropic Fermi surfaces arising from anisotropic vF . This results in

different values for the temperature dependence of H c2 depending on the orientation of the

applied field [50, 54, 55].

In its current form, the WHH model is only applicable within the weak-coupling limit of

BCS theory. Attempts at the time were made to extend the WHH model to the strong-coupling

limit [51], but the results showed no drastic differences in the temperature dependence of H c2,

though the magnitude of H c2 was larger. However, it seems that strong-coupling effects can

drastically change the temperature dependence of H c2, thus further extensions to WHH were

needed to address this issue. Strong-coupling effects are not the only contributions that change

the temperature dependence of H c2, but these will also be addressed in the next section.

Figure 2.3: The temperature dependencies of H c2 in several superconducting systems. a) The
WHH prediction for different values of the Maki (®) and spin-orbit (¸ SO) parameters. Figure
from ref. [49]. b) Predictions for different electron-phonon coupling strengths (¸ ), which cause
positive curvature. Figure from ref. [56]. c) Bilayer Nb/Cu films showing a pronounced tail from
the superconducting proximity effect. Figure from ref. [57].

2.2.2.3 Positive curvature

Positive curvature effects modify the form of the standard temperature dependence of H c2 and

can be seen in multiple systems for a variety of reasons. In the case of strong electron-phonon

coupling, the temperature dependence of H c2 can be drastically modified, as shown in figure 2.3.b

by assuming an Einstein mode in the phonon dispersion. The effect of strong electron-phonon

coupling is to enhance superconductivity at low temperatures, which causes an upturn in H c2 and

gives rise to positive curvature in these systems. Positive curvature can also be seen in anisotropic
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systems, where the Fermi velocity and effective masses of carriers are different along different

axes [55]. This effect is also seen in multi-band superconducting systems, such as NbSe2 [58] and

MgB2 [59], which naturally have different Fermi velocities on different superconducting surfaces

[60–62]. Finally, superconducting proximity effects can be induced in normal state systems by

neighbouring superconductors. Unlike in the strong-coupling, anisotropic, or multi-band cases,

proximity effects seem to induce "tails" in H c2, as shown in figure 2.3.c, instead of enhancing the

low temperature values of H c2 [57].

Ultimately, all of the positive curvature inducing effects are challenging to disentangle without

other techniques like heat capacity, tunneling spectroscopy, or ARPES [62]. However, all of these

techniques are prohibitively difficult at extreme pressures, which makes determining the origin

of positive curvature challenging. Though challenging to disentangle, positive curvature effects

in H c2 are quite clear and indicate that a system has unusual superconducting properties.

2.3 Charge density waves

2.3.1 Peierls and Fermi surface nesting

Charge density waves (CDWs) are an ordered state of matter wherein electronic or phononic

instabilities give rise to a periodic charge distribution alongside a structural change [63]. This

state of matter is seen in a wide variety of systems and has garnered much interest over the

years due to its interaction with superconductivity. To understand some of the properties of

CDWs, it is helpful to start with the one-dimension (1D) case, which is also known as the Peierls

mechanism. Figure 2.4.a shows the structure of a monovalent 1D-chain of atoms separated by a

lattice parameter of a; the subsequent metallic bandstructure is also shown. In the CDW state,

the atoms dimerise which results in the lattice periodicity doubling, as shown in figure 2.4.b. The

result of this dimerisation reduces the size of the Brillouin zone by a factor of 2 and causes a new

CDW gap to open at the Fermi energy. In the 1D case, this completely destroys the Fermi surface

and causes a metal-insulator transition [63]. This instability can also be explained by the static

electronic Lindhard susceptibility (Âq), which is given by

Âq ˘ 1
(2¼)d

Z f FD (" k )¡ f FD (" k ¯q )
" k ¡ " k ¯q

dk , (2.71)

where f FD is the Fermi-Dirac function, q is a wavevector, and d is the dimensionality of the

system that also changes the k-space integral [64]. In 1D, it can be shown that Âq is divergent at

the characteristic wavevector that describes the CDW modulation (qCDW ), as shown in figure 2.4.c.

This divergence guarantees that a CDW forms in 1D at zero-temperature for arbitrarily small,

but finite, electron-phonon coupling [65]. The purely electronic Peierls mechanism ultimately

drives a structural change that changes the periodicity of the crystal. This manifests itself in

the phonon dispersion as a sharp softening of a phonon at qCDW , which is also known as a Kohn

anomaly [66].
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Figure 2.4: a) The 1D-chain crystal structure and bandstructure with lattice parameter a outside
of the CDW state. b) The 1D-chain crystal structure and bandstructure with lattice parameter
2a within the CDW state. The periodicity of the crystal structure doubles whilst the size of the
Brillouin zone decreases by a factor of 2. Within the CDW, a gap opens at the Fermi energy and
Fermi wavevector. c) The static electronic Lindhard response function in 1D, 2D, and 3D.

Though the Peierls mechanism is guaranteed to form a CDW in 1D at zero-temperature, this

is not true in higher dimensions. Peierls-like mechanisms of forming a CDW require "well-nested"

regions of the Fermi surface, which means that large regions of the Fermi surface must be

connected by the same wavevector. This is trivially easy in 1D, but in higher dimensions this

becomes harder due to more degrees of freedom. This is reflected in the Lindhard susceptibility

in higher dimensions, as shown in figure 2.4.c, as it no longer diverges at qCDW for perfect

nesting. Of course real materials are unlikely to exhibit perfect nesting, which further reduces

the susceptibility and makes Fermi surface nesting driven CDWs in higher dimensions unlikely.

The best compromise appears in 2D or quasi-2D systems where large fractions of the Fermi

surface can be nested by the same wavevector, for example square tubes are well-nested by

two perpendicular wavevectors. CDWs seemingly formed from Fermi surface nesting have been

observed in multiple chalcogenide compounds, such as NbSe3 [67], eleven rare-earth tritellurides

(La-Nd, Sm, Gd-Tm) [68], and R2Te5 (R=Nd,Sm, and Gd) [69] to name a few.

However, in recent years it has been realised that multiple compounds that possess CDWs

cannot be purely explained by Fermi surface nesting mechanisms. Work by Johannes et al.

showed that even the perfectly nested 1D Peierls mechanism is very sensitive to slight deviations

from perfect nesting [70], which makes Fermi surface nesting even more unlikely to drive CDW

formation in higher dimensions and real materials. Furthermore, CDW compounds exist that

possess CDW wavevectors that are different from the predicted nesting wavevectors, or they

possess 3D-CDWs which are highly unlikely to be driven by nesting. As a result, Fermi surface

nesting cannot explain these materials and an alternative explanation is required. In this thesis,

two such compounds will be discussed: namely NbSe2 and TiSe2.
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2.3.2 Electron-phonon coupling

To explain the formation of CDWs in non-nested materials another mechanism is needed. One

ingredient comes in the form of a momentum dependent electron-phonon coupling strength (¸ q),

which was shown to stabilise CDW formation if

4¸ 2
q

~! 0
¯Vq ¡2U q ‚ 1

Âq
(2.72)

was obeyed, where Vq and U q are attractive and repulsive potentials respectively, and ! 0 is the

phonon frequency of the non-softened CDW mode [71]. With an electron-phonon contribution

explicitly affecting CDW formation, instead of in the Peierls picture, it is possible for CDWs to

form on non-nested regions of the Fermi surface. In this picture, the mechanism driving CDW

formation is not purely electronic but driven by a combination of electronic and phononic effects

mediated by strong electron-phonon coupling. This realisation that Fermi surface nesting is not

the sole cause of CDW formation has lead to characterising CDWs into three categories: the first

pertains to materials that show strong Fermi surface nesting at the predicted nesting vector,

which are then likely to be driven by nesting mechanisms. In the second category, strong electron-

phonon coupling drives CDW formation. In the final category neither seem to be the cause [72].

For NbSe2 and TiSe2, category 2 and category 3 respectively are the most appropriate. Due to

the strong electron-phonon coupling driving the formation of CDWs in category 2 compounds,

it could be expected that this also drives the formation of conventional superconductivity. This

seems to be the case in NbSe2, which gives rise to an interesting interaction between the states

and makes NbSe2 a prototypical example in which to investigate these phenomena. On the other

hand, the CDW in TiSe2 seems to be driven by exciton formation and is also a prototypical system

to investigate this effect. Both compounds will be discussed in more depth later.
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The extreme conditions of high pressure, low temperature, and large magnetic fields are chal-

lenging environments to perform measurements. This chapter details the methods needed to

investigate electrical transport at these extremes, and entails anvil cell preparation and the

use of thin-film deposition for electrode fabrication on anvils. The sample preparation of transi-

tion metal dichalcogenide compounds for magnetotransport and Shubnikov-de Haas oscillations

are discussed, as well as the use of thin-film deposition techniques for high pressure hydride

synthesis.
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3.1 Anvil cell preparation

3.1.1 Cell designs

The field of high-pressure research was revolutionised by Bridgman with his invention of the

Bridgman anvil cell, which was the predecessor to all anvil cells and earnt him a Nobel Prize in

1946. The basic principle uses well-aligned hard stones, mainly diamonds but moissanites and

sapphires can be used, to apply large pressures to a gasket with a hole containing a pressure

medium and sample, as shown in figure 3.1.a. The primary way to increase the maximum applied

pressure is to reduce the culet size, see figure 3.1.b for terminology. However an external load,

generally of the order of hundreds of kilograms, must be applied to reach the desired pressures.

If the seat supporting the anvil table yields even slightly due to the external load, the anvils

will crack due to the large pressures. As a result, the anvil cell must be made from a strong

material that is extremely resistant to deformation in order to reach the desired pressures.

Further material constraints require that the cell body be non-magnetic since it will be exposed

to large magnetic fields. The material must also be workable in order to manufacture the designs

to high precision, however this requirement directly contradicts the need for a material that

resists deformation, so the material must be hardenable to peak strength after fabrication.

Two materials that satisfy all of these requirements are BeCu and MP35N and were used for

fabricating moissanite anvil cells (MACs) and diamond anvil cells (DACs) respectively.

Figure 3.1: a) A schematic showing an indented metallic gasket with an insulating layer. Inside
the gasket hole is the sample and pressure medium. Rubies may also be put inside the hole
to act as a manometer. Note the gasket is bending away from the bottom diamond; this is
important when preparing gaskets as it provides more space for wires in electrical measurements.
b) A schematic of an anvil indicating the key terminology. The culet size is a key parameter
for determining the maximum pressure. Beveling the diamonds is a way of reducing pressure
gradients at the sharp interfaces of the culet and pavilion, and the number can vary. Most of the
time diamonds with one bevel were used.
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All the data presented in this thesis were obtained using 14 mm diameter cells, which are

shown in figure 3.2, with either diamonds or moissanites. The 14 mm designs allow the cells to

fit within the sample space of the static 37 T magnet at the HFML, Nijmegen and the pulsed

70 T magnet at the HLD, Dresden, which allows for the measurement of SdH oscillations and

superconductivity suppression at high pressures. The DACs can also be used at X-ray facilities

due to the large aperture behind the top diamond.

Figure 3.2: The 14mm anvil cell designs for a) moissanites and b) diamonds.

Both designs have some key common features and arguably the most important are the

pistons, which must have a tight fit within the cell body. Though less of a problem for the MACs,

pistons that wobbled even by a few micron were unusable for hydride experiments, since the

50 µm culets would become misaligned and crack at lower pressures. This is why there is only

one piston for the DAC design as the longer piston wobbles less than two shorter pistons. All the

pistons have a hole through the centre to allow light into the sample space for visibility.

Other important features of the designs include a spring, which helps to uniformly apply

load to the piston and also accounts for thermal contraction of the cell when cooled or heated.

Pinholes secure the gasket and help with maintaining orientation. Securing screw holes prevent

the pistons from rotating which would apply undesired torque to the anvils. Finally, the lock-nut

is used to lock the pressure in the cell when load is applied.

The MACs were made from BeCu alloy, which needed to be heat treated to achieve maximum

strength [73]. To do this, the components were cleaned in an ultrasonic bath with acetone, rinsed

with ethanol to remove acetone residue, dried with compressed nitrogen, and then put into a

furnace at 315 –C for 3 hours in an argon atmosphere [74]. Once heat treated, the parts were

cleaned again in an ultrasonic bath with acetone, and all the parts were checked to fit smoothly.

The DACs were made from MP35N, which is a high strength and low magnetisation nickel-

chromium alloy. With suitable diamonds, these cells have withstood pressures beyond 200 GPa

in conjunction with laser heating to 2000 K as well as cryogenic cooling to 4 K. These cells
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have good physical access for wiring once closed and they also have a large aperture for optical

measurements. Similarly to the BeCu, the MP35N alloy needed to be heat treated to achieve peak

strength; after the same cleaning procedure as the BeCu, the MP35N was annealed at 565 –C for

4 hours before quenching in water.

3.1.2 Anvils and alignment

Modified-brilliant cut and Boehler-Almax diamond anvils were used throughout this thesis,

see figures 3.3.a and 3.3.b respectively. However, to achieve the highest pressures 50 µm culet

Boehler-Almax anvils were used as these reliably go to higher pressures than modified-brilliant

cut diamonds due to the conical crown providing greater mechanical stability. The anvils were

also polished along the (100) direction with a single-bevel for maximum strength. Based on the

review performed by O’Bannon et al. , which is also shown in figure 3.3.c, single-bevel 50 µm

culets should be able to achieve pressures up to 208 GPa, which is suitable for the hydride

measurements in this thesis [75]. Moissanites with a culet diameter of approximately 800 µm

were used in all MACs, which should be able to attain pressures of about 8 GPa.

Figure 3.3: a) The brilliant cut and b) Boehler-Almax diamonds used for pressure measurements.
Figures from Almax-Easylab. c) A compilation of data showing the pressures reached by diamonds
with a specified culet diameter. The equation of the red line is P(GPa) ˘ 1727d(¹ m)¡0.54. Figure
from ref. [75].

For anvil cells, the initial alignment of the anvils is crucial in order to achieve the highest

attainable pressures, and this alignment must also be maintained throughout all the preparation

stages. Before aligning, the anvils and seats were thoroughly cleaned to remove any debris that

could misalign the anvils. After positioning the top anvil in the centre of the seat, light pressure

was applied using glass slides on the opposing seat; this was done to ensure that no material or

adhesive went under the anvil or seat. The adhesive used was Henkel-Loctite stycast 2850FT

with catalyst 9, and it was used to encapsulate half the pavilion, the girdle, and the seat to secure
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the anvil to the piston. Once cured at 70 –C for 2 hours the anvil was secure and the light pressure

was released.

To align the anvils, thin mica, a sheet like mineral, was placed between the two anvils; the

mica prevented the stones from directly touching each other and causing damage, whilst also

being transparent so that the culet edge could be seen. By gently pushing the unsecured anvil by

hand, the culets were aligned. By tightening the lock-nut, the gap between the anvils shrank

and light pressure was applied when sufficiently aligned. If the mica was sufficiently thin, an

interference pattern would be visible, and if this was centred the culets were also parallel to each

other. An example of aligned moissanites is shown in figure 3.4.a. For the diamonds with small

culets an interference pattern was not visible, as shown in figure 3.4.b. The pressure cells used in

this thesis did not have any means of correcting for parallelism except for manually rotating the

anvil into an optimal position. Once again, stycast was used to secure the anvil and cured for the

same amount of time. Before curing the stycast, three pieces of 600 µm BeCu wire were placed

into the pinholes and secured with stycast as well. These wires stabilised the gasket during

indentation and closing the cell, which shall be discussed in the coming sections.

Figure 3.4: a) The alignment of 800 µm moissanites in a MAC with a piece of mica between them.
The culets coincide to within 5 µm and the interference pattern indicates that the moissanites
are reasonably parallel. The blemish is due to cracks in the mica. b) The alignment of two 50 µm
diamond anvils to within 2 µm with mica in between. An interference pattern is not visible. c) An
example of a drilled metallic gasket. The outer cyan circle indicates the indentation left by the
culet of the moissanite with a spot indicating its centre. The inner dark blue circle indicates the
hole drilled in the gasket with a spot indicating its centre as well. The distance between these
centres is approximately 16 µm, which is less than 5% of the culet radius.

3.1.3 Gaskets

Much like the alignment of the anvils, the quality of the gaskets is vital to reliably reach high

pressures and a detailed explanation is provided by Dunstan [76], however a brief summary of his
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work will also be presented here. Firstly, the indentation of gaskets is required to reach extreme

pressures, and it involves taking a thick piece of metal and applying pressure to plastically

deform it to a much thinner sheet in the vicinity of the culets. By doing this, "massive support" is

provided by the thick metal beyond the culets of the anvils, and when pressurised the massive

support resists further deformation of the gasket in conjunction with the tensile strength of the

metal and friction between the culets and gasket. In order to maximise massive support, the

initial sheet of metal should have a thickness greater than or comparable to the radius of the

culets [76].

The indented thickness of the metal is also important as it defines the thin gasket regime,

which is linked with gasket stability under pressure. In the thin gasket regime, larger pressures

can be achieved and the gasket hole tends to contract under pressure, which means that gasket

will not rupture at high pressure. Practically this means that the gasket should be indented to

a similar pressure that which will be achieved during the experiment, or as high a pressure as

possible without cracking the anvils. Related to the thin gasket regime is the initial gasket hole

diameter, which Dunstan recommends should be smaller than the culet radius to remain within

the thin gasket regime [76].

3.1.3.1 Moissanite anvil cell gaskets

For the MACs, 450 µm thick 8 mm diameter discs of half-hard BeCu were used. Three holes were

drilled into the discs close to the perimeter, which allowed the gasket to be positioned securely on

thick wires. Before indentation, the gasket was permanently marked (scratched with a scalpel)

in such a way that the orientation of the gasket with respect to the securing wires and anvils was

known. This is vital since the indentation is not guaranteed to be in the centre of the disk, and

therefore results in a gasket that is not circularly symmetric. If used in a different orientation,

this will cause misalignment between the gasket and the anvils and will inevitably be detrimental

to the samples or anvils.

After closing the cell with the BeCu between the two anvils, load was applied to the cell to

indent the BeCu. This was done in 70 kg intervals up to 350 kg, and at each interval the load was

applied and released three times. This was done to ensure that any residual strain from plastic

deformation was released before plastically deforming the metal again. It was found that 350 kg

was generally sufficient to achieve a thickness between 60 µm and 80 µm. Before proceeding, the

gasket was checked to ensure that it had bent away from the anvil that will have the electrodes

and electrical connections, as shown in figure 3.1.a. This ensured that there was enough space for

wires and minimised the risk of electrical shorts.

Once indented, a central hole was drilled in the metallic gasket of approximately 500 µm. It

was important to check that this hole was centered with respect to the culet indentation on both

sides of the gasket with an example shown in figure 3.4.c. If it was not then it indicated that

the pistons were wobbling or they were misaligning under pressure. In either of these cases, the
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gasket needed to be remade and the source of the misalignment needed to be fixed. Practically,

this cannot be entirely eliminated, so a misalignment of 5 % of the culet radius was generally

acceptable.

In order to perform electrical measurements, the metallic gaskets needed to be insulated

to prevent shorts forming between the sample and gasket. This was done by using powders of

alumina or BN, with a grain size of 100 nm, combined with a Stycast 2850FT and catalyst 9

mixture to form a thick paste; this was generally mixed in a 4:5 ratio by mass of powder to Stycast

mixture. This paste was packed into the drilled hole and indentation, as well as spread beyond

the indentation to reduce the risk of shorts. Paste was carefully removed from the indentation to

form a thin layer that covered all of the metal. The gasket was then placed in the cell, closed,

and pressurised to the maximum load applied for the indenting process. This caused the paste to

extrude out of the indentation, which was then flattened against the gasket to insulate it from

wires. With the load applied the paste was cured at 70 –C for 2 hours, and once cured the pressure

was released slowly. The total thickness of the culet area was generally less than 100 µm with an

insulation thickness of approximately 20 µm.

Sections of the insulation may have stuck to the opposing anvil during the curing and broke

off when opening the cell. If this occurred on the culet or slopes, the insulation needed to be

redone. If the insulation broke at the edge of the slope, as is the case in figure 3.5.a, then this

was repaired with some unhardened paste mixture without the need to apply load again.

Figure 3.5: a) An example of a cured insulated gasket with the key areas indicated. Overflow
beyond the slopes is expected when pressurised. As indicated, there is a potential short visible as
exposed metal at the edge of the slope. b) An example of a laser drilled gasket and guidelines to
centre the gasket hole. During laser cutting, the centre of the gasket was found by aligning the
reticle with the tangents of the circle made by the bevel, which are indicated; the centre of the
culet is then the midpoint of these tangent lines. The inner cyan circle is centred on the cross-hair
and shows that the drilled hole is 40 µm in diameter.

A well centred hole of 400 µm was drilled in the insulation. This hole formed the sample
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space and contained the sample, electrical contacts, pressure medium, and rubies for pressure

measurement. Care should be taken to avoid chipping the insulation and exposing any metal,

which would require remaking the gasket from the beginning. Generally, three well-centred

drilled insulated gaskets were made for each pressure cell. This allowed for redundancy in the

case of electrical shorts forming under high pressure or any other issues that may arise. Preparing

several gaskets was important, because once the metallic electrodes were deposited on the anvil

no more gaskets could be prepared without destroying the electrodes.

3.1.3.2 Diamond anvil cell gaskets

The general principles of gasket making described in section 3.1.3 such as massive support and

thin gaskets are still applicable to DAC gaskets, however the required dimensions were far

smaller and required more precision during fabrication. Due to the size of the 50 µm culets, the

drilled gasket hole needed to be smaller than 40 µm 1 and be well-centred on the scale of micron.

In order to fabricate the gaskets on this scale and precision, a laser cutter was used to cut holes

in the metal and insulation.

T301 steel discs were used as the metallic gasket material with thicknesses of 250 µm and

diameters of 7 mm. In section 3.1.3.1, the BeCu disks were cut using a hydraulic ram, however

doing this with the steel caused a lot of warping, which made the gaskets hard to work with.

Since T301 steel does not contain toxic components, unlike BeCu, laser cutting was used to

mass-produce 7 mm discs with three pinholes near the perimeter.

The indentation process involved applying between 10 GPa and 20 GPa, which was checked

using ruby fluorescence though large non-hydrostatic forces meant that this measurement was

more of a guideline. Generally, this pressure was enough to achieve a thickness of less than

20 µm, though care had to be taken since the metal could tear and cause the diamonds to touch,

which would scratch or fracture them. A check used was to remove the gasket and inspect the

culet region of the indentation; if there was an undulating texture and warping then the metal

was sufficiently thin. It should be stressed that this limit did not need to be reached.

Using a laser cutter a hole of 200 µm was cut, which was far larger than the culet and was a

significant fraction of the 300 µm bevel as well. This was primarily done to remove the risk of

electrical shorts on the culet due to the thinning gasket at high pressures. Once cut, the residue

dross was removed by placing the gasket in acetone and an ultrasonic bath for a few minutes.

To insulate the gaskets, the same BN and stycast paste used in section 3.1.3.1 was used, but

once it had hardened. The paste was cured in flat sheets which was then ground to a fine powder.

With the drilled gasket in place on the anvil, powder was added to fill the indentation and light

pressure was applied to press it into place. Uncovered metal was covered by placing small chunks

in the gaps and applying light pressure. Once all the metal in the indentation was covered with

1In principle, the gasket hole should be smaller than half the culet size, but it was undesirable for the hole to
collapse to an even smaller size as this made the sample immeasurable. Even at highest pressures, the comparatively
large hole never expanded beyond the bevel.
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lightly compacted powder, at least 30 GPa was applied which thinned the gasket and compacted

the powder into a hard ceramic capable of holding extreme pressures. The pressure was checked

by diamond-Raman instead of ruby spectroscopy, since small particles of ruby would be pressed

into the insulation which interfered with Raman measurements later.

Occasionally, a layer of MgO was pressed into the insulation on the bevel and culet. Since BN

is a very hard material it was capable of scratching and destroying the electrodes when at high

pressure. Since MgO is much softer it acted as a lubricant and helped preserve the electrodes.

Similarly to the metal, the hole in the insulation was drilled using a laser cutter with an

example shown in figure 3.5.b. The alignment was done by aligning a reticle in the laser cutting

software with the edge of the bevel, and the centre was found as the midpoint between opposing

bevel tangents; this method reliably centred the gasket hole to less than 5µm. During the laser

cutting, the gaskets were well secured because even small shifts on the scale of a micron would

ruin the gasket. Similarly to the MACs, several gaskets for the DACs were made as new gaskets

could not be made once the electrodes were deposited on the anvil without damaging them.

3.1.4 Applying pressure and pressure media

Once the pressure cell was prepared, pressure needed to be applied which is potentially very

destructive to the delicate samples. In the case of electrical transport and other contact mea-

surements, there are other delicate structures within the sample space which can easily break

and ruin the measurement. This problem is further exacerbated by the problem of decreasing

pressure, which can result in the sample space imploding due to a sudden loss of pressure. As a

result, the pressure was only ever increased during measurements and never decreased unless all

the desired measurements were completed. However, for this measurement strategy to be viable

small and accurate pressure changes must be possible to minimise overshooting the desired

pressure.

Figure 3.6.a shows a schematic of the pressure application jig used. The DACs or MACs are

screwed into the clamp ring and held in place by the securing ring. Four screws with spring

washers are tightened to apply pressure; opposing screw pairs rotate in opposite directions

to minimise any torque applied to the anvils. The spring washers can be swapped or stacked

in different configurations to change the effective spring constant. This of course varies the

maximum achievable pressure, but also changes the ease of pressure application which allows for

more sensitive pressure changes. The sample space is observable in reflection and transmission,

which also allows for in situ pressure measurement without needing to remove the cell from the

jig.

However applying pressure is only one of the problems with pressure measurements. Another

problem that arises is the formation of pressure gradients across the sample space, which

can lead to undesired changes to measurable quantities, such as broadened superconducting

transitions, the suppression of superconductivity, and the smearing and subsequent loss of

39



CHAPTER 3. EXPERIMENTAL METHODS

Figure 3.6: a) The jig used to apply pressure to the MACs and DACs. Four screws with spring
washers apply the load to the cells. Opposing screws rotate in opposite directions to minimise the
torque applied to the anvils. The piston has a hole drilled through it to allow the sample space to
be back-lit. b) The argon loading apparatus used for condensing argon. An external flask contains
the brass pot and is filled with liquid nitrogen, which cools the pot and liquefies the argon gas.
The pot holds the jig shown in figure 3.6.a.

quantum oscillations 2. The loss of hydrostaticity, which gives rise to these pressure gradients, can

only be resolved by carefully choosing the pressure transmitting medium such that hydrostaticity

is maintained over the desired pressure range. Relatedly, loss of hydrostaticity also results

in uniaxial stress being directly applied to the sample, which can also drastically affect the

properties of the sample. Unlike pressure gradients, uniaxial stress is harder to characterise

within the confines of a pressure cell.

Pressure gradients can be measured across the sample volume by using the standard deviation

of pressures determined from ruby fluorescence and multiple ruby flakes distributed throughout

the sample volume. Using this method, the hydrostatic limit of glycerol and argon at room

temperature were determined to be 5.5 GPa [77] and 9 GPa [78]. Other authors contend that

argon is a worse pressure medium than glycerol [79, 80], but in this work glycerol suppresses

superconductivity in NbSe2 beyond 5.5 GPa whereas argon does not [81]. Therefore we conclude

that argon is a better pressure medium.

Other commonly used pressure media include 1:1 pentane/isopentane and 4:1 methanol/ethanol

mixtures, as well as the liquefied inert gases nitrogen, neon, and helium, all of which are hy-

drostatic beyond 6 GPa, as shown in table 3.1. Though all of the listed pressure media perform

better than glycerol and argon, practically each has several flaws. Pentane/isopentane and

methanol/ethanol mixtures seemed to detrimentally affect the electrical contacts by dissolv-

ing them, whilst helium and neon are challenging to liquefy without sophisticated gas loading

systems. Nitrogen, though readily available, tended to flush away the sample.

2All of which have been observed throughout this work and have posed significant problems.
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Pressure medium Freezing pressure (GPa) Hydrostatic limit (GPa)
Glycerol 5.5 [77] 5.5 [77]

1:1 pentane/isopentane 7.4 [79, 82] 7.4 [79, 82]
4:1 methanol/ethanol 10.5 [79, 82] 10.5 [79, 82]

Argon 1.4 [83] 9 [78, 79]
Nitrogen 2.4 [84] 10 [79, 85]

Neon 4.8 [86] 15 [78, 79]
Helium 12.1 [87] 23 [79]

Table 3.1: The room temperature freezing pressures and hydrostatic limits of several commonly
used pressure media. Generally, the hydrostatic limit coincides with the freezing pressure except
for the liquefied inert gases.

Figure 3.6.b shows a schematic of the brass container used to condense argon, which also

contains the jig shown in figure 3.6.a in order to close the cell. The container was continually

flushed with argon gas as liquid nitrogen was poured into a surrounding insulated vessel. Since

the melting and boiling temperatures of argon are slightly higher than the boiling temperature

of liquid nitrogen, the argon liquefied and formed a thin layer of solid argon on all the surfaces

inside the container. Since the argon slowly filled the container as it condensed, the sample

was not flushed from the sample space, which was a problem with nitrogen loading. Once the

container was filled with liquid argon, the container was opened and removed from the nitrogen.

Prior to closing the cell, the argon needed to be stirred to thaw the solid argon that formed;

this was because the solid argon prevented the gasket from sealing properly, which lead to the

sample space collapsing as the pressure medium boiled when warmed. If the argon started to boil

vigorously, the container was dipped in the nitrogen to keep the argon liquefied. Whilst keeping

the argon between its gaseous and solid phases, the pressure cell was closed by tightening the

screws submerged in the argon. Following this procedure ensured that the gasket sealed properly

and the sample space did not collapse on the sample.

A standard pressure medium was not used for the hydride measurements, as the sample

space was packed with ammonia borane (AB). The hydrostatic properties of AB are unknown,

but it is unlikely to perform better than helium, which has a hydrostatic limit of 23 GPa [79].

However during laser heating, the sample space is heated to thousands of degrees, which would

liquefy the AB and remove pressure gradients. The heating of AB at high pressure also produces

liquid hydrogen, which would act as a reasonably hydrostatic medium once heated. As a result,

the conditions post-laser heating can be thought of as quasi-hydrostatic until the pressure is

changed.
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3.2 Optical techniques

Due to the transparency of diamonds and moissanites over a broad range of wavelengths, many

optical techniques work well in conjunction with high pressure measurements. For the purposes of

this thesis, ruby fluorescence and Raman spectroscopy were used to measure the pressure. Raman

spectroscopy was also used to measure phonon excitations to observe structural transitions, whilst

X-ray diffraction was used to measure the crystal structure. Finally, laser heating was utilised to

synthesise hydride superconductors.

3.2.1 Ruby �uorescence

Mineralogically, rubies belong to the corundum family alongside sapphires, which consists of

minerals composed of crystalline ®-Al2O3 [88]. What distinguishes rubies from other corundum

minerals are chromium impurities of the order of 0.01-0.15 % by weight, which cause the rubies

to have their characteristic red colour [88]. In the low concentration limit, the fluorescence

mechanism is well approximated by a single-ion crystal-field model [89], which is schematically

shown in figure 3.7.a. Cr3¯ electrons in the ground state are excited using high energy light,

which in this work was done by using a 532 nm green laser. These excited electrons transmit

some of their energy to the lattice via non-radiative emission and thus lose energy. Eventually,

the electrons reach a threshold where non-radiative emission is no longer possible and they must

emit photons in order to return to the ground state. Two possible wavelengths are emitted, which

are known as the R1 and R2 emission lines and have wavelengths of 694.3 nm and 692.7 nm

respectively [90].

It is well known that both the R1 and R2 spectral lines change under pressure due to

modification of the electronic transitions [91]. This combined with the simplicity of measuring the

spectrum under pressure has led to the red-shift of the R1-line being calibrated to be a standard

manometer in anvil cell experiments, with examples of the red-shift shown in figure 3.7.b. The

pressure (P) is given by the empirical equation

P(GPa) ˘ A

B

Ãµ
¸

¸ 0

¶B

¡1

!

, (3.1)

with ¸ and ¸ 0 being the shifted and unshifted wavelengths of the R1-line, whilst A and B are

experimentally determined parameters [92]. Throughout this thesis, the Dewaele et al. calibration

has been used with A equal to 1920 GPa and B equal to 9.61 [92].

Figure 3.8.a shows the optical apparatus used to measure the pressure using ruby fluorescence.

A green 532 nm laser was used to excite the rubies and was reflected off a 550 nm longpass dichroic

mirror. The emitted red light from the rubies passed through this mirror and into a camera

or an Oceanoptics USB2000+ spectrometer using a flip-mirror. The camera was used to locate

individual rubies within the pressure cell and once located they could be measured with the

spectrometer.
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Figure 3.7: a) Schematic showing the principles of ruby fluorescence by the excitation and de-
excitation of electrons. A high energy photon is absorbed which results in the emission of lower
energy red photons corresponding to the doublet R1 and R2, which have wavelengths of 694.3 nm
and 692.7 nm respectively. b) The spectra of ruby at ambient pressure and at elevated pressures
up to 5.8 GPa. The wavelength of the R1 line is used as a manometer due to its intensity and
characteristic red-shift with increasing pressure.

Ruby fluorescence was used to measure the pressure in MACs with pressures lower than

10 GPa. With these pressure cells, it was possible to position several rubies throughout the sample

space and measure each one independently of the others. This provided a way of measuring

pressure gradients across the sample by using the standard deviation of the measured pressures,

as discussed in section 3.1.4. However, the applied pressure can in principle change as a function

of temperature due to thermal contraction of the pressure cell and the pressure medium freezing,

but in situ pressure measurements at cryogenic temperatures were not possible. In order to

characterise changes in the pressure from cooling and warming cycles, measurements of the

pressure and pressure gradients were taken before and after temperature cycles. These were

combined to give an average pressure with the error (¾P ) given by

¾2
P ˘

µ
PB ¡ PA

2

¶2
¯¾2

B ¯¾2
A , (3.2)

with PB and PA being the measured average pressure before and after temperature cycling, and

¾B and ¾A being the measured standard deviation of the pressures before and after temperature

cycling. In principle, PB and PA should have been the same but frequently were not due to

hysteretic thermal contraction and expansion of the pressure cell.

Though a convenient method for measuring the pressure within anvil cells, ruby fluorescence

requires fragments of ruby within the sample space. When moving to higher pressures, the sample

space shrinks to the point where the ruby fragments obstruct the sample and it becomes an

impractical method of pressure measurement. A second issue arises when synthesising samples

at extreme pressures and temperatures since rubies would act as impurities in the newly formed
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sample. As such, rubies were not used for pressure measurement in high pressure hydride

synthesis cells. Fortunately, pressure measurement at high pressures can be done by measuring

the strain in the diamond anvils themselves using Raman spectroscopy.

Figure 3.8: The apparatus used for measuring pressure from ruby emission.

3.2.2 Raman spectroscopy

Raman scattering relies on the inelastic scattering of photons by excitations in a system, which are

commonly rotational and vibrational modes of molecular bonds or phonons of a lattice. This means

that Raman spectroscopy is a powerful tool for identifying compounds and providing structural

information, and in principle can be used to probe specific symmetries via the polarisation of the

light used.

The Raman-shift (¢ º ) is directly proportional to the change in energy of a photon and is

calculated using

¢ º ˘ 1
¸ L

¡ 1
¸ 0 , (3.3)

where ¸ L is the excitation wavelength of the laser light, and ¸ 0 is the wavelength of the measured

light; commonly the units of Raman-shift are cm¡1. Resonant peaks are observed at Raman-

shifts corresponding to the excitation energies of the system. Since these peaks correspond to

energy changes relative to the incident photon energy, see equation 3.3, these excitations can

be measured with any laser wavelength, unlike in the case of ruby fluorescence. As a result of

this, it is common to use several laser wavelengths to probe excitations since the intensity of

excitations may change with wavelength. In the case of pressure cell experiments, using different

laser wavelengths can help reduce the background from the anvils.

In order to measure excitations from Raman spectroscopy, high quality filters are needed to

entirely remove the Rayleigh reflected laser light, as this overwhelms the much weaker Raman

signal. However in order to measure low energy excitations, the filters must also cut as close to

the laser wavelength as possible; this is technically challenging as the filter must block all of
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the laser light whilst allowing 100% transmission of the Raman signal over the range of a few

nanometer. As an example and using equation 3.3, to measure a signal above 100 cm¡1 a 532 nm

laser would need a filter to cut at 534.8 nm for a signal to be measurable. This also implies that

poor quality lasers with either an unstable laser wavelength or broad linewidth would make low

energy excitations measurements impossible. As a result, Raman measurements are strongly

dependent on the quality of the equipment used.

Figure 3.9: The three sections of the Raman setup. a) and c) are horizontal whilst b) is vertical
and shines the laser through the top of the DACs. The power of both lasers as they enter the
pressure cell is 0.6 mW. The jig shown in figure 3.6 holds the DACs and fits underneath the
objective. Two lasers are used and when they merge at the prism cube they overlay spatially
unlike in the schematic; this is also true for the Raman signal. The longpass filter is changed
depending on the laser being used; they are not used simultaneously.

The measurements in this thesis used red and green lasers with wavelengths of 636 nm and

532 nm respectively. The two filters used cut the red laser at 400 cm¡1 and the green laser at

100 cm¡1. Using the green laser, phonon excitations were measurable whilst the red laser was

mainly used to crosscheck the measured pressure.

Figure 3.9 shows the three stages of the Raman setup. Figure 3.9.a was the first horizontal

stage and contained the two laser sources and the apparatus for merging the beams; this section

also reflected the lasers into the vertical plane. The spatial filter consisted of two objective lenses

and a pinhole, which produced a Gaussian beam profile for the spatially broad red laser. Figure

3.9.b shows the vertical section of the Raman setup, which reflected the laser light through

the top of the pressure cells. This allowed the pressure cells to be mounted in the pressure

jig for pressure measurement, which made pressure increase more reliable. The alternative

required the cell to be removed from the jig and the load released, which risked sudden pressure

loss and the cracking of the diamonds. Not only that, but it also made it difficult to accurately

increase pressure again since all the load needed to be reapplied. Finally, the light from the

pressure cell was then reflected back into the horizontal plane and towards a Horiba Scientific

45



CHAPTER 3. EXPERIMENTAL METHODS

iHR320 spectrometer, the filters for cutting the Raman signal, and a camera, which was used for

positioning the laser spot on the sample; these are shown in figure 3.9.c.

Figure 3.10: a) Example diamond-Raman spectra which are used to determine the pressure from
the diamond-shoulder. Arrows show the diamond-shoulder for specific spectra, and the dashed
line shows the unstressed diamond peak at 1333 cm¡1. b) Inset showing the derivative of the
diamond-shoulder. The minimum indicated with an arrow corresponds to the maximum pressure
achieved and coincides with the shoulder in figure 3.10.a. c) A comparison between the red and
green laser and the effect this has on the diamond-Raman signature. d) The derivative of the
diamond-Raman signature with two different laser wavelengths.

To measure the pressure, the Raman signal of the diamond anvils themselves was used.

Unstressed diamond has a sharp peak at a Raman-shift of 1333 cm¡1, as shown in figure 3.10.a,

which corresponds to exciting the carbon sp3 bonds [93]. When pressure is applied to diamond,

this peak broadens to higher Raman-shift and this broadening has a characteristic shoulder,

which is also shown in figure 3.10.a. The diamond-shoulder and the associated minimum in the

derivative (figure 3.10.b) are convenient features to measure the pressure, as they are caused

by the intrinsic behaviour of diamonds. As such, the Raman-shift of the diamond-shoulder

was calibrated against the equation-of-state of platinum by Akahama et al. [93], which they

determined to be empirically described by

P(GPa) ˘ K 0

µ
¢ º D

º 0

¶"

1¯
¡
K 0

0 ¡1
¢

2

µ
¢ º D

º 0

¶#

, (3.4)

with ¢ º D being the Raman-shift of the minimum in the derivative, º 0 is 1333 cm¡1, K 0 is the

bulk modulus of diamond with a value of 547 GPa, and K 0
0 is the pressure derivative of the bulk

modulus with a value of 3.75 [93]. This calibration has been used throughout this thesis.

Figure 3.10.c shows the diamond-Raman spectrum at 150 GPa with two different laser

wavelengths, with the corresponding derivatives shown in figure 3.10.d. Both spectra were

obtained with 0.6 mW laser power, but the exposure time for the green laser was 2 min whilst the
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exposure time for the red laser was 5 min; both spectra have been normalised to the maximum of

the diamond-Raman peak. Despite being exposed for a longer period of time with the red laser,

the diamond-shoulder is poorly defined and the derivative could not be reliably used for pressure

measurement. It can also be seen that for higher Raman-shift the background from the red laser

is lower, whilst the background from the green laser is lower at low Raman-shift. This nicely

illustrates the importance of the laser wavelength used in Raman measurements and justifies

the use of the green laser for measuring low energy Raman excitations.

3.2.3 Laser heating

High pressure laser heating of samples was performed within Earth Sciences at the University

of Bristol. This system utilised a Nd:YAG laser to produce an infrared laser (1064 nm) with a

spot-size of approximately 10 µm. This laser produced 300 ms pulses with powers up to 100 W,

which produced temperatures between 1200 K and 2000 K. The temperature was determined by

comparing the blackbody-spectrum with a calibrated tungsten source. Due to the short pulse

length, temperatures below 1200 K were difficult to measure, but temperatures above 1500 K

could be measured to within §100 K.

3.2.4 X-ray diffraction

X-ray diffraction was used to determine the crystal structure of high pressure hydrides after laser

heating synthesis. These measurements were performed at DESY on the PETRA III extreme

conditions beamline [94]. This beamline is optimised for high pressure measurements with high

energy X-rays (42.7 keV, 29.06 pm) of high brilliance focused to a 2£2 µm2 spot-size. The X-ray

beam was rastered over the sample in a 7£7 grid with a 5 µm spacing with each location exposed

for 200 s, which allowed for spatial analysis of the sample.

A CeO2 sample was used to obtain the instrument parameters, which were required to analyse

the data using Dioptas software [95]. Dioptas was used to produce the cake plots, integration of

the spectra, and background subtraction to resolve the spectral peaks from the sample. Masking

was also performed in Dioptas, which removed anomalies such that they would not contribute to

the integration of the diffraction pattern and the final spectra. The masked regions corresponded

to cosmic background effects that caused streaks in the diffraction pattern, or anomalously

bright spots that saturated the image and caused sharp large peaks. Dead or saturated single

pixels were also masked as they caused sharp valleys of peaks in the integrated spectra, which

interfered with the background subtraction.

3.3 Deposition of electrodes

In order to measure the electrical properties of a material under pressure, durable wires capable

of withstanding large shear forces must be connected to small samples within the sample space.
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Historically, this has been done with flattened strips of metal (platinum being popular) which fit

under the gasket. However, this method is challenging due to the difficulty of making electrical

contacts between the wires and sample due to the small dimensions. Even then, the wires could

shift and shear when pressure is applied. Alternatively, electrodes can be deposited directly on to

the anvil through a shadow mask, which vastly simplifies the already delicate work.

3.3.1 Shadow masks

The shadow masks used for highest pressures were constructed in two parts. The bulk of the

mask consisted of a macroscopic brass skeleton, which was laser cut to the desired shape.

This supported the delicate, microscopic wires which would form the shadow mask for the fine

structures on the culet. Due to the electrodes being destroyed at high pressure, masks with six

electrodes became the standard. Throughout the literature, four electrodes are frequently used

but they become unusable for 4-probe electrical measurements even if one electrode fails. The

primary advantage of six electrodes is redundancy, as on average more pressure cells capable

of 4-probe measurements should be produced. The second advantage is that assuming five

electrodes survive pressurisation, it would be possible to simultaneously measure longitudinal

and transverse resistances without the need to employ polarity switching, as required for Van

der Pauw measurements.

Figure 3.11: a) The brass gasket that was laser cut into a mask. Six 16° wedges were cut from
the centre of the culet out to a 2.4 mm diameter. The central 150 µm was removed since the fine
structure of the mask was formed by thin wires. b) An example of a 23 µm centre-spot mask
centred on a 50 µm culet. The platinum wires were cut to be approximately 10 µm wide and
aligned carefully to have as close to 60° angle between them as possible. The diameter of the
centre-spot is approximately twice the thickness of the thickest wire if the angles between the
wires are 60°.

To make the skeleton, 450 µm thick brass discs were indented to approximately 50 µm, since

the thickness should be of comparable size to the desired structures for efficient deposition of
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material. On the culet where the structures are of the order of a micron, 50 µm would still be

too thick and thus would need to be removed and replaced. A laser cutter was used to cut six

triangular wedges into the brass and remove a 50 µm to 200 µm diameter circle from the centre.

The resulting laser cut brass skeleton structure can be seen in figure 3.11.a.

Figure 3.12: a) The jig used to secure and align the mask for deposition on the diamond anvils.
The jig is a Thorlabs CXYZ05/M translation mount with XYZ micrometer screws. The DAC piston
is attached to an adapter to provide extra height so that the Z-axis screw is accessible. Screws
secure the posts and adapter to the baseplate and must be as tight as possible to ensure that
the jig or piston do not move. The screw on the retaining ring is used to attach a wire to the
baseplate, thus grounding the mask to the baseplate so that the diamond is cleaned during the
RF etch. b) The inside of the HHV Auto500 deposition machine, which allows for RF etching,
DC sputtering, and evaporation without breaking vacuum. The distance between the sputtering
target and stage is 15 cm.

To form the fine structure of the mask, 25 µm platinum wire was flattened to approximately

3 µm thick and cut into strips. The wires had to be as flat as possible to ensure that the wires

could lay on top of one another without bending significantly; this was vital since electrical

shorts could form from overspray of the gold evaporation, which could not be removed without

destroying the electrodes and redoing the deposition process. The width of the strips determined

the smallest centre-spot size of the mask, which is approximately twice the width of the widest

strip. The strips were then glued to the brass skeleton so that they overlapped in the centre

forming the centre-spot of desired diameter; an example of this can be seen in figure 3.11.b. When

placing the wires it was important to form as close to 60° angles between the wires as possible,

otherwise the centre-spot was larger than expected and asymmetric, which resulted in samples

not being connected to all the electrodes.

The masks were carefully aligned above the anvils using a Thorlabs XYZ translation mount

(CXYZ05/M) as shown in figure 3.12.a. Conventionally this is used for optical equipment, however

the XYZ micrometer screws allowed the masks to be precisely and securely positioned above the
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culet. However, the screws securing the other components also had to be well secured to ensure

that the mask did not move, as a few micron of movement would ruin the alignment of the mask.

During the alignment of the mask, it was clear to see if the wires used for the mask were flat by

checking if they were all in focus, but it was also important to check that the wires were sharply

in focus with the culet of the anvil. This ensured that the wires were flat and close enough to the

anvil so that gold could not form shorts between the electrodes during the deposition process.

3.3.2 Nichrome-gold electrodes

To deposit electrodes on the anvils, an HHV Auto500 deposition machine was used, shown in

figure 3.12.b, which allowed for RF plasma etching, DC magnetron sputter deposition, and evapo-

ration without needing to break vacuum and improved the quality and adhesion of the films. The

sputtering targets could be interchanged to deposit different conductive materials, and evapora-

tion was done using molybdenum or tungsten crucibles, which had operational temperatures up

to 1400 –C and 1800 –C respectively. Molybdenum boats were used for the evaporation of gold,

whilst tungsten boats were used for the evaporation of yttrium and lanthanum, which will be

detailed later.

Prior to placing and aligning the mask above the anvil, the anvil was plasma etched using

a 2 %:98 % oxygen-argon mixture for 3 min at 100 W and a flow rate of 20 sccm. This improved

the adhesion of films due to surface roughening caused by the oxygen chemically modifying the

surface [96, 97]. With this oxygen-argon mixture, diamond anvils should be etched with a rate of

15 nmmin¡1 [97], which should be sufficient to roughen the surface. After the oxygen-argon etch,

the mask was placed on top of the diamond, as described in section 3.3.1, and placed back into

the deposition machine.

With the anvil and baseplate secured to the rotating stage, which was active during all

deposition steps, and with a nichrome sputtering target and gold in a molybdenum crucible

in position, the chamber was evacuated to approximately 1£10¡3 mbar. Once evacuated, the

anvil was RF etched for 2 min using a 99.998% argon plasma with a power of 100 W and a flow

rate of 20 sccm, which corresponded to a bias voltage of approximately -280 V and pressure of

8£10¡3 mbar. After 2 min, the flow rate was reduced to 0.5 sccm and a pressure of 8£10¡4 mbar

for 3 min, which also resulted in the bias voltage increasing to -315 V despite the power being

kept constant. The increased bias voltage increased the maximum impact energy of the plasma

which aided cleaning. Overall, the decreased flow rate improved the adhesion of the films and

increased the failure pressure of the electrodes from approximately 20 GPa to 50 GPa.

Once etched, the chamber was evacuated to 1£10¡6 mbar before filling the in-built liquid

nitrogen dewar, which cooled the vacuum chamber and reduced the pressure to approximately

0.7£10¡6 mbar, which was sufficient for nichrome electrodes and pressures lower than 50 GPa.

For electrodes to be used at higher pressures, the chamber was evacuated overnight to reach

a pressure of 0.4£10¡6 mbar before liquid nitrogen was introduced to lower the pressure to
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0.1£10¡6 mbar. This was done to further improve the adhesion of the films and increased the

failure pressure of the electrodes. For the nichrome electrodes, the failure pressure increased

from 50 GPa to approximately 60 GPa.

The same argon gas used for RF etching was also used for sputter deposition with a power

of 100 W. The target was preconditioned with the sputtering shutter closed for 5 min with a

flow rate of 20 sccm to remove any surface impurities. Before opening the shutter the flow rate

was reduced to 7 sccm, which corresponded to a pressure of approximately 1£10¡3 mbar and

was the lowest pressure achievable whilst maintaining a sputtering power of 100 W. This was

done to maximise the impact energy of the sputtered atoms to improve adhesion from reactions

with the substrate to silicides and carbides. Lowering the pressure resulted in increasing the

failure pressure of the electrodes to 80 GPa. In total, 50 nm of nichrome was deposited at a rate

of 1.7 Ås¡1, as measured by the thin-film thickness monitor.

After the sputter deposition, the chamber was evacuated to the same pressure as previously

attained. The evaporation process was programmed to slowly ramp the power to 15% over the

course of 30 s and hold at that power for another 30 s before opening the shutter. This ensured

that all the gold was evenly melted and removed any residues which may have been on the gold.

Once melted, 150 nm of gold was deposited at a rate of 2.5 Ås¡1. Compared to the nichrome, the

gold layer was relatively thick and this was done to ensure that the gold dominated the electrical

characteristics of the electrodes. Otherwise the resistance of the electrodes would be far higher

since the resistivity of sputtered nichrome is 74 µ
 cm [98] whilst the resistivity of evaporated

gold is approximately 3 µ
 cm [99].

Figure 3.13: a) The nichrome-gold electrodes on a moissanite after the deposition and wet etching
processes. The edges of the centre-spot, culet, and bevel are indicated by cyan, dark blue, and
orange circles respectively, and all are centred on each other to within 5 µm. b) An example of
nichrome-gold electrodes at 80 GPa. The electrodes have been severed by the abrasive forces of
the BN and are unusable for transport measurements.
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After the deposition processes, the anvil was etched using Transene TFN-nichrome etchant

to remove nichrome overspray that was not protected by a gold overlayer; this removed any

electrical shorts between the electrodes and made the inter-electrode resistance greater than

50 M
 , which was the maximum resolution of the equipment used. Figure 3.13.a shows the

final result of the deposition process with the electrodes well-centred on the culet and each

track contributing 2 
 . However, due to the soft gold the electrodes did not survive repeated

pressure cycling very well. Also once the gold was removed, the resistance of the electrodes would

dramatically increase due to the thin layer of high resistivity nichrome.

Unfortunately, these nichrome-gold electrodes were invariably destroyed at 80 GPa, an ex-

ample of some destroyed electrodes are shown in figure 3.13.b. Attempts were made to make

nichrome-gold electrodes that survived to higher pressures in DACs by depositing 150 nm of

nichrome and 50 nm of gold. However when the gold was removed, the resistance would increase

to at least 100 
 per electrode before the electrodes were completely destroyed above 80 GPa.

This ultimate failure was due to the adhesion between the nichrome and diamond not being

sufficiently strong to survive the large shear stresses from the gasket expansion. To ensure the

survival and usefulness of the electrodes beyond 100 GPa, a new material that was strong, had a

low resistivity, and formed strong carbides to adhere strongly to diamond was needed.

3.3.3 Tungsten-gold electrodes

Tungsten has many desirable properties for high pressure electrical measurements, especially

over nichrome which was described in section 3.3.2. Primarily the adhesion layer formed at

the interface between tungsten and diamond consists of tungsten carbide, which is one of the

hardest known materials and is incredibly scratch resistant; both properties are vital for the

survival of the electrodes at extreme pressures. Tungsten itself also has a high hardness and

large values for the Young’s, shear and bulk moduli, which together make tungsten highly

resistant to deformation [100]. Tungsten also has the highest melting point of any pure element

[100], which is also needed for the electrodes to survive laser heating to 2000 K in order to form

hydride superconductors. In addition to all of these desirable properties, tungsten also has a low

resistivity, but when grown by DC sputter deposition this is strongly dependent on the growing

conditions.

The growth of high quality tungsten thin-films depends on the growth of the two competing

crystalline forms: ®-W (bcc) and ¯ -W (A15-cubic). These in turn vary with several factors such as

gas and target purity, sputtering power, sputtering pressure, and film thickness [101–103]. The

relative quantity of these two phases causes drastic changes in the resistivity, with pure ®-W

films having a resistivity as low as 8.6 µ
 cm, whilst ¯ -W impurities causes this value to increase

above 100 µ
 cm, as shown in figure 3.14.a [103]. These high quality ®-W films were grown by

Choi et al. using 99.999% pure argon gas and a 99.95% pure tungsten target with a sputtering

pressure of 3 mTorr (4£10¡3 mbar) and an argon flow rate of 20 sccm [103]. Importantly, for films
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thicker than 50 nm ®-W was preferentially grown resulting in a far lower resistivity.

However, it is also known that films of tungsten have large internal strains, which vary from

compressive to tensile and can lead to delamination. Once again, these internal strains depend

upon the relative quantities of ®-W and ¯ -W [101, 102]. For the electrodes to survive to high

pressures, the tungsten films must not delaminate at ambient pressure, otherwise the films

would surely not survive high pressures where the high shear stresses would only increase the

risk of delamination. Figure 3.14.b shows how the internal stresses of tungsten films vary with

sputtering gas pressure [102]. Shen et al. showed that the compressive region is dominated by

®-W whilst the tensile region is dominated by ¯ -W, however no delamination was reported in

150 nm films despite the large strains observed [102]. At high gas pressures, atomic peening

relaxes the internal strains within the films and forms an amorphous structure [102]. Choi et al.

grew their low resistivity films in the ®-W dominated, compressive region with a gas pressure of

3 mTorr and they did not report any delamination for their 150 nm films either [103]. Of course,

the internal strain will also depend on the difference in lattice parameters between the films and

substrate, however to the best of my knowledge, no internal strain studies have been done using

diamond substrates, so the growth parameters determined for Si and SiO2 by Shen and Choi had

to suffice. With all this in mind, 150 nm tungsten films were grown in a similar way to Choi et al.

to minimise the resistivity. However, some changes were made to improve the adhesion between

tungsten and diamond based on the work on nichrome-gold electrodes.

Figure 3.14: a) The resistivity of tungsten films varying with thickness. Several types of samples
were grown, however the most relevant are the unencapsulated, as-grown samples (closed
squares). Beyond 50 nm there is little change in resistivity and the films are dominated by ®-W.
Below 50 nm, ¯ -W is grown and causes the resistivity to increase. Figure from ref. [103]. b) The
internal strain of 150 nm tungsten films as a function of argon gas sputtering pressure. At low
pressures in the compressive region, ®-W dominates and is the region in which Choi et al. grew
their films [103]. Figure from ref. [102].
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As with the nichrome-gold electrodes, the anvils were etched in an oxygen-argon plasma

without a shadow mask for 3 min to roughen the surface. With the mask in place, the anvil

was etched again with argon gas for 2 min with a flow rate of 20 sccm and 100 W before the

flow rate was decreased to 0.5 sccm and etched for 3 min more. For the tungsten electrodes to

achieve the highest possible pressures without being destroyed, the chamber was evacuated

overnight and then the in-built dewar was filled with liquid nitrogen to achieve a base pressure

of 0.1£10¡6 mbar. In one test without the overnight evacuation, the electrodes failed at 30 GPa 3,

whilst with the overnight evacuation the electrodes reliably survived past 100 GPa in multiple

tests.

For the sputter deposition of tungsten, the argon gas and tungsten target used had purities

of 99.998% and 99.95% respectively, and the sputtering power was fixed at 100 W. The target

was also preconditioned with the shutter closed for 5 min with a flow rate of 20 sccm. Before the

shutter was opened, the flow rate was decreased to 7 sccm and then the shutter was opened to

deposit the first 10 nm of tungsten. This was done to maximise the impact energy of the tungsten

atoms and form a well bonded adhesion layer. A further 140 nm of tungsten was deposited at

20 sccm, which corresponded to 8£10¡3 mbar. This slight pressure increase compared to Choi et

al. should have a limited effect on the resistivity but it should reduce compressive strain.

After the sputter deposition, the chamber was evacuated back to 0.1£10¡6 mbar before

evaporating the gold. However for the tungsten electrodes only 50 nm of gold was deposited.

Since the resistivity of the deposited tungsten should be approximately 10 µ
 cm, the gold did

not need to dominate the electrical properties for the electrodes to have a low resistance. For

the tungsten-gold electrodes, the gold is only used to protect the tungsten from the wet etchant

used later. Figure 3.15.a, shows a 56 µm diamond anvil directly after deposition. Clearly it was

unusable due to the significant overspray of the tungsten causing all of the electrodes to be

shorted to one another, with inter-electrode resistances of less than an 1 
 . To resolve this, the

electrodes were etched with tungsten etchant (TFW from Sigma Aldrich) to remove the tungsten

overspray. The gold covered tungsten was unaffected by the etchant as long as the etching time

was short. If the electrodes were over-etched, the etchant dissolved the tungsten under the gold,

which resulted in the electrodes breaking at low pressure. The wet etching was done for 5 s,

which was long enough for the overspray to be visibly gone, whilst short enough to not undercut

the electrodes. The final etched anvil is shown in figure 3.15.b and clearly shows six distinct

electrodes.

The etching process only had the desired result due to the sharp lateral interface formed

by the gold deposition. This was due to the low pressure in the chamber during evaporation

resulting in ballistic diffusion with minimal scattering. However, on the scale of a micron there

could be enough gold overspray to protect the tungsten between the electrodes from the etchant,

which resulted in shorts that could not be removed. As mentioned in section 3.3.1, this occurred

3It should be stressed that this was only tested once and maybe some other factor drastically decreased the failure
pressure.
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Figure 3.15: a) An example of a 56 µm anvil deposited with six electrodes prior to wet etching.
The shadow is tungsten overspray from sputter deposition and clearly the electrodes are not
distinct from one another. This results in shorts between the electrodes and therefore they cannot
be used for electrical measurements. b) The same 56 µm anvil but after the anvil is wet-etched
with a tungsten etchant. As a result, the electrodes are clearly distinct and no longer short. The
20 µm centre-spot is slightly offset from the centre of the culet by less than 5 µm.

for two reasons: the first due to the shadow mask wires not being sufficiently flat, the second due

to the mask not being positioned close enough to the culet. It cannot be stressed enough how

important the alignment and quality of the masks are to ensure that the electrodes are usable

for high pressure measurements.

As an optional step, flattened platinum wires could be placed on the pavilion and overlapping

with the bevel on top of the electrodes to reinforce them. The platinum wire was flattened to

approximately 3 µm thick and cut into triangles. The thick end of the triangles was positioned on

the pavilion and adjusted until the thin tip of the triangle just overlapped with the bevel. When

placed on the electrodes, the triangles adhered strongly but they were secured in position with

4929 silver paint, which was placed on the thick end of the triangles. Reinforcement was done to

minimise the risk of the electrodes shearing at the bevel-pavilion interface. The wires were not

used to contact to the samples and were only just be long enough to overlap with the bevel.

Figure 3.15.b shows an example of six electrodes deposited on a 56 µm culet with a 20 µm

centre-spot. Despite the small gaps between the electrodes, between 5 µm and 10 µm, the inter-

electrode resistances were still greater than 50 M
 . Each electrode had a resistance of about

15 
 , and at high pressure, 2-point loop resistances were commonly less than 50 
 . This shows

that the procedure outlined over the previous sections was capable of producing six low resistance

electrodes, which could perform electrical transport measurements above 200 GPa.

55



CHAPTER 3. EXPERIMENTAL METHODS

3.4 Sample preparation

Due to being confined by the volume of the gasket hole, samples used for high pressure mea-

surements must have circumscribed diameters smaller than the gasket hole diameter and be

thinner than the gasket thickness, otherwise uniaxial pressure components will be applied to the

samples and may prove destructive. This is a strong experimental constraint that is especially

true for transport, as electrical contacts to the sample must also occupy the same gasket volume,

which further reduces the sample size.

The following sections detail the preparation of the samples used for high pressure experi-

ments. In particular, the use of exfoliation techniques to guarantee thin samples of high-quality

transition metal dichalcogenides. For the preparation of samples for hydride synthesis, bulk and

thin-film samples were prepared. By using thin-film deposition techniques, the delicate chemistry

can be tuned whilst also providing a clear step towards ternary hydride synthesis.

3.4.1 Transition metal dichalcogenides

In NbSe2, high quality crystals are paramount as the CDW transition is not observable from

resistivity measurements in low RRR crystals, and RH does not change sign at low temperature

[104]. A RRR of at least 19 is required to observe a sign-change, but higher RRR values observe a

sharper and larger sign-change at TCDW . As such, NbSe2 samples with a RRR larger than 62

were used, which was sufficiently high to observe the CDW transition in resistivity, shown in

figure 3.16.a and figure 3.16.b, and to observe a sign-change in RH .

Figure 3.16: a) The resistance of a NbSe2 sample from 5 K to 300 K with a RRR of 62.8. b) The
resistance and derivative in the vicinity of the CDW and superconductivity. TCDW is determined
from the local minimum of the derivative and is equal to 33.4 K. c) The resistance of TiSe2 as a
function of temperature. The maximum ratio is equal to 3.3.

The CDW in TiSe2 has a much larger signal and consists of a large maximum below TCDW

of 202 K [105, 106], and this maximum is driven by the sudden loss of charge carriers below
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TCDW [107]. The height of this maximum has been linked to the quality of samples, which

is characterised by the ratio of the maximum resistance value and the resistance at room

temperature [105, 106, 108]. Figure 3.16.b shows that the TiSe2 samples used have a clear

maximum and a maximum ratio of 3.3, which corresponds to high quality samples.

All the samples were cut by hand with a sharp scalpel to approximate dimensions of

200£200 µm2, as they were then large enough to overlap with the electrodes deposited us-

ing a 150 µm centre-spot mask. This size was small enough to guarantee that the samples were

not crushed by a shrinking gasket hole. Though the crystals and mask could be smaller, forming

electrical contacts to the samples would become harder.

In order to measure the resistivity of the samples, electrical contacts from the samples to

the electrodes were made with silver paint, evaporated gold, or a combination of the two to

minimise contact resistance. Low contact resistances were needed to minimise resistive heating

of the sample and to minimise the amount of Johnson noise measured in the voltage signal. Both

were critical when measuring quantum oscillations, as low noise was required to observe the

oscillations and even a small amount of direct sample heating could suppress them.

Three types of silver paint were used to make electrical contacts to the samples: DuPont

4929, EPO-TEK H20E, and EPO-TEK H21D with the main difference between them being the

temperatures at which they cure. 4929 dries in ambient conditions by evaporation of a solvent

and generally formed the lowest resistance contacts. Both H20E and H21D are two component

epoxies, which require curing to achieve their optimal performance properties. As a result, they

could wet to the samples easily, unlike 4929, which made contacting easier. H20E contacts were

cured at 120 –C for 30 min and was used on unexfoliated NbSe2, whilst H21D contacts were cured

at 30 –C for 24 hours and was used on TiSe2; this was done because TiSe2 seemed to degrade at

higher temperatures.

Due to consistently high contact-resistance when H20E or H21D were directly applied to

unexfoliated samples (greater than 100 
 ), both NbSe2 and TiSe2 were patterned with six

electrodes. This was done by placing the samples under a 150 µm mask followed by argon plasma

etching and the evaporation of 150 nm of gold. The appropriate silver paint was applied and cured

as previously stated. If the contact resistance was larger than 10 
 after curing, 4929 silver paint

was added. Samples prepared in this way were used to measure the magnetotransport properties

of NbSe2 and were used to measure SdH oscillations in TiSe2.

In addition to measuring as-grown samples, exfoliated samples of NbSe2 were also measured

with thicknesses between 80 nm and 2 µm, which were estimated from the lateral dimensions,

the known resistivity at room temperature, and the room temperature resistance. These samples

had multiple advantages, the primary one being higher sample resistances due to being thinner.

This proved useful when measuring SdH oscillations as the signal was larger and the noise was

less significant; quantum oscillations were not measurable in thicker NbSe2 samples. Secondly,

due to strong adhesive forces, the exfoliated samples adhered strongly to the electrodes and did

57



CHAPTER 3. EXPERIMENTAL METHODS

Figure 3.17: a) The jig used to exfoliate samples. PDMS tape was attached to the glass slide,
which allowed the samples to be seen during exfoliation and alignment with the anvil electrodes.
Micrometer screws were used to position the sample precisely. Strong magnets on the underside
secured the jig to a heavy ferromagnetic block. b) An exfoliated NbSe2 sample on an 800 µm
moissanite. The sample is approximately 80 nm thick and over 150 µm in diameter. The sample
overlaps with the electrodes which are visible through the sample.

not move, which allowed for direct contacting with 4929 giving lower contact resistances than

H20E. If the samples were sufficiently thin, 4929 silver paint was not used and 500 nm of gold

was directly evaporated on top of the samples and electrodes, which was still mechanically strong

enough to resist pressurisation. An argon plasma etch was not used on these exfoliated samples

as it caused the samples to degrade and reduced the RRR.

Before exfoliation, thick samples were cut to be 200£200 µm2 and were transferred to poly-

dimethylsiloxane (PDMS) tape. PDMS is a somewhat sticky polymer that does not leave a residue.

Due to the slight stickiness it is ideal for exfoliating without the threat of delicate samples

becoming inescapably trapped, whilst the lack of residue means that samples can be contacted

without cleaning. A jig, shown in figure 3.17.a, with PDMS tape attached to a glass slide was

used to gently press on the sample. Eventually, a sufficiently thin and flat sample devoid of

cracks with the correct dimensions was exfoliated; the sample was translucent when thinner than

approximately 200 nm. To transfer to the electrodes, the jig was secured to a ferromagnetic block

with strong magnets, and the anvil with electrodes was placed on a hotplate under a microscope

and the sample. Using the micrometer screws, the sample was precisely positioned above the

electrodes and gently placed on top. By using the hotplate to heat the anvil to approximately

100 °C, the PDMS released the sample which then adhered to the anvil and electrodes. This

process consistently maintained the high RRR of the samples whilst making the samples easier

to contact and position on the anvil. An example of an exfoliated NbSe2 sample is shown in figure

3.17.b. In principle exfoliation techniques could also be applied to TiSe2, however it seemed to be

more resistant to exfoliation and rarely formed samples thinner than a few micron.
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3.4.2 Hydride synthesis

High temperature superconducting hydrides do not exist at ambient conditions and can only be

synthesised at extreme pressures. As such, precursor elements are loaded with a hydrogen-donor

and pressurised, which when heated reacts with the sample to form hydride compounds. Room

temperature superconductivity has been observed in carbonaceous sulphur hydride with a T c

of 288 K at 267 GPa [11], and several other binary hydrides (SH3 [8],LaH10 [10], YH6 [109],

and YH9 [9]) have been observed to have superconducting transitions above 200 K at pressures

above 150 GPa. The pressures required are a clear experimental issue, which has been discussed

in previous sections, but these compounds also require a large quantity of hydrogen to react

completely and form high quality single crystals; this combined with the small gasket hole

volume makes it challenging to load a sample with enough hydrogen-donor to guarantee a

complete reaction to the desired hydride compound. This section will detail the methods used

to synthesise these hydride compounds, further discuss the experimental considerations, and

finally demonstrate the novel use of thin-film deposition techniques to maximise the chance of

synthesising higher hydrides.

3.4.2.1 Sulphur trihydride

Superconductivity above 200 K was first observed in SH3 by Drozdov et al. in 2015 at a pressure

of 155 GPa [8]. The synthesis was done by liquefying H2S gas which decomposed to SH3 at

high pressures. Importantly this synthesis only worked when H2S was cryogenically loaded, as

opposed to high pressure room temperature gas loading. Previous measurements have shown

that H2S decomposes at room temperature and 27 GPa to form sulfur and hydrogen [110–112].

Due to hydrogen being able to diffuse through materials, causing hydrogen embrittlement as it

does so, the hydrogen escaped the gasket making it impossible to form higher hydrides. However,

when cryogenically loaded and pressurised to above 100 GPa, the decomposition is delayed to

higher pressure and less hydrogen escapes [8]. The decomposition of H2S to SH3 is represented

by

3H2S ¡! 2SH3 ¯S. (3.5)

Clearly equation 3.5 shows that any SH3 crystals formed by this synthesis will have unreacted

sulfur impurities. Though non-magnetic impurities do not affect T c for BCS superconductors, as

SH3 is believe to be [8], pure samples are required to investigate the other intrinsic transport

properties of the compound, and as a result synthesis methods which can synthesise pure

compounds are preferable.

A more obvious and more general synthesis method, which can produce pure samples, would

be a direct reaction of the element with excess hydrogen. Several groups have performed X-ray

spectroscopy on samples synthesised via this route and noted that there were no indications of

elemental sulfur and superconducting transitions were sharper [114–116]. In order to prepare
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Figure 3.18: The two predicted phases for the high T c phase of SH3 with sulfur atoms in blue and
hydrogen atoms in purple. On the left is the rhombohedral R3m phase with slightly different
hydrogen-sulfur bond lengths. The Im 3m phase has full cubic symmetry so that the hydrogen-
sulfur bond lengths are identical. Figure taken from ref. [113].

these samples, sulfur flakes with lateral dimensions of 20 µm and thicknesses between 1 µm and

5 µm were positioned on electrical contacts before being loaded with liquid hydrogen, either by

high pressure loading above 130 MPa or cryogenic loading below 20 K. The samples were then

laser heated using a YAG laser to between 1000 K and 1600 K to initiate the reaction. Laser

heating was also used to anneal the resulting structures, so multiple short pulses were generally

used to produce uniform crystals [114–117].

Einaga et al. were the first to measure the crystal structure of SH3, however they were unable

to discern between the Im 3m and R3m phases [118], which agreed with structure predictions

at the time [119]. Though the Im 3m structure was eventually predicted to be the most stable

structure at this pressure by accounting for zero-point-energy and anharmonic effects [113], the

R3m structure was similar in energy and could coexist as a metastable state. The two structures

are shown in figure 3.18 with the only difference being the slight hydrogen-bond asymmetry in the

R3m phase, which are indicated by d1 and d2, and due to the low X-ray scattering cross-section

of hydrogen it was challenging to discern between these structures [118]. However, the R3m

phase is Raman-active whilst the Im 3m phase is not, so this could be exploited to differentiate

between the structures. Table 3.2 shows the predicted Raman-active modes of the R3m phase

[113]; in practice only the values in bold would be measurable due to the strong diamond-Raman

peak, but if these peaks were not present then only the Im 3m phase was present. Eventually,

Goncharov et al. observed that their SH3 samples had a low Raman background devoid of peaks

and alongside X-ray data concluded that the Im 3m phase was the high T c phase [117].

Ultimately it was shown that the high T c Im 3m phase only formed when laser heated above

140 GPa. When lowered below this pressure, these samples transformed to the R3m phase and

then the Cccm phase below 70 GPa [117]. Conversely, samples laser heated at 70 GPa formed the
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Mode Degeneracy ! at 133 GPa (cm¡1) ! at 153 GPa (cm¡1)
E 2 897.7 905.0
A1 1 930.8 925.1
E 2 1148.5 1166.3
A1 1 1360.7 1280.8
E 2 1459.9 1505.8

Table 3.2: The Raman-active modes of the R3m structure of SH3 and the predicted Raman-shift
at which they occur. Due to the diamond-Raman peak, only the values in bold would be visible.
Data taken from ref. [113].

Cccm phase, which did not transform when the pressure was increased [115]. These two results

showed that there are significant kinetic barriers preventing transformation between phases,

which is important to keep in mind with high pressure synthesis, as these kinetic barriers could

vary strongly with pressure.

In terms of synthesis, the formation of SH3 is a relatively simple reaction, since SH3 seems

to be the primary stable stoichiometric compound in this pressure range, as evidenced by the

spontaneous decomposition of H2S to SH3. However multiple potential crystal structures and

kinetic barriers complicate this system. As will be discussed, high pressure synthesis can be

plagued with many stable stoichiometric compounds, and each compound can potentially have

multiple crystal structures. This problem is only exacerbated by experimental difficulties such

as hydrogen deficiencies, pressure gradients, and non-uniform heating, which give rise to non-

uniform impure crystals. With this in mind, any means of controlling the complex chemistry is

very much needed as the field continues to develop.

3.4.2.2 Lanthanum hydrides

LaH10 with the Fm3m structure, shown in figure 3.19, was until recently the highest temperature

superconductor known to date with a T c above 250 K at 188 GPa [10, 120]. It has been synthesised

by at least three different routes: pressurising LaH3 with hydrogen [120], a direct hydrogen

reaction with lanthanum metal [10, 120, 121], and ammonium borane (NBH6, AB) decomposition

[10].

Synthesising from LaH3 seems to be the simplest method, since LaH10 was synthesized by

pressurising LaH3 with hydrogen for 2 weeks at 140 GPa, and it did not require laser heating

[120]. However in addition to the complications of hydrogen loading, LaH3 is pyrophoric and

spontaneously combusts in air meaning that a protective atmosphere is required throughout the

sample preparation. As a result of both of these factors, this avenue of synthesis was not pursued.

However, this result did show that there are no significant kinetic barriers preventing crystal

formation unlike in SH3; at least when synthesising from LaH3.

LaH10 was initially synthesized, by Geballe et al. from a direct reaction between lanthanum

and hydrogen when pressurized to 175 GPa and heated to 1000 K, which resulted in the predicted
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Figure 3.19: The fcc-Fm3m structure of LaH10 accompanied by a diagram showing the 32
hydrogen atoms (pink) encapsulating a lanthanum atom (green) in a clathrate structure. Figure
taken from ref. [121].

Fm3m, cage-like, clathrate structure with 32 hydrogen atoms surrounding a single lanthanum

[121]. Though the hydrogen atoms were not observed in X-ray diffraction due to the weak

scattering cross-section of hydrogen, H-H bond lengths were calculated and closely matched

predictions for LaH10, and they also approached the predicted lengths in a pure solid hydrogen

crystal [121]. Geballe et al. also showed that the Fm3m LaH10 phase is unstable below 160 GPa

and forms an R3m phase that had the same stoichiometry [121]. A similar synthesis method

was followed by Somayazulu et al. when they demonstrated the high T c of LaH10 with electrical

measurements for the first time (though they mainly synthesized samples using AB which will

be discussed later) [10]. The Eremets group also used a similar method to produce their samples

with pressures between 120 GPa and 190 GPa and temperatures between 700 K and 1500 K [120];

even the relatively gentle heating was sufficient to initiate the reaction between the lanthanum

and hydrogen.

Synthesis from AB relies on thermal decomposition reaction,

NBH6 ¡! BN¯3H2, (3.6)

to provide the hydrogen required to react, whilst the BN produced remains inert and merely

surrounds the sample [10]. Synthesis of LaH10 was shown to occur with AB with temperatures

between 1000 K and 1500 K at pressures above 175 GPa [10] 4. During the laser heating, 300 ms

pulses were applied with a laser spot-size of approximately 30 µm. This was done to limit

excessive and unwanted heating of the sample and surroundings, whilst the spot-size was chosen

to comfortably heat the entire sample and the AB to maximize uniform synthesis.

4It was also noted that temperatures above 1800 K should be avoided to not synthesize unwanted phases.
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LaH10 is a hydrogen-rich compound and unsurprisingly there are several lower-hydride

compounds that exist which may be synthesised simultaneously. Drozdov et al. reported a

complicated X-ray diffraction pattern, which would be consistent with many phases being present

[120]. At 150 GPa, LaH4, LaH6, and LaH8 have all been predicted to be stable [122], so they may

form in a hydrogen deficient environment. Superconductivity with T c values of 70 K and 110 K

were observed in these polyphase compounds with the 110 K T c possibly belonging to LaH6 or

LaH8 [120]. However, these lower hydride compounds were not investigated further.

3.4.2.3 Yttrium hydrides

Like lanthanum, yttrium can form multiple higher hydrides, but only YH6 and YH9 have been

observed to have superconducting transitions above 200 K, with values of 224 K and 243 K

respectively at pressures of 166 GPa and 201 GPa [9, 109]. Both structures are presented in figure

3.20, which shows that they form a similar clathrate structure to LaH10.

Troyan et al. formed YH6 by pressurising yttrium with AB to between 166 GPa and 180 GPa

before laser heating to 2400 K [109]. Samples heated at 166 GPa formed a mixture of YH6, YH7,

and Y2H15. Despite this polycrystalline sample, the superconducting transition remained sharp

and showed zero-resistance, which indicated that there was a sufficient amount of superconduct-

ing YH6 to form a continuous pathway between the electrodes. The authors also commented that

YH7 should superconduct between 31 K and 43 K based on their predictions. Pressures between

172 GPa and 180 GPa yielded mixtures of YH6 and YH4, though no transport measurements were

performed on these samples due to shorted electrodes. Troyan et al. did not report the formation

of YH9.

Figure 3.20: The two structures of the high temperature superconducting yttrium hydrides. a)
The structure of YH6 is bcc-Im 3m. b) The structure of YH9 is hexagonal-P63/mmc. Figures from
ref. [122].
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Kong et al. synthesised YH6 and YH9 by direct reaction between YH3 and hydrogen, and pure

yttrium with hydrogen [9]. The authors used both diamond-Raman and the hydrogen-vibron to

determine the pressure, however the hydrogen-vibron seemed to underestimate the pressure and

be far less consistent than the diamond-Raman. As a result the pressure from the hydrogen-vibron

will be presented here in parentheses. Similarly to lanthanum, YH3 spontaneously reacted with

hydrogen at room-temperature to form YH4 and YH6 when pressurised above 238 GPa (201 GPa)

and left for at least three weeks. When these samples were laser heated between 700 K and

2000 K, the elusive YH9 phase was formed with traces of YH4 and YH6; seemingly even subtle

heating at this pressure initiated the reaction. When pure yttrium was reacted with hydrogen,

YH6 and YH4 were formed when heated to 1000 K and pressures above 185 GPa (160 GPa). YH9

was formed when yttrium and hydrogen were pressurised to 235 GPa (184 GPa) and heated.

Finally, the authors noted that samples synthesised from YH3 showed sharper transitions, which

is probably due to synthesising purer samples from being in a more hydrogen rich environment.

In summary, both authors observed that YH6 formed above 180 GPa when heated above

1000 K, and both reported T c to be approximately 224 K, however Troyan et al. observed YH6

forming at 160 GPa with more heating. YH9 appeared to only form at pressures above 235 GPa

with subtle heating, though these pressures were not explored by Troyan et al . Both authors

agreed that the samples were far from pure due to the formation of several other hydrides.

Unlike LaH10, YH10 has yet to be synthesised despite being theorised to be metastable

between 150 GPa and 300 GPa, and it remains a candidate for T c greater than 300 K [123]. Due

to the quantity of impurity phases present after laser heating, hydrogen deficiencies may be

preventing a complete reaction. Due to the small sample sizes required for these experiments,

guaranteeing a hydrogen excess is a challenging experimental parameter, which can only be

tuned by sample size, gasket volume, and the hydrogen-donor used.

3.4.2.4 Sample synthesis in this work

Though seemingly an obvious option, samples were not synthesised from hydrogen enriched

compounds (LaH3 or YH3). Though this would improve the chance of producing higher hydrides

and X-ray spectroscopy has shown that the samples are purer, these materials are pyrophoric

and require a protective atmosphere to prevent spontaneous combustion [124–126], which is not

aided by the small sample sizes. Instead, pure bulk elements flattened to 3 µm thick were used,

which were cut by hand to rectangles with side lengths between 20 µm and 30 µm; an example is

shown in figure 3.21.a.

Though another seemingly obvious option, direct hydrogen synthesis was not used either to

synthesise hydrides. Direct hydrogen synthesis of course presents several advantages, mainly

having no other elements to act as impurities. However, ignoring the obvious hazards of hydrogen,

both high-pressure and cryogenic loading are difficult processes and is still not guaranteed to

succeed. Primarily even a slight movement of the sample would remove electrical contact, or the

64



3.4. SAMPLE PREPARATION

Figure 3.21: A 24x22 µm2 sample of sulfur placed on the electrodes of a 46 µm diamond. a)
The photo was taken in reflection and also shows the reinforcing platinum wires. b) The photo
was taken in transmission and shows that the sample is translucent and overlapping with the
electrodes. The sample was positioned such that the voltage contacts were on the long side of the
sample, and the current contacts were on opposing short edges. With this contact geometry, two
longitudinal and two transverse resistances could be measured simultaneously without the need
for polarity switching.

sample may be flushed away entirely. Using pure hydrogen also increases the risk of hydrogen

embrittlement and the failure of the diamonds, as the hydrogen escapes by diffusion through the

diamonds themselves.

As shown in equation 3.6, AB decomposes to release hydrogen and has been shown to form

higher hydride compounds very successfully. AB is a hydrogen dense material (20 % hydrogen

by mass) which decomposes to release hydrogen when heated. The full decomposition occurs

at temperatures above 1170 –C at ambient pressure and leaves hexagonal-boron-nitride as the

only by-product [127], see figure 3.22. AB has been researched extensively as a hydrogen storage

material, and as a result, the mechanisms of decomposition into hydrogen have been thoroughly

examined [128]. In terms of storage, AB should be stored under an inert atmosphere or vacuum

to maximise stability [129, 130]; temperatures above room temperature also reduce the stability

[130]. Though hygroscopic, AB does not react at ambient conditions with water and only above

40 –C does AB decompose by hydrolysis [131]. However, the dissolution of CO2 in water has

been shown to catalyse the decomposition at lower temperature by acid hydrolysis, due to the

formation of carbonic acid [132]. As a result, the preparation of AB should be performed in a dry,

preferably inert atmosphere, though it should not degrade or emit hydrogen gas unless catalysed

or heated.

Using a given hydrogen donor (AHn) reacting with the starting element (M) for a desired

hydride, the general complete reaction to a desired hydride can be written in the form

pAHn ¯ qM ¡! r MyHx ¯ pA, (3.7)
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Figure 3.22: The thermal decomposition pathways of ammonia-borane at ambient pressure. Above
its melting point, AB starts to decompose by releasing hydrogen at several different temperatures
with all the hydrogen being emitted above 1170 –C. Figure from ref. [128].

where p, q, and r are the molar quantities of the reactants and products, n denotes the amount

of hydrogen in the hydrogen donor, whilst x and y denote the quantities of hydrogen and starting

element in the desired hydride. Knowing that the total volume of the gasket hole (VTot ) constrains

the volume of the starting element (VM ) and the quantity of hydrogen donor, it can be shown that

the complete reaction to the desired hydride must obey

VM

VTot
• 1

1¯®D ®P®M
˘ f (®D ,®P ,®M ). (3.8)

®D describes the hydrogen density in a given hydrogen donor and is given by

®D ˘ M D
r

n½D
, (3.9)

where M D
r is the molar mass (gmol¡1) of the hydrogen donor and ½D is the density of the

hydrogen donor (gcm¡3). ®P describes the relative ratio between the elements in the desired

hydride product and is given by

®P ˘ x

y
. (3.10)

Finally, ®M describes the quantity of the starting element for the desired hydride and is given by

®M ˘ ½M

M M
r

, (3.11)

where M M
r is the molar mass (gmol¡1) of the starting element and ½M is the density of the

starting element (gcm¡3). All together equation 3.8 describes the maximum size that a sample

can be relative to the total volume of the gasket hole in order for a complete reaction to occur.
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Hydrogen donor NBH6 H2
n 6 2

M D
r (gmol¡1) 30.9 2

½D (gcm¡3) 0.78 0.07
®D (cm3mol¡1) 6.60 14.29
®¡1

D (molcm¡3) 0.15 0.07

Table 3.3: The parameters for NBH6 and hydrogen required to determine ®D . The density of
hydrogen corresponds to the value at its melting point of 14 K, which it would be near when
cryogenically loaded. All other values are at ambient conditions.

Desired hydride SH3 LaH10 YH6 YH9 YH10
½M (gcm¡3) 2.0 6.2 4.5

M M
r (gmol¡1) 32.1 138.9 88.5

®M (molcm¡3) 0.06 0.04 0.05
®P 3 10 6 9 10

f (®D ,®P ,®M ) (%) 30.0 14.9 18.9 13.5 12.3
f (®D ,®P ,®M ) (%) 45.7 27.5 33.6 25.2 23.3

Table 3.4: The parameters of the starting elements to form the desired hydride. The values of
f (®D ,®P ,®M ) in bold were calculated using ®D for AB; the other values of f (®D ,®P ,®M ) were
calculated using the value for hydrogen. All values are at ambient conditions.

To increase the initial sample size, the values of ®D , ®P , and ®M should be as small as possible;

however, the only variable that can be changed is ®D , since this is the choice of hydrogen donor

and the remaining quantities are intrinsic properties of the materials.

Table 3.3 shows the values of ®D for hydrogen and AB. Clearly, ®D for AB is smaller than the

value for hydrogen, which in principle makes AB a better hydrogen donor for hydride synthesis.

This can be seen more clearly in the ®¡1
D , which is the molar density of hydrogen in a compound

and is twice as large in AB. Though AB is only 19.4% hydrogen by mass, the density of AB is over

ten times greater than liquid hydrogen. Remarkably, a given volume of AB contains over twice as

many moles of hydrogen as hydrogen itself!

Not only does AB contain more hydrogen than hydrogen itself for a given volume, but AB

synthesis has several other advantages. At ambient conditions, AB can be easily packed into a

gasket and sealed in a few minutes, which vastly reduces preparation time. Since AB is solid, the

sample is unlikely to be shifted significantly, and most of the time, if the gasket is well-aligned

and flat, the sample remains in place as it is pressed into the anvil. Finally, since the hydrogen is

only released upon heating, hydrogen embrittlement only becomes an issue after laser heating,

which means that the diamonds are far less likely to crack during the preparation stages. With

all these points in mind, AB decomposition was the method used for all hydride syntheses.

Of course the starting element and the desired hydride also affect the sample volume fraction,

as shown in equation 3.8, and the values of ®M and ®P are shown in table 3.4. From the values
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of f (®D ,®P ,®M ), we see that SH3 is in principle the easiest hydride to form since the sulphur

sample needs to occupy less than 45.7% of the gasket volume, which is larger than all other

values. For the yttrium hydrides, it is clear that increasing the amount of hydrogen in the desired

hydride results in smaller volume fractions, which are subsequently harder to form. It is also clear

that using direct hydrogen synthesis reduces the volume fraction even further, and as a result

it is harder for a complete reaction to the desired hydride to occur. Assuming that the samples

have the same cross-sectional area as the gasket hole, equation 3.8 simplifies to a thickness

ratio. If we assume a gasket thickness of 10 µm, which is standard to reach such high pressures,

errors in thickness of 1 µm are the difference between forming several hydrides. Equation 3.8

assumes that all of the hydrogen present in the gasket volume reacts with the sample, therefore

the practical volume constraints are even lower than those presented in table 3.4.

As a result it is clear that the choice of hydrogen donor and sample size can dramatically

change the final hydride formed purely due to hydrogen deficiencies. Of course small quantities of

the desired hydride can form, but the samples can never be pure if this volume constraint is not

obeyed, and this reasoning alone may be the reason why several groups have synthesised impure

samples. Only by guaranteeing that this volume constraint is obeyed and thereby guaranteeing a

hydrogen-rich environment can pure samples be synthesised. This leads to thin-film deposition

techniques where sub-micron samples can easily be deposited with nanometer accuracy, which

then guarantees that the samples are synthesised in a hydrogen-rich environment.

3.4.3 Evaporated thin-�lms

A mask, which consisted of a 3 µm thick platinum foil with a laser cut 30 µm hole, was positioned

above the electrodes using the same jig as in figure 3.12. Through this hole, the sample was

evaporated and was well-centred on the electrodes with high quality electrical contacts; the

samples also did not move as they adhered strongly to the diamonds and electrodes. The samples

were evaporated by melting chunks of 99.9% pure yttrium or lanthanum metal that had been

stored under vacuum.

With the mask in-place and before depositing the samples, the anvil was etched using an argon

plasma using the same procedure as in section 3.3.2. Once evacuated to at least 1£10¡6 mbar,

the metals were heated to their melting points over the course of 5 min with the shutter closed.

During this process, the pressure in the chamber rose due to outgassing from the samples, and

if not done slowly this would cause a vacuum failure. This was done several times until the

pressure stayed constant. Both yttrium and lanthanum oxide have melting points above the

melting points of the pure metals, so during the evaporation these impurities would remain solid,

sediment, and not contaminate the deposited sample.

As with the tungsten electrodes in section 3.3.3, the chamber was pumped overnight followed

by cooling the chamber with liquid nitrogen to achieve pressures of 0.1£10¡6 mbar. Once achieved,

the samples were slowly heated again to outgas at the lower pressure. However once the slow
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heating was complete, the power through the crucible was increased drastically, the shutter was

opened, and between 300 nm to 500 nm of metal was deposited in 10 s; this rapid deposition was

done to minimise the amount of oxygen impurities within the sample from any residual oxygen

in the chamber. This was done due to yttrium (and assumedly lanthanum) being more readily

oxidised at high temperatures when deposited [133], so minimising the time of deposition should

have minimised oxygen impurities. Once deposited on the anvil, the metal would have been

cooled rapidly by the diamond thus removing the issue of high temperature oxidation.

Figure 3.23: a) A 362 nm thick thin-film of evaporated lanthanum pressurised to 142 GPa. The
film was evaporated on top of six tungsten-gold electrodes on a 50 µm culet. b) The resistance
against temperature of the 362 nm thick lanthanum thin-film at 142 GPa. T c onset occurs at 8 K
but zero-resistance was not achieved due to the lowest temperature being 4.5 K, which was not
sufficiently cold to complete the transition. c) Inset showing the normal state behaviour of the
film.

Once deposited and removed from the vacuum chamber, the samples were briefly exposed

to atmosphere, though this was minimised by spraying the samples with argon and sealing the

pressure cell within 1 min of exposure. However it is reasonable to assume that the samples

would have oxidised slightly. Deposited yttrium has been shown to rapidly form a passivating

layer between 30 nm and 75 nm at ambient conditions [134]; for 75 nm thick films of yttrium, the

passivating layer causes a 100 µ
 cm increase in resistivity but did not increase further over

several minutes [134]. Due to the films for hydride synthesis being far thicker, the passivating

layer should only represent a volume impurity between 6 % and 10 % for the thickest and

thinnest films respectively. Once the surface was passivated, the inner volume of metal would

be reasonably pure and still form the bulk of the material that reacts with the hydrogen during

synthesis. In the future, an evaporator in a glove box with an argon atmosphere will be used to

deposit samples, which will reduce the oxygen impurities drastically.

Figure 3.23.a shows an example of a lanthanum thin film pressurised to 142 GPa with the

accompanying resistance vs temperature in figure 3.23.b. The sample was initially 30 µm across
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and 362 nm thick but expanded uniformly to cover most of the culet. The sharp decrease in

resistance corresponds to the superconductivity of lanthanum, which does not go to zero due to

not being able to cool cold enough. In principle this could be due to impurities, but when laser

heated the resulting compound showed zero-resistance. Similarly deposited yttrium films showed

zero-resistance superconductivity at 18 K and showed that the samples deposited in this way

were sufficiently pure [135].

Thin-films guarantee a hydrogen-rich environment which can produce pure samples. They

also allow for depositing multiple layers of samples which could then be laser heated to form

the next generation of ternary or quaternary hydrides. Such compounds like Li2MgH16 [136],

YCaH12 [137, 138], and doped LaH10 [139] have all been predicted to superconduct near or

greater than room temperature. Therefore, this method of precisely preparing samples has great

promise for the future of hydride synthesis.

3.5 Electrical measurements

All the measurements presented in this thesis were measured with a lock-in amplifier, which

applied an alternating current between 1 mA and 10 µA with a frequency between 10 Hz and

200 Hz. To maximise the signal, the largest current that did not cause significant sample heating

was used. Joule heating occurs for any non-zero resistance with an applied current, and the

heating power goes as I 2R. However this heating effect only became a problem if direct sample

heating had a detrimental effect on the measured data. If significant sample heating was present,

superconducting transitions occurred at lower temperatures than expected, quantum oscillations

were suppressed, and lowest temperatures could not be reached in a 3He system. In all of these

cases, the current was decreased until these signatures were no longer observable. Of course

this made the measured signal decrease, so when the measured signal was of the order of 10 µV

additional amplifiers or transformers were used.

The configuration of the deposited electrodes allowed for the measurement of two longitudinal

and two transverse resistances to be measured simultaneously using a 4-probe measurement

technique. In a 4-probe measurement, two of the outermost contacts inject the current into the

sample, whilst two other contacts measure the potential difference. 4-probe measurements result

in the intrinsic resistivity of the sample being measured without any external contributions, such

as contact resistances and the resistances from the wires. As such, they are needed to conclusively

show that a sample has entered a superconducting state by the resistivity decreasing to zero.

Occasionally, 4-probe measurements were not possible due to failure of the electrodes or contacts,

and 3-probe or 2-probe measurements were performed, which included external resistances.

To measure the longitudinal resistance, two contacts are placed adjacent to one another along

the axis of the current, whilst measuring the transverse resistance requires two contacts to

be placed opposite one another and perpendicular to the axis of the current. In principle, the
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transverse resistance is only measurable in a magnetic field, but misalignment of the contacts and

non-point-like contacts provides a longitudinal contribution to the transverse resistance in zero-

field. In a magnetic field, the measured longitudinal resistance also gains a contribution from the

transverse resistance for the same reason. These undesired contributions obfuscate the intrinsic

behaviour, but they can be easily removed by applying positive and negative magnetic fields

followed by symmetrising and anti-symmetrising procedures. To extract the pure longitudinal

resistance, the symmetrising procedure

Rx ˘
µ

Vx(B)¯Vx(¡B)
2I

¶
(3.12)

was applied. To extract the pure transverse resistance, the anti-symmetrising procedure

R y ˘
µ

Vy(B)¡Vy(¡B)
2I

¶
(3.13)

was applied.

3.6 Cryogenic techniques and high magnetic �elds

For the materials of interest in this thesis, cryogenic cooling techniques are required to form

CDW and superconducting states. Furthermore, to investigate these states of matter high

magnetic fields are utilised to measure the magnetoresistance, Hall effect, and suppression

of superconductivity. By going to the extremes of large magnetic fields and low temperatures,

quantum oscillations can be measured and used to investigate the shape of Fermi surfaces and

the masses of charge carriers. This section discusses the cryogenic techniques used and the

application of large magnetic fields, both at the University of Bristol and at the HFML, Nijmegen.

3.6.1 Helium-4 baths and 14 T

4He has a boiling point of 4.2 K, and when suitably insulated from ambient temperatures proves

to be an effective bath for cooling samples to any temperature between 300 K and 4.2 K. For the

measurements in this thesis, two different pieces of equipment used 4He baths as the primary

cooling method: the first was a simple dip probe and the other was a Cryogenic 14 T system.

For the dip probe, the temperature was determined by the sample proximity to the 4He bath,

and it could smoothly achieve temperatures between 4.5 K and room-temperature 5. The dip probe

consisted of a 4He vessel, which was insulated by a liquid nitrogen jacket, and a motor that slowly

lowered the samples into the 4He. The samples were lowered at a constant cooling/heating rate

and used a Cernox thermometer, a model 335 Lakeshore, and PID controls to maintain a constant

temperature cooling/heating rate, usually 1 Kmin¡1, by changing the speed of descent/ascent.

5There was no heater attachment so the maximum temperature was determined by the literal daily room-
temperature.
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The Cryogenic 14 T superconducting magnet system allowed for temperature stabilisation

between 4.5 K and 300 K, and it used superconducting magnets to generate fields between §14 T

across this temperature range. To achieve temperature stability, the samples were placed inside

a vacuum to thermally isolate them from the 4He bath except for an annealed silver wire that

provided cooling to the samples. The relatively small cooling power of the silver wire was easily

overcome by the Joule heating of a 200 
 constantan wire heater. A constant cooling/heating rate

of 0.3 Kmin¡1 was maintained by using a Cernox thermometer, a model 335 Lakeshore, and PID

controls to change the applied current through the heater.

The dip probe was mainly used to quickly characterise samples before placing them in the

Cryogenic magnet system, which was used to measure the superconducting and magnetotrans-

port properties of NbSe2, as well as the partial suppression of superconductivity in hydride

superconductors. However to suppress superconductivity further in hydrides and to measure

quantum oscillations in NbSe2 and TiSe2, larger fields and colder temperatures were needed

which required working at the HFML, Nijmegen.

3.6.2 Helium-4 and helium-3 evaporative cooling at 35 T

The HFML, Nijmegen, contains five Bitter magnets with the largest capable of generating static

magnetic fields up to 38 T 6 and temperatures down to 0.3 K using a 3He system. To achieve these

temperatures requires the use of three successive cooling stages: a 4He bath, 4He evaporative

cooling, and 3He evaporative cooling. The first cooling stage was discussed in section 3.6.1 and

cools the cryostat to 4.2 K. To cool below this temperature requires applying a vacuum to the 4He

bath, which pumps on the bath and reduces the vapour pressure of the 4He liquid-gas interface

[140]. This 1st-order liquid-gas transition is described by the Clausius-Clapeyron equation,

dP

dT
˘ L

¢ V T
, (3.14)

where P and T are the pressure and temperature, L is the latent heat of vaporisation, and ¢ V

is the volume change between the two phases. Since the volume of a given mass of liquid is far

smaller than the equivalent volume of gas, ¢ V can be approximated by the volume of the gas.

Equation 3.14 can then be solved using the ideal gas law to yield

P(T ) ˘ P0e
¡L

RG T , (3.15)

with P0 being a constant and RG being the molar gas constant. Equation 3.15 describes the

decreasing vapour pressure of ideal gases as the temperature is decreased. Conversely, when

a liquid is pumped on the temperature decreases in accordance with the vapour pressure to

maintain equilibrium. In principle this technique can be used to cool to arbitrarily low tem-

peratures since 4He does not freeze at pressures below 25 bar, but equation 3.15 shows that

6This was limited to 35 T during my measurements.
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it becomes exponentially difficult to cool and only temperatures between 1.2 K and 1.5 K are

practically achievable. With 4He evaporative cooling, the temperature can be carefully controlled

by regulating the pumping pressure.

To cool lower than these temperatures, the exact same technique of evaporative cooling can

be applied to liquid 3He [140]. 3He has a boiling temperature of 3.19 K, so it can be condensed by

a pumped 4He bath, and by 1.5 K nearly all of the 3He in the system will have condensed. Due to

the rarity and associated high cost of 3He, only a small amount is ever used unlike 4He. Since

the latent heat of 3He is lower than 4He, at a given temperature the vapour pressure is higher

for 3He; as a result 3He can be pumped to lower temperatures with the practical limit being

approximately 0.3 K. Once again the temperature can be controlled by regulating the pumping

pressure on the 3He.

In order to achieve large magnetic fields at the HFML, up to 21 MW is passed through

multiple Bitter coils, which are constantly cooled by passing hundreds of litres of chilled water

over them every second. Though impressive, the large currents both electrical and aquatic cause

large amounts of electrical and mechanical noise which must be isolated from the measurements.

To minimise mechanical noise, there are vibration dampeners built into the cryostat to account

for small movements, though the greatest consideration was to ensure that the magnet and

tail of the cryostat were not touching. Similarly water that condensed from cryogen transfers

trickled onto the tail and caused the tail and magnet to touch, so it helped to dry the tail after all

transfers. Reducing electrical noise required twisting together long measurement cables and the

tactical grounding of equipment.

As with all experimental work, several issues presented themselves which complicated the

success of an experiment, and one of the more dreaded issues were helium bubbles in high field.

Due to the diamagnetic response of 4He, the liquid floats in high field (greater than 20 T). This

can cause gaseous helium, which by existence is warm compared to liquid 4He, to touch the tail of

the cryostat near the sample chamber which is normally covered by liquid 4He. This can cause a

large temperature change (greater than 100 mK) in the middle of the magnetic field sweep, which

of course ruins the temperature stability of the measurement and in turn ruins the measurement.

One of the ways to avoid this was to sheath the tail of the cryostat in copper to provide uniform

cooling to any gas, however this was not guaranteed to work. Making sure the cryostat was as

full as possible certainly helped but was not guaranteed to work either.

What did help was the formation of superfluid 4He at 2.17 K. In the superfluid phase, 4He has

no viscosity and drastically enhanced thermal transport properties, both of which help counter

the helium bubble effect. Zero-viscosity meant that the tail was always covered by liquid 4He, and

the enhanced thermal transport ensured the tail remained cold even in the presence of gaseous

helium. On the other hand, the formation of superfluid 4He made it challenging to stabilise the

temperature between 1.8 K and 2.17 K due to the large changes in thermal conductivity, and the

zero-viscosity of the superfluid could cause superfluid leaks.
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Since 3He is extremely costly, extreme care had to be taken to not lose or contaminate it. Any

volume which would contain 3He was thoroughly leak-checked prior to cooling and thoroughly

pumped after cooling to recollect all of the 3He. Superfluid 4He leaks can complicate this procedure

by contaminating the 3He which then required the 3He to be purified.

3.6.3 Shubnikov-de Haas oscillation measurements

As discussed in section 2.1.7, SdH oscillations can be observed by measuring the resistivity in a

large magnetic field and at low temperatures. Areas of the Fermi surface corresponding to the

observed oscillation frequencies measured in the resistivity. To extract these frequencies, a cubic

background was fitted to the signal and subtracted to yield the oscillation signal. The oscillation

signal was then Fourier transformed using a Hamming window function over a large magnetic

field range (generally 25 T to 35 T) from which the oscillation frequencies were extracted from

peaks in the Fourier transform.

To extract effective masses, the amplitude of a given frequency was extracted as a function

of temperature. The temperature dependence of the amplitude was then fitted with a Lifshitz-

Kosevich curve, which yielded the effective mass of a carrier. To extract the peak frequency

from which all the amplitudes would be compared, the magnetic field was swept between 25 T

and 35 T at a rate of 10 mTs¡1 at lowest temperatures. The slow sweep rate and large field

window improved the resolution of the Fourier transform whilst the low temperatures maximised

the amplitude of the oscillations, which together provided the most accurate measure of the

oscillation frequency. At higher temperatures faster sweep rates upto 60 mTs¡1 were used, but the

determined low temperature frequency was used to extract amplitudes for the Lifshitz-Kosevich

curves.

In order to perform the Fourier transform, a specified field window must be used which

requires by definition for the field to change. As we have seen in figure 2.2.b, RT is also a

function of field thus the LK plots are in principle influenced by the field window used for the

Fourier transform. However as mentioned before, the effect of the changing field strength shows

diminishing returns at sufficiently cold temperatures and light carriers. In this thesis, the masses

measured are of the order of one electron mass, so at low temperatures below 1 K the variation

of the field would have a minimal effect. As a result, the average inverse field of the upper and

lower bounds of the Fourier transform window was used, i.e. Bavg ˘ 2/(B¡1
min ¯ B¡1

max ), as the field

in equation 2.50. For example, a field window between 25 T and 35 T has an average inverse field

of 29.2 T.

74



C
H

A
P

T
E

R

4
TiSe2

The work in this chapter is strongly motivated by CDW interactions and the effect they have on

the Fermi surface. At ambient pressure, TiSe2 is predicted to have a complex Fermi surface, yet

quantum oscillation measurements have only detected one Fermi sheet. Assumedly, the CDW is

the cause but the technicalities of this interaction are largely unknown. Here, the CDW in TiSe2

is suppressed with hydrostatic pressure and both the reconstructed and unreconstructed Fermi

surface are measured with SdH quantum oscillations, which are then compared to theoretical

predictions.

The TiSe2 pressure cell in this chapter was prepared by Sven Friedemann. All the high

field transport data were measured by the author with help from Sven Friedemann, as well as

Jonathan Buhot, Jake Ayres, Femke Bangma, and Alix McCollam who were local contacts at the

HFML, Nijmegen. Theoretical calculations were performed by Roemer Hinlopen. All of the data

analysis was performed by the author.
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4.1 Background and motivation

4.1.1 The Fermi surface and charge density wave formation mechanism

TiSe2 belongs to the family of TMD compounds and possesses CDW and superconducting states.

The crystal structure of TiSe2 belongs to the space group P3m1 and is a trigonal structure [141],

as shown in figure 4.1.a. As in other TMD compounds, the crystal consists of many layers bonded

together by van der Waals forces. However, TiSe2 cannot be treated as a quasi-2D material like

other TMD compounds due to significant variations of the Fermi surface in k z as well as effects

from the CDW. The CDW wavevector in TiSe2 is described by (1/2,1/2,1/2) [105] and one can

immediately see that this wavevector is 3D. As explained in section 2.3, it is highly unusual that

CDWs should form in three dimensions, and the formation mechanism has motivated a lot of

research into the compound. At ambient pressure the CDW occurs at 202 K [105, 142], and under

hydrostatic pressure, the CDW is suppressed to zero-temperature at 5.1 GPa [143].

Figure 4.1: a) The crystal structure of TiSe2 with Ti atoms in blue and Se atoms in orange. In
the CDW state, the crystal structure doubles along a, b, and c. Data from ref. [141]. b) The
calculated unreconstructed Fermi surface of TiSe2 as determined by DFT calculations. The CDW
reconstructs the L -point onto the ¡ -point. Figure is from ref. [144].

TiSe2 has now been studied for several decades and a consensus on the nature of the CDW

still proves controversial, yet two broad groups have formed. One favours mechanisms with the

instability being driven by strong electron-phonon coupling and the softening of phonon modes

[145–149]. The other promotes a purely electronic mechanism driven by exciton formation which

as a consequence forms the CDW [150, 151]. This excitonic mechanism has been extensively

discussed in the literature but was initially proposed by Jérome et al. as a means of forming

an excitonic insulating state [152]. The main requirements for a material to form this excitonic

state are three-fold: the first is that electrons and holes must exist within the material such that

excitons can form. Secondly, the bandstructure must have a small indirect bandgap (positive or
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negative) between a valence band maximum and a conduction band minimum. Finally, there

must be a low carrier density to prevent screening, which would be feasible in semimetallic

or semiconducting compounds. TiSe2 satisfies all of these requirements and many believe that

the exciton wavevector connecting the band maximum and minimum drives the formation of

the CDW by electron-phonon coupling. Measurements have now shown that there is a small Se

derived valence band hole-pocket at ¡ and a small Ti derived conduction band electron-pocket

at L [105, 153, 154]. The observed wavevector describing the CDW, given by (1/2,1/2,1/2), also

connects these two pockets [147]. Finally, there is a small indirect band-gap, which may be

positive or negative though recent measurements determine it to be approximately 15 meV [144].

Motizuki et al. predicted that the CDW formation could be caused by strong electron-phonon

coupling to a softening L ¡
1 phonon [146]. Using inelastic X-ray scattering, this phonon mode

was observed to completely soften at a temperature of 189 K, shown in figure 4.2.a, which

is approximately TCDW at ambient pressure [147]. These findings seem to indicate that the

softening phonon is not driven by exciton formation, since this was not incorporated into his

predictions.

Figure 4.2: a) The softening of the L ¡
1 phonon in TiSe2. Above TCDW (T c in the figure) the

frequency of the mode decreases with decreasing temperature until it reaches zero at the CDW
transition. Below TCDW , the intensity of the thermal diffuse scattering without the Bragg peak
is shown. This figure is from ref. [147]. b) and c) show ARPES images at 300 K along b) ¡ -M and
c) A-L . Figures from ref. [144].

One seemingly obvious solution to the observed dichotomy is that both mechanisms are

equally important, as proposed by van Wezel et al. [155]. They showed that in a mean-field

approach the balance between electron-phonon coupling and exciton binding-energy creates its

own phase diagram; in essence electron-phonon coupling is vital to form the CDW, but excitonic

mechanisms cause the CDW to stabilise at lower values of electron-phonon coupling.

ARPES results seem to fall on both sides of the discussion, but they are vital to validate the

predicted bandstructure from theory. The measurements clearly show the hole-like Se-bands
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at ¡ and the electron-like Ti-band at L [144, 148, 153, 154]. Further calculations and ARPES

measurements by Watson et al. determined that the two surfaces centred at ¡ , shown in figure

4.1.b, are derived from the Se 4px and 4p y orbitals [144], which are shown in figure 4.2.b. A third

4pz orbital is faintly visible but does not appear in the predicted Fermi surface, yet it hybridises

strongly with the Ti-band within the CDW and is suppressed strongly below the Fermi energy

[144]. Figure 4.2.c shows an ARPES image along A-L and clearly shows the Ti-bands at L .

Figure 4.3: a) ARPES images through the ¡ ALM plane showing the determination of the
masses of the Se-p and Ti-d bands at room temperature, which give masses of 0.55§0.03 m e and
8.8§0.4 m e respectively. b) ARPES image showing the CDW reconstruction at 120 K. Mass values
are not stated, though it is commented that the backfolded bands are flatter due to interactions.
Both figures are from ref. [154].

Figures 4.3.a and 4.3.b show ARPES images of the bands in the non-CDW and CDW states

respectively [154]. Within the CDW, ¡ and L become equivalent which is clearly seen by the

Se-bands appearing at L [154]. These ARPES measurements also show that outside the CDW the

Ti-bands are only thermally populated, whilst within the CDW these bands shift below the Fermi

energy [148, 154]. In previous measurements, shown in figure 4.2, the Ti-bands are clearly non-

thermally populated at 300 K, as the Fermi energy passes through the pocket. This discrepancy

can be caused by non-stoichiometric quantities of titanium present from the crystal growth, which

electron-dope and expand the electron pocket. Overall based on ARPES measurements, it could

be expected that the Ti-bands may not be observable outside the CDW with quantum oscillations.

ARPES measurements can also provide band masses, which can be done by fitting quadratic

dispersions as shown in figure 4.3. Pillo et al. showed that the masses of the Se and Ti bands

at room temperature were 0.55§0.03 m e and 8.8§0.4 m e respectively [154]. Similarly Rossnagel

et al. determined the room temperature masses of the uppermost Se band to be 0.4§0.1 m e and

the Ti band to be 7§2 m e [148]. At low temperatures, the authors state that the masses are

near-identical and use this to identify the reconstructed Se bands. Previously, Stoffel et al. showed

that the mass of the Se band was 0.44§0.02 m e at 77 K [153]. It would appear that the mass
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of the Se band does not change drastically with temperature, though it is noted by Pillo and

Rossnagel that the Ti-band flattens in the CDW state and causes an increase in effective mass.

Recent ambient pressure SdH oscillations have observed a single ellipsoidal pocket on the

Fermi surface, which has a mass and frequency of 0.62§0.04 m e and 0.26 kT with H kc [107].

From a rotation study it was shown to be ellipsoidal, thus it was naturally assigned to the Ti-band

at L based on the ARPES images showing that this sheet was ellipsoidal. However, the mass of

this sheet is far lower than ARPES measurements observe, and it is actually comparable to the

Se-bands observed at ¡ . Hopefully, further quantum oscillation measurements should be able to

resolve this apparent contradiction.

4.1.2 Motivation

Quantum oscillations under pressure provide an ideal means to measure the Fermi surface of

TiSe2 inside and outside of the CDW phase. Importantly, quantum oscillations under pressure

are the only way of investigating the low temperature properties of the Fermi surface outside of

the CDW state. Other probes, like ARPES, cannot be performed in a pressure cell and thus can

only probe the low temperature CDW state or the high temperature normal state. By pressurising

TiSe2 beyond 5.1 GPa, the low temperature normal state Fermi surface and masses of electrical

carriers can be measured and compared to bandstructure calculations.

4.2 Results and discussion

4.2.1 Pressure dependence of Shubnikov-de Haas oscillations

SdH oscillations were measured at the HFML, Nijmegen, in magnetic fields up to 35 T and

temperatures down to 0.35 K in a 3He cryostat. Due to the geometry of the cryostat and size of

the pressure cells, all measurements were performed with the field parallel to the c-axis. Figure

4.4.a shows the quantum oscillations of the background corrected resistance, which has been

normalised by the amplitude of the largest resistance at a given pressure. These oscillations were

obtained by sweeping the field at 10 mTs¡1 between 26 T and 35 T at the coldest temperature

achieved for a given pressure. It can be seen that at the lowest pressure only one frequency is

observed, however as the pressure was increased not only does this frequency change but other

higher frequencies appear. Figure 4.4.b shows the Fourier transform of the data at all pressures.

There are five key frequencies that are labelled: F®, F®0 , F¯ , F° , and F± with dotted lines showing

the pressure evolution.

F® was one of the lowest frequencies observed and was the only one seen at lowest pres-

sure. F® vanished at the CDW critical pressure of 5.1 GPa and was replaced by F®0 above the

critical pressure, thus both of these frequencies are strongly associated with the CDW. F¯ is an

intermediate frequency that was transitory in existence and only appeared over a narrow range

of pressures within the CDW. F° is also an intermediate frequency that appeared within the
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Figure 4.4: a) The background subtracted resistance signal showing SdH oscillations at the lowest
temperature achieved for each pressure. Each curve is normalised by the amplitude of the largest
resistance at a given pressure. b) The Fourier transform of the background subtracted resistance
signal, measured at the lowest temperature achieved for each pressure, and normalised to the
amplitude of the largest frequency. The five main frequencies are labelled with Greek letter
subscripts, and their pressure dependencies are indicated with dotted lines. All of these FFTs
were analysed with a field window of 26 T to 35 T.

CDW, however unlike F¯ this frequency survived to high pressures and beyond the CDW. F± was

the highest frequency observed and was consistently seen beyond 2.0 GPa, and similarly to F°

survived beyond the CDW phase transition. Other peaks can be seen, but for now the focus is on

the pressure dependence of these frequencies and masses.

Figure 4.5.a shows the pressure evolution of F®, F®0 , m⁄
®, and m⁄

®0 , whilst figure 4.5.b shows

the Lifshitz-Kosevich plots that show the changing masses m⁄
® and m⁄

®0 . Previous SdH mea-

surements observed a single frequency at ambient pressure [107], and it was shown to be an

ellipsoidal pocket with a short-axis frequency and mass that agreed well with the other data pre-

sented here. This frequency was naturally associated with the electron-like, ellipsoidal Ti-bands

at the L -point, and it is known to be heavily involved in the CDW formation via the excitonic

mechanism, thus one would expect this pocket to show a drastic change beyond the CDW phase.

Upon pressurisation, F® tends to increase which shows that the sheet is expanding; similarly, m⁄
®

tends to increase as well. Both of these could be caused by the Ti-bands flattening with pressure,

which would simultaneously increase F® and m⁄
®.

Once the CDW transition pressure was reached, F® vanished while seemingly being replaced

with F®0 . These two frequencies were the only frequencies observed that were overtly affected by

the end of the CDW, thus they are both linked to the Fermi surface reconstruction. However, it

cannot be assumed that these sheets correspond to the same sheet, i.e. F®0 does not necessarily

correspond to the unreconstructed Ti-bands. Fortunately, since F®0 exists beyond the CDW, in

principle it should be possible to predict the properties of this Fermi sheet with DFT calculations.
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Figure 4.5: a) The pressure dependencies of the frequencies and masses of the ® and ®0 sheets.
The dashed line indicates the critical pressure of the CDW at 5.1 GPa. The data at 0 GPa are
from ref. [107]. b) The Lifshitz-Kosevich plot showing the increasing mass of m⁄

® up to the critical
pressure. After the critical pressure the mass is replaced by m⁄

®0 , which is much lighter. Arrows
indicate that the pressure is increasing and the accompanying transitions.

Since F® corresponds to the reconstructed Ti-bands, it should be simple to confirm whether or

not F®0 corresponds to the unreconstructed Ti-bands.

F¯ and F° are two comparable frequencies that do not exist over a broad range of pressures.

Their frequencies and masses are shown in figures 4.6.a, 4.6.b, and 4.6.c. The existence of F¯

is particularly fleeting with only a 2 GPa range, but within this range the frequency quickly in-

creases before saturating, whilst the mass shows a smooth decrease with pressure. The decreasing

m⁄
¯ indicates that the band curvature of this sheet is increasing/sharpening or renormalisation ef-

fects are decreasing with pressure; this could happen due to the weakening CDW. The saturating

value of F¯ coinciding with sharpening bands implies that this sheet must be passing through

the Fermi energy at a rate that counteracts the sharpening bands. Not much more can be said

about this sheet as F¯ disappears quickly, and since this sheet exists solely inside the CDW at

elevated pressure it is non-trivial to calculate or observe it by other experimental means.

F° is more robust and shows a steady growth with pressure, which is shown in figure 4.6.a,

and is seemingly unaffected by the disappearance of the CDW. Similarly, m⁄
° barely evolves with

pressure, as shown in figures 4.6.a and 4.6.b, which in conjunction with F° indicates that this

sheet is largely unaffected by the Fermi surface reconstruction. Since F° extends beyond the

CDW and is seemingly unaffected by the CDW, in principle it should be possible to calculate the

properties of this sheet.

F± was the highest frequency observed and originally appeared at 2.0 GPa and continued

beyond the CDW, as shown in figure 4.7.a. Though the evolution of F± is smooth, even when

passing through the CDW transition, m⁄
± seems to be more erratic. After an initial drop, the mass

slowly increases before decreasing again after the CDW transition. The decrease in mass after
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Figure 4.6: a) The pressure dependencies of the frequencies and masses of the ¯ and ° sheets. The
dashed line indicates the critical pressure of the CDW at 5.1 GPa. b) and c) show Lifshitz-Kosevich
plots of m⁄

° and m⁄
¯ .

Figure 4.7: a) The pressure dependencies of F± and m⁄
±. The dashed line indicates the critical

pressure of the CDW at 5.1 GPa. b) The Lifshitz-Kosevich plot showing the decreasing mass of
F±.

the CDW transition could be due to a loss of renormalisation from the CDW, however this is a

very small effect since m⁄
± only changes by 0.2 m e. Figure 4.7.b, shows the Lifshitz-Kosevich plots

for m⁄
±, and the data seem noisier than the previously shown frequencies and could explain the

more erratic behaviour. Like F®0 and F° , since F± extends beyond the CDW phase, the properties

of this sheet should be calculable.

It should be noted that none of the masses measured were shown to strongly increase in the

vicinity of the QCP of the CDW due to quantum critical fluctuations, as theory would expect.

Previous measurements have shown that the CDW in TiSe2 changes from commensurate to

incommensurate as the critical pressure is approached, and the authors note that this transition
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could be weakly 1st-order [143]. Since the X-ray intensity of the CDW peaks diminishes around

the critical pressure, it is possible that the weakly 1st-order incommensurate CDW is suppressed

to zero-temperature. Since this transition is 1st-order there would be no QCP, thus no mass

enhancements would be expected. Thus these measurements suggest that quantum critical

enhancements of masses are avoided by the CDW becoming 1st-order.

4.2.2 Anomalies

Several frequencies were observed that did not have an obvious pressure dependence. Most of

these frequencies were only observable at a single pressure, but they still possessed a measurable

mass which is indicative of coherent quasiparticle formation. As a result, these frequencies cannot

be ignored though their origin is unclear. Other frequencies that were observed did not have

measurable masses and were largely disregarded.

Figure 4.8.a shows a comparison between two FFTs with different field windows at 1.1 GPa;

one shows the same data as shown in figure 4.4.b with a field window between 26 T and 35 T,

whilst the other shows an FFT with a smaller field window between 30 T and 35 T. The smaller

field window has the effect of reducing the intensity of the dominant F® frequency and strengthens

the less intense higher frequencies. Two key frequencies are indicated in figure 4.8.a as F¯ 0 and

F±0 , since they are potential continuations of F¯ and F±. Whilst F±0 would agree with the general

trend of decreasing frequency with decreasing pressure observed for F±, F¯ 0 shows an increase

in frequency. However, these frequencies were not included on figures 4.6.a and 4.7.a due to not

having measurable masses. Different field windows were used for other FFTs at other pressures

but no new frequencies were observed.

Two more frequencies are indicated in the 2.0 GPa data of figure 4.8.a, which are FN 1 and

Fa. FN 1 has no measurable mass and does not seem to have continuations at higher or lower

pressures, whilst Fa has a mass of 0.55§0.03 m e, as shown in figure 4.8.b. Fa could be the second

harmonic of F® (0.21§0.01 kT), however m⁄
a is lower than m⁄

® at this pressure; if it was the

second harmonic, the mass should be twice m⁄
® which is not observed. Similarly to FN 1, Fa has

no potential continuations at higher or lower pressures.

The 3.7 GPa data contains multiple peaks with no obvious pressure dependence, which are

indicated as Fb, Fc, Fd , FN 2, and FN 3 in figure 4.9.a. With the exception of FN 2 and FN 3, these

additional frequencies all have large measurable masses as shown in figure 4.9.b. Fb and Fc have

similar masses and could form a doublet split by FN 2. Though FN 2 had no measurable mass,

this could be because this frequency was very weak and buried by noise at higher temperatures.

Assuming FN 2 does split Fb and Fc, the mass of the sheet is constrained to be less than the

difference between m⁄
b and m⁄

c , so the maximum mass of this sheet would be 0.3 m e. Alternatively,

Fb could be composed of F° -F® (0.76-0.26=0.50§0.04 kT), however the corresponding mass is too

small (0.7+0.88 = 1.58§0.05 m e 6˘ m⁄
b) thus this combination is not possible. Fd can be decomposed

into F±-F° -F® (1.8§0.1 kT) with a mass of 2.5§0.05 m e, which agrees with m⁄
d . However, this
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Figure 4.8: a) A comparison between an FFT of the 1.1 GPa data with a field window of 30 T
to 35 T, and the data at 1.1 GPa and 2.0 GPa with a field window of 26 T to 35 T. The smaller
field window reveals higher frequency peaks, F¯ 0 and F 0

±, which may be continuations of the
higher pressure frequencies F¯ and F±. However, neither F¯ 0 or F±0 have measurable masses. Fa

and FN 1 are other frequencies with no discernible pressure dependence. Fa has a measurable
mass while FN 1 does not. b) The Lifshitz-Kosevich plot for the Fa frequency, which yields m⁄

a =
0.55§0.03 m e.

combination of frequencies is semi-classically forbidden, as both F° and F± correspond to hole-like

sheets (to be shown later), thus their frequencies should be summed and not subtracted. Finally,

FN 3 could be decomposed into F±-F° (2.0§0.1 kT) but no mass could be measured to confirm

this. Regardless, this decomposition is also forbidden for the same reason as Fd . Therefore, this

menagerie of additional peaks is particularly confusing 1. Apart from having no obvious pressure

dependence, they cannot be described as harmonics or semi-classical summations, and since they

are only present within the CDW, it is unlikely that they will be predicted by DFT.

At higher pressures, yet another frequency (F² ) is observed, and is shown in figure 4.10.a,

and once again it cannot be described with combinations of the other frequencies. F² only has a

measurable mass at two non-successive pressures, as shown in figure 4.10.b, where it lightens

slightly with increasing pressure. Potentially they could be linked to frequencies seen at other

pressures, such as FN 2 at 3.7 GPa, but they do not have measurable masses thus this pressure

dependence was not assumed.

Ultimately, the origin of these additional frequencies is not clear as some of them cannot be

described as sums of the key frequencies (F®, F®0 , F¯ , F° , and F±), which would then represent

breakdown orbits. If they can be written as sums of frequencies, then either the mass does not

obey the expected mass relations, or they are forbidden semi-classically.

1Too much of a good thing can be a bad thing.
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Figure 4.9: a) The 3.7 GPa data with extra frequencies (Fb, Fc, and Fd ) indicated and they
have no discernible pressure dependence. Other frequencies with a pressure dependence are
also labelled. Fb, Fc, and Fd also have measurable masses, while FN 2 and FN 3 do not. b) The
Lifshitz-Kosevich plots for the m⁄

b, m⁄
c , and m⁄

d measured between 26 T and 35 T. The measured
masses are: m⁄

b=1.9§0.2 m e, m⁄
c=1.8§0.1 m e, and m⁄

d =2.5§0.3 m e.

Figure 4.10: a) The 4.5 GPa and 5.5 GPa data showing an additional frequency, F² , which only
has a measurable mass at these two pressures. b) The Lifshitz-Kosevich plot of F² showing the
pressure evolution of the lightening mass. The masses at 4.5 GPa and 5.5 GPa are 0.60§0.02 m e

and 0.54§0.03 m e respectively.

4.2.3 Comparison with DFT calculations

The unreconstructed Fermi surface produced by Wien2k is shown in figure 4.11, and shows

the four expected sheets at 0 GPa (left) and 14 GPa (right). Figures 4.11.a and 4.11.b show the

outer tube sheet, which possesses two extremal frequencies from the belly orbit at ¡ and the

neck orbit at A; with pressure, the belly orbit expands whilst the neck orbit shrinks. Figures

4.11.c and 4.11.d show the inner tube sheet, which like the outer tube possesses belly and neck
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orbits at ¡ and A, which also expand and shrink respectively with pressure. Figures 4.11.e and

4.11.f show the L -spheroid sheet, which also expands with pressure. As can be seen in figure

4.11.f, this sheet drastically changes at higher pressure as tails link the upper and lower pockets,

which ultimately generates another observable frequency. However, this only occurs at pressure

beyond the measured range. Finally, figures 4.11.g and 4.11.h show the ¡ -pocket sheet, which

expands slightly with pressure. Unlike the other three sheets, the ¡ -pocket sheet was not shown

on the Fermi surface by Watson et al. despite observing it in ARPES. However, the ¡ -pocket does

originate from the pz-orbital, which Watson did show is strongly suppressed by the Ti-bands far

below the Fermi energy and thus should not be visible within the CDW [144].

Figure 4.11: The four main surfaces predicted at 0 GPa (left) and 14 GPa (right). a) and b)
correspond to the outer belly and neck orbits whilst c) and d) show the inner belly and neck orbits.
e) and f) correspond to the L -spheroid. g) and h) correspond to the ¡ -pocket.

Figure 4.12.a shows the pressure dependence of the measured frequencies compared to the

bandstructure calculations. Outside of the CDW (above 5.1 GPa), the F®0 , F° , and F± frequencies

show good agreement with the ¡ -pocket, inner belly, and outer belly orbits respectively. This

is comforting as the bandstructure calculations should be able to reproduce the Fermi surface

outside of the CDW phase. However, the ¡ -pocket orbit is underestimated, whilst both the belly

orbits are overestimated.

Most interestingly, F®0 originates from the pz-orbital whilst the electron-like carriers at L

are undetectable outside the CDW, which shows that F® and F®0 are not reconstructions of one

another. Based on ARPES measurements, the appearance of F®0 outside the CDW is no longer

surprising, as Watson et al. observed that the pz-orbital strongly interacts with the Ti-bands

within the CDW and it is pushed below the Fermi energy [144]. However without the CDW, the

pz-orbital is no longer pushed below the Fermi energy and thus a sheet appears beyond the CDW,

as observed by F®0 . This is shown schematically in figure 4.13 by the lowest red band, which is

pushed far below the Fermi energy in the CDW.
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Figure 4.12: a) A comparison between bandstructure calculations and the observable frequencies.
b) A comparison between bandstructure calculations and the masses of the observable frequencies.

With regards to the Ti derived electron spheroid at L , Pillo and Rossangel both observed

that inside the CDW the Ti-bands shift below the Fermi energy, whilst outside the CDW these

bands are only thermally occupied [148, 154]. Therefore at low temperatures outside the CDW,

these Ti-bands are above the Fermi energy and cannot be thermally occupied, thus there is

no observable surface from SdH oscillations. Within the CDW, the Ti-bands move below the

Fermi energy and thus generate a new sheet described by F®. Though F® and F®0 are strongly

correlated, their existence is anti-correlated and entirely dictated by the CDW. This gives the

impression that they are reconstructed forms of one another, but this is not true and they are in

fact separate Fermi sheets.

Within the CDW, F° and F± continue to follow the predicted behaviour of the belly orbits

and further indicates that these sheets are unaffected by the CDW. However, it is known that

these hole-like surfaces observed at ¡ are heavily involved in the CDW formation [144, 148, 154].

From a two-band model at ambient pressure, it has been shown that the carrier density of the

hole-like surfaces decreases to approximately zero within the CDW [107], which indicates that

these surfaces are largely destroyed. This contradiction between the belly orbits obeying the

bandstructure predictions whilst being affected and destroyed by the CDW at ambient pressure

can be resolved in a similar way to the origin of F®0 . Figure 4.13 shows a schematic representation

of the three hole-like Se-bands (coloured) and the Ti-bands (black). At ambient pressure only the

F® orbit is observed, as all of the Se-bands are strongly suppressed below the Fermi energy. The

suppression of the Se-bands give rise to undulations in the uppermost band (blue), where the

Se-bands hybridise with one another. As the pressure is increased, ¢ CDW shrinks and all the

Se-bands increase in energy. At 2.0 GPa, the first of the undulations passes through the Fermi

energy and gives rise to F± and F¯ , whilst F° appears at 3.7 GPa when the second undulation

passes through the Fermi energy. Finally, once the CDW has been completely destroyed (above
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5.1 GPa), the Ti-bands are no longer present at ¡ , thus the Se-bands are no longer suppressed

and they adopt their unperturbed positions.

Figure 4.13: Schematic showing the repulsive effect of the Ti-bands on the Se-bands, which
reduces with pressure and generates the frequencies F±, F¯ , F° , F®0 . At 5.5 GPa, the CDW is no
longer present therefore the Ti-bands are absent at ¡ . Dotted lines represent the continuations of
the bands without the CDW.

This rough mechanism explains the origin of the frequencies but seemingly does not ex-

plain why F° and F± are unaffected by the disappearance of the CDW, or why they agree with

bandstructure calculations. However, in figure 4.13 the dotted lines represent the unperturbed

positions of the bands, which in principle would be equivalent to the bands calculated by DFT

as these do not account take into account the existence of CDW. If the perturbed bands are well

approximated by the unperturbed bands at the Fermi energy, as shown in the schematic, then the

calculated frequencies with and without the CDW would be the same. Since F° and F± originate

from unperturbed regions of the bands, they are consequently unaffected by the destruction of

the CDW, which is why they also agree with predictions. The transient F¯ frequency can also

be explained as a complementary pair as one of the undulations crosses the Fermi energy, in

this case the pair of F±. However, in this picture F¯ should exist up until the CDW is completely

destroyed, which it does not. Relatedly, F° does not possess a paired lower frequency, i.e. the

equivalent of F¯ . Though this picture is not perfect, it can explain the origin of all the frequencies

with a clear pressure dependency. As a result it seems that strong interactions between the

Ti-bands and the Se-bands are vital to explain the appearance of all the observed frequencies.

Since all of the observed frequencies have now been allocated to a sheet, the neck orbits at

A are distinctly missing throughout the pressure range. This is certainly interesting as these

sheets should be strongly enhanced by the curvature factor, as shown in equation 2.47, since the

cross-sectional area of these sheets show very little dispersion in k z. In ARPES measurements

at A, which are shown in figure 4.2.c, the observed bands appear to be far away from the Fermi

energy, thus it is not unreasonable to suggest that these surfaces simply do not exist inside
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or outside of the CDW, which is why they are not observed in SdH oscillations. This is further

supported by Hall effect measurements at ambient pressure, which show no indications of other

hole bands being present [107].

4.3 Conclusion and outlook

In conclusion, five fundamental frequencies have been observed from SdH oscillations together

with their pressure dependencies. Two of these frequencies (F® and F®0) are overtly affected by

the CDW, as they disappear/appear at the CDW endpoint. F® was previously seen at ambient

pressure and ascribed to the reconstructed electron spheroid at L , and here it was traced up to

the critical pressure of the CDW. Beyond the CDW, the L -spheroid is not observed again due to

the Ti-bands moving above the Fermi energy, as observed at ambient pressure. On the other hand,

F®0 is only observed beyond the critical pressure and agrees well with the pz derived hole sheet at

¡ , which can only exist once the strong interaction between the Ti-bands and the pz-orbital ceases

beyond the CDW. The two belly orbits, F° and F±, are observed within and outside the CDW,

and are not overtly affected by the CDW. However, their delayed onset in pressure could also be

indicative of strong interactions between the Ti-bands and the Se-bands, in a similar way to F®0 .

The final frequency, F¯ , could also be a consequence of strong interactions and band bending,

though in principle it should be visible up until the complete suppression of the CDW. Finally,

no mass enhancement of any carriers is observed about the critical pressure of the CDW and

supports that the CDW undergoes a weakly 1st-order incommensurate-commensurate transition,

which removes the QCP and avoids quantum critical mass enhancements.

Further calculations should be able to explain the distinct lack of neck orbits throughout

the pressure range. Predictions incorporating the CDW and strong interactions between the

Se-bands and the Ti-bands should be able to confirm the proposed mechanism that delays the

observation of F®0 , F° , and F± to elevated pressures.
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NbSe2

NbSe2 is a prototypical example of superconducting and CDW states coexisting, and as a result

has been extensively investigated to elucidate the interplay between these phenomena. Yet

despite decades of research the nature of the interplay between these states is still strongly

debated. Furthermore, the effect that the CDW has on the charge carriers and Fermi surface is

still poorly understood.

By suppressing the CDW with hydrostatic pressure, the interplay between the CDW and

superconductivity is investigated further. Extensive magnetotransport measurements inside and

outside of the CDW are analysed using a four-band carrier model to reveal that the CDW coexists

with a pseudogap state. Together they strongly affect the carriers in NbSe2, which gives rise to

several anomalous transport signatures. Finally, novel Shubnikov-de Haas oscillations suggest

the presence of arcs generated by the pseudogap state.

The NbSe2 pressure cell described in this chapter was prepared by the author. All the

transport measurements at the University of Bristol were performed by the author, with the help

of Sven Friedemann. Magnetic susceptibility measurements were obtained by Israel Osmond.

High field data from the HFML, Nijmegen, were obtained by the author with help from Sven

Friedemann, as well as Jonathan Buhot, Jake Ayres, Femke Bangma, and Alix McCollam who

were local contacts. All of the data analysis was performed by the author.
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5.1 Background and motivation

5.1.1 Structure, Fermi surface, and quantum oscillations

Like other TMDs, the crystal structure of NbSe2 consists of van der Waals bonded layers with no

atomic bonds between layers, as shown in figure 5.1.a. The crystal structure consists of two layers

of hexagonally stacked sheets with each sheet consisting of niobium atoms bonded to six selenium

atoms to form a trigonal prism [156]. Unlike other TMDs, NbSe2 maintains its crystal structure

(apart from the CDW) from 300 K down to at least 5 K even under high pressure [157, 158]. Below

34 K, NbSe2 forms a CDW composed of three incommensurate superposed q-vectors [159], and

although the q-vectors change slightly under pressure, the CDW remains incommensurate at low

temperatures and under pressure [157, 158, 160].

Figure 5.1: a) The crystal structure of 2H-NbSe2 at 300 K which belongs to the space group
P63/mmc with a=b=0.344 nm and c=1.255 nm. Blue spheres indicate Nb and yellow spheres
indicate Se. Data from ref. [156]. b) ARPES data showing the Fermi surface of NbSe2 and shows
the magnitude of the spectral gap and attributes the magnitude to superconductivity or the CDW.
Image from ref. [161].

Bandstructure calculations have been used to calculate the Fermi surface of NbSe2 and they

have reliably predicted five sheets [162–166]. All of these sheets are shown in figure 5.1.b, and

it is clear that four of the sheets consist of two pairs of concentric cylinders centred at ¡ and K ,

while the final sheet is a thin pancake structure centered at ¡ . Bandstructure calculations also

show that the cylinders are derived from the Nb 4d-orbitals, whilst the pancake is derived from

the Se 4p-orbitals.

ARPES measurements have confirmed the existence of all of the surfaces and they are

generally in good agreement with theory [161, 167–171], though, the Se-pancake is difficult to

observe, due to its large k z dispersion [171], and appears to be far smaller than expected. Shen et

al. were the first to observe the opening of a highly localised CDW gap on the inner K -cylinder

below TCDW [172], which was later corroborated by Borisenko et al. and Rahn et al. [161, 170],
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and they all measured a maximum CDW gap of 5.1 meV, which corresponds to the expected mean

field value.

Borisenko and Rahn also observed a gap opening on the outer K -barrel but they interpret

this observation differently. Rahn et al. attribute this gap to the CDW as they only observe it

below TCDW . However, Borisenko et al. observe this gap far above TCDW at 140 K and believe

that this is an example of a pseudogap in NbSe2. Pseudogaps have been observed to precede the

formation of a CDW in several other compounds: such as the cuprates Bi2Sr2CaCu2O8¯x (Bi-2212)

[173–175] and La2¡xSrxCuO4 (LSCO) [176], as well as the chalcogenides NbSe3 [177] and TaSe2

[178]. Returning to NbSe2, figures 5.2.a and 5.2.b show the energy dispersion distribution and

binding energy extracted from ARPES within the CDW state, which when applied outside of the

CDW state, as in figure 5.2.c, gives a gap that grows as the temperature increases, as shown in

figure 5.2.d. To explain this pseudogap observation, random-phase-approximation calculations

have predicted a mean field temperature of 416 K [179]; below this temperature the CDW order

parameter acquires a non-zero amplitude, though fluctuations ensure that this value averages

to zero until TCDW . Below TCDW , the order parameter acquires a finite value and long-range

order persists. This is experimentally consistent as the opening of such a large gap below 300 K

would be clear in transport measurements, and since the pseudogap only gaps the K -cylinders,

the ¡ -cylinders are available for the metallic behaviour seen in NbSe2 below 300 K. Finally, the

formation of the CDW replaces the pseudogap on the inner K -barrel and actually represents a

reformation of the Fermi surface. Since the CDW is more localised on the Fermi surface than

the pseudogap and has a similar gap size, fewer states in total are gapped. This is supported

by transport measurements as the resistivity becomes more metallic within the CDW state

[104, 180, 181]. However within the CDW, the pseudogap on the outer K -barrel remains and the

pseudogap and CDW coexist with one another.

ARPES measurements have also observed superconducting gaps on the Fermi surface [161,

169, 170]. In particular, there are two anisotropic gaps on the ¡ and K cylinders with a maximum

magnitude of 1.0 meV, which diminishes in regions near the CDW and pseudogap [161, 169, 170].

A superconducting gap has not been observed on the Se-pancake with Rahn et al. explicitly

stating that there is no gap on this surface, despite the poor resolution of this surface. This

directly contradicts penetration depth [182], thermal conductivity [183], and heat capacity [184]

measurements, which supports the existence of a superconducting gap on the Se-pancake due to

the observation of no ungapped states.

Though the Se-pancake is difficult to observe in ARPES measurements, quantum oscillation

measurements have only detected this surface, despite the other surfaces clearly existing from

ARPES. Primarily de Haas-van Alphen (dHvA) oscillations have been used to measure the Fermi

surface [165, 185] though magnetostriction oscillations have also been observed [186], whilst

SdH oscillations have never been observed. With the field aligned 70° to the c-axis, a frequency of

approximately 150 T is observed with a mass of 0.61 m e, which becomes 144 T when the field is
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Figure 5.2: a) Energy dispersion distribution at 19.5 K and corresponds to the CDW gap along
the K -M -K symmetry direction. b) and c) show the leading edge midpoint binding energy of the
energy dispersion distributions at 19.5 K and 119 K respectively. d) The observed pseudogap size
as a function of temperature inside and outside the CDW. Figures from ref. [170]

aligned perpendicular to the c-axis [165, 185]. When the field is rotated towards the c-axis, the

surface grows towards 500 T, though the signal is lost at approximately 15° from the c-axis [165].

Presumably, this occurs due to the curvature factor in equation 2.47 strongly suppressing this

frequency due to the large k z variation of this sheet.

The fact that the Nb-cylinders have never been observed by quantum oscillations is certainly

a puzzle. From calculations and when the field is aligned with the c-axis, the missing cylindrical

surfaces should have frequencies of 6.3 kT and 9.4 kT for the ¡ -cylinders, and frequencies of

3.2 kT and 7.8 kT for the K -cylinders [166]. With this field orientation, the cylinders should be

clear as the curvature factor from equation 2.47 should enhance the oscillations from these

sheets, yet they remain undetectable. As a result it has been posited that the incommensurate

nature of the CDW renders the cylinders immeasurable [165], which in principle arises due to

a breakdown of Bloch’s theorem [187]. For a sufficiently weak incommensurate CDW potential,

quantum oscillations can arise from perturbative approaches, but for strong potentials quantum

oscillations disappear completely [187]. It would seem that NbSe2 falls into the latter category in

order to explain the absence of observable frequencies, or at least is in a regime where quantum

oscillations are strongly suppressed.

5.1.2 Charge density wave and superconductivity

As discussed in the previous section, NbSe2 exhibits both CDW and superconducting order

at ambient conditions, with TCDW and T c approximately equal to 34 K and 7 K respectively

[188, 189]. Due to the similar transition temperatures, NbSe2 proves to be an interesting system

to investigate the interactions of these two phases. Furthermore, the CDW can be suppressed to
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zero-temperature with hydrostatic pressures below 5 GPa [157], whilst superconductivity persists

to pressures of at least 20 GPa [189]. Since the strictly incommensurate CDW can be suppressed

with hydrostatic pressure and superconductivity exists from ambient to high pressures, NbSe2 is

an ideal system to investigate the interactions of these two phases.

Historically, the formation mechanism of the CDW in NbSe2 proved contentious, as most

CDWs are believed to form due to Fermi surface nesting [63, 167, 190]. However, Fermi surface

nesting could not describe NbSe2, as the observed nesting vector, qCDW ˘ (1/3,0,0), did not match

the predicted nesting vector, (1/3,1/3,0), and Fermi surface nesting at the experimentally observed

wavevector was not sufficient to drive the formation of the CDW [70, 166, 191]. To resolve this, a

strong momentum dependent electron-phonon coupling interaction was predicted to form the

CDW with the observed nesting vector [70, 179, 191, 192]. Inelastic X-ray measurements further

support this viewpoint, as the softened CDW phonon is extended in k-space, in contrast with the

usually sharp Kohn anomalies arising from Fermi surface nesting [191]. As a result, a momentum

dependent electron-phonon coupling became the most likely mechanism behind the extended

softened phonon.

As observed in ARPES, NbSe2 is also a prototypical anisotropic, multi-band superconduc-

tor not unlike MgB2 [60]. It has been known for a few decades that NbSe2 exhibits unusual

superconducting properties, mainly in the temperature dependence of H c2. Many experiments

have shown strong anisotropy between H c2kab and H c2kc, which has been shown to be larger

than 3 [58, 160, 193–195]. Similarly H c2kc has been shown to be linear over a broad range of

temperatures, whilst H c2kab showed positive curvature [58, 160, 193–195]. Later work showed

that H c2kc could be described by only cylindrical Fermi surfaces, but H c2kab required another

ellipsoidal Fermi surface [60, 196]. Similar work on MgB2 showed that H c2kc could be described

purely by strongly coupled cylindrical Fermi sheets [197]. Under pressure, the temperature

dependence of H c2 was primarily investigated by Suderow et al , who used a two-band model

with interband coupling to extract electron-phonon couplings and Fermi velocities for each band

[189]. They observed that one band had strong electron-phonon coupling (¸ S) and the other

was considerably weaker (¸ W), which agreed well with the ambient pressure electron-phonon

couplings measured for the inner K -cylinder (¸ S »1.9 by Valla et al. [198]) and for the Se-pancake

(¸ W »0.3 [165]). As the samples in pressure cells are oriented with the c-axis parallel to the field,

H c2kc is the relevant critical field measured in this thesis. Furthermore, a single band model

should provide a good approximation for the behaviour of H c2 in the vicinity of T c, due to the

presence of the strongly coupled inner K -cylinder. Since the inner K -cylinder also hosts the CDW,

the behaviour of H c2 could also be sensitive to the CDW, and as a result the superconducting

properties could indirectly probe the CDW.

Many people have measured the pressure dependence of T c in NbSe2, and all of them have

observed an increase over the pressure range within the CDW [188, 189, 199–202]. However

only two measurements extend beyond the critical pressure of the CDW, and both of them do
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not observe any drastic changes in T c at the critical pressure [189, 201]. The observed trends of

T c and TCDW with pressure have led to two key points of view with respect to the interaction

between these phases. The first is that the CDW and superconducting states mutually affect

each other as they compete for the same density of states, which is why T c increases as TCDW

decreases [188, 189]. The second perspective is that the CDW and superconductivity do not

compete and actually coexist, which is based on the maximum in T c being far away from the

critical pressure of the CDW [189]. This indicates that superconductivity is largely unaffected by

the CDW, as T c continues to increase despite superconductivity possessing all of the density of

states. This perspective is reinforced by the observation that the CDW opens a highly localised

CDW gap, whilst superconductivity gaps the remainder of the Fermi surface; overall this means

that the CDW and superconductivity compete for a very small fraction of the available density

of states, thus they largely coexist. Others note that this dichotomy between competition and

coexistence is what makes the T c of NbSe2 unusually high within the TMD family [161], as the

enhanced ¸ caused by the CDW would also promote superconductivity [203]. Further studies

suggest that superconductivity is enhanced by quantum critical fluctuations, as the 2nd-order

CDW phase transition is suppressed to zero-temperature [157, 189]. Finally, suggestions that the

CDW initially competes with superconductivity but eventually assists it has also been proposed

[204]. What is clear is that the nature of the interplay between the CDW and superconducting

states in NbSe2 is unclear and needs further investigation.

5.1.3 Previous electrical transport measurements

Electrical transport measurements have been extensively used in NbSe2 to measure both T c and

TCDW under pressure. Measurements by Berthier et al. and Chu et al. simultaneously measured

TCDW and T c up to a maximum pressure of 3.5 GPa, and they clearly showed the suppression of

TCDW and the enhancement of T c [188, 199]. In these resistivity measurements, T c was marked

by the sudden decrease of the resistivity to zero as expected, but TCDW was far more subtle

and appeared as a slight hump, as shown in figures 3.16.a and 5.3.a. However as the CDW

weakens with pressure, this hump becomes weaker until it is no longer observable above 3.5 GPa.

As a result TCDW has not been traced to higher pressures using zero-field transport, despite

X-ray measurements showing that the CDW exists at 4.6 GPa [157]. Thus a stronger transport

signature of the CDW is required to fully observe the suppression of the CDW.

Fortunately, the temperature dependence of RH has been shown to be a very strong signature

of the CDW transition. Figure 5.3.b shows the temperature dependence of RH , which is positive

and constant above 40 K before suddenly dropping at TCDW and becoming negative within

the CDW [205]. Such a large change in RH has been correlated with CDW formation in other

systems, such as other TMDs: TaS2 [206] and TiSe2 [107], and the cuprates: YBa2Cu3O7¡±

(YBCO) [207, 208], YBa2Cu4O8 (Y124) [209], and HgBa2CuO4¯± [210]. Besides being a very

strong signature of TCDW in NbSe2, RH also shows that the formation of the CDW changes
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Figure 5.3: a) The resistivity vs temperature showing the suppression of TCDW in NbSe2 as a
function of pressure. Figure from ref. [188]. b) The Hall coefficient of NbSe2 vs temperature. The
downturn and sign-change from hole-like to electron-like are associated with the CDW. Figure
from ref. [205].

the dominant carrier type from holes to electrons. From bandstructure calculations, the inner

cylinders and Se-pancake are predicted to be hole-like [165, 166], whilst for the outer cylinders

there is uncertainty about the carrier behaviour, though more recent calculations predict it to

be hole-like as well [166]. Although the more recent calculations over-estimate the size of the

Se-pancake, the other surfaces agree well with experiment and therefore it would seem that all

the Fermi sheets are hole-like in NbSe2. As a result, a method of generating electron-like carriers

within the CDW is needed to explain the sign-change of RH .

Finally, comprehensive measurements performed by Naito et al. have shown that the tem-

perature dependence of the resistivity varies approximately as T 3 below TCDW , which could be

indicative of s-d interband phonon scattering [24, 181]. However, the Fermi surface of NbSe2 is

known to be comprised of only Se-p and Nb-d bands [162, 165, 166], though similar scattering

mechanism could potentially give rise to a similar temperature dependence [181]. Naito et al.

also performed magnetotransport measurements on NbSe2 and showed that the MR is linear

within the CDW up to 15 T [211]. Relatedly, they showed that RH is strongly field dependent

within the CDW state. Both of the field dependencies for MR and RH are unusual, as for a closed

uncompensated Fermi surface, MR should vary quadratically in the low field limit and saturate

at high fields, whilst RH should saturate at high fields [212]. These unusual magnetotransport

behaviours are ascribed by the authors to magnetic breakdown across the CDW gap.

5.1.4 Motivation

NbSe2 represents a prototypical example of a clean system with CDW and superconducting

phases. However the nature of this interaction has been a source of contention for decades and
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still remains contested. Though ARPES measurements and calculations show good agreement on

the shape of the Fermi surface, modelling the CDW is difficult and a satisfying explanation of

why most of the Fermi surface is immeasurable by quantum oscillations remains elusive. Finally,

the magnetotransport properties of NbSe2 are strongly affected by the CDW and seem to give

rise to unexpected behaviours, such as a field dependent RH and linear MR .

Using hydrostatic pressure, the suppression of TCDW can be measured to higher pressures

using electrical transport by exploiting the large change in RH , whilst also measuring super-

conductivity at the endpoint of the CDW phase to further explore the interaction between these

phases. Simultaneously, the low temperature transport properties without the CDW can be

measured. Namely, magnetic breakdown can be investigated as the proposed mechanism for the

unusual magnetotransport properties, and potentially the observation of quantum oscillations.

5.2 Results and discussion

5.2.1 Charge density wave

5.2.1.1 Zero-�eld resistivity

Previously, TCDW was extracted from electrical transport measurements of the resistivity, which

manifests itself as a slight hump and a resultant minimum in the derivative. However, this

signature has been shown to weaken as the pressure increases until the signal is imperceptible

above 3.6 GPa [188]. Figure 5.4.a shows the resistivity of NbSe2 around the CDW transition,

while figure 5.4.b shows the derivative of the resistivity with arrows indicating the minima at

T ˘ TCDW . Though the hump is visible at lower pressure, the hump and minimum shrink rapidly

as the pressure is increased until it is immeasurable beyond 3.6 GPa. Clearly this reproduces

the result seen previously and shows that TCDW cannot be extracted from the resistivity beyond

3.6 GPa despite the CDW existing to higher pressures.

However, the resistivity can still provide information about the CDW state even though we

cannot measure TCDW . Figure 5.4.a also shows polynomial fits of the form given by equation 2.12,

which were motivated by the sub-cubic behaviour observed by Naito et al. [181]. For pressures

below 3.6 GPa, these fits were performed in the temperature range below the minimum in the

derivative and above the superconducting transition. As a result, the fitting range reduced as

the pressure was increased, since TCDW decreased and T c increased. This meant that by 3.6 GPa

the data were only fitted between 10 K and 12 K, which seemed to affect the quality of the fit.

Consequently, the parameters extracted from these fits at 3.6 GPa are indicated with crosses.

Above 3.6 GPa, ½xx was fitted from 10 K to 20 K, despite the fact that the CDW still exists at some

of these pressures. However since the CDW signature hump had been suppressed entirely for

these pressures the fits were unaffected.

Figure 5.5.a shows the pressure dependence of A and C (the quadratic and cubic coefficients),

which correspond to electron-electron and electron-phonon scattering mechanisms respectively.
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Figure 5.4: a) The resistivity of NbSe2 in the vicinity of TCDW . Arrows indicate TCDW at the
three lowest pressures as determined from the derivative. The dotted lines denote fits of the
form ½0 ¯ AT 2 ¯ CT 3 between 10 K and 20 K, or a temperature below TCDW . b) The derivative of
the data shown in figure 5.4.a. Arrows indicate local minima which were used to extract TCDW .
Pressures above 2.4 GPa were offset for clarity by integer multiples of -0.025 µ
 cmK¡1.

In this work the critical pressure of the CDW was determined to be at 4.4 GPa, as indicated by

the vertical dotted lines in the panels in figure 5.5, but this will be discussed in detail later. Both

coefficients decrease across the pressure range, though C decreases by an order of magnitude

whilst A only decreases by a factor of 3. Since both coefficients correspond to the strength of

different scattering mechanisms, it seems that as the CDW weakens both electron-electron and

electron-phonon scattering are reduced. As shown in equation 2.13, in the single sheet case A

is proportional to m⁄2 and inversely proportional to k3
F , which is related to the carrier density,

thus variations in A must be driven by mass and carrier density changes. The decrease in A

is likely driven by a gain in carrier density as the CDW is suppressed. The larger reduction of

C with pressure is probably explained by the loss of the soft phonons observed by Weber et al.

[191] as the CDW weakens. As the softened phonons observed were extended over a broad range

of q-vectors, the loss of soft phonons could be caused by the soft phonon peak sharpening with

pressure.

Beyond the critical pressure both coefficients saturate and show no indications of quantum

critical enhancements from critical fluctuations. In particular, A has been observed to diverge

for several classes of materials as a quantum critical point is approached, as the effective mass

diverges from strengthening interactions [13, 17, 20, 21, 213]. Clearly this is not seen for NbSe2

and suggests that the end of the CDW does not end with a quantum critical point, but instead

becomes first order.

Figure 5.5.b shows the ratio A/C, which defines a temperature scale where electron-electron

scattering dominates over electron-phonon scattering. A large region within the CDW is domi-

nated by electron-phonon scattering, with electron-electron scattering only becoming dominant
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Figure 5.5: a) The coefficients A and C from the quadratic and cubic fits to the resistivity. The cross
indicates that the fit was performed over a narrow temperature range (<2 K). b) The temperature
crossover between electron-phonon and electron-electron scattering. Solid line marks the CDW
phase boundary determined from RH .

below 15 K. This domination by electron-phonon scattering also extends to above the CDW for

pressures less than 4 GPa. This high temperature scattering outside the CDW is explained by

the significantly softened phonon (the same one that drives CDW formation) observed below 50 K

by Weber et al. [191]. However once inside the CDW, the phonon cannot soften further, which is

why the crossover temperature saturates. At pressures above 4 GPa, electron-electron scattering

dominates and indicates that the soft CDW phonons are significantly diminished. Once again,

this could be caused by a sharpening of the softened phonon peak as the CDW is suppressed.

Figure 5.6.a shows the pressure dependence of ½0, which generally decreases over the pressure

range before saturating above 4.4 GPa. As it is unlikely that impurities or imperfections are

being removed from the sample as the pressure increases, this must be an intrinsic property.

From Drude theory, ½0 is inversely proportional to the scattering time and carrier density, so the

overall decrease is due a combination of less scattering and more states being available on the

Fermi surface as the CDW weakens.

Though limited as a clear signature of the CDW at high pressure, the zero-field resistivity

provides some clues into the behaviour of the CDW. Phonon scattering appears to dominate

the transport properties until the CDW phonons are sufficiently weakened at high pressure,

whereupon electron-electron scattering dominates. A, C, and ½0 all show saturating behaviour

beyond 4.4 GPa, which corresponds to the critical pressure of the CDW. As a result, critical

fluctuations are not affecting the resistivity at high pressure, which is the first piece of evidence

that the CDW becomes 1st-order at high pressure.

100



5.2. RESULTS AND DISCUSSION

Figure 5.6: a) The residual resistivity (½0) from the polynomial fits to ½xx. The cross indicates
that the fit was performed over a narrow temperature range (<2 K). b) RH between 5 K and
300 K at 10 T and several pressures. c) Inset showing the isothermal RH against pressure at
several temperatures. Straight lines have been fitted which show several kinks; one kink occurs
at approximately 4.4 GPa, whilst at higher temperatures another kink appears at low pressure.
The 10 K, 15 K, and 20 K data have been offset by 0.15 mm3C¡1, 0.3 mm3C¡1, and 0.45 mm3C¡1

respectively for clarity.

5.2.1.2 Hall effect

As seen in previous measurements, RH decreases drastically at TCDW and becomes negative

at low temperature [104, 205]. This large change in RH is much stronger than the signature

observed in resistivity, thus it has potential to follow the evolution of TCDW to higher pressure.

Figure 5.6.b shows the isobaric temperature dependence of RH in NbSe2 at 10 T. At temperatures

above 50 K, RH is weakly temperature dependent and independent of pressure, which indicates

that the high temperature electronic structure in the non-CDW state is unaffected by pressure.

Below TCDW and at low pressures, RH suddenly decreases and changes sign from positive

to negative, which is consistent with previous measurements at ambient pressure [104, 214].

However as the pressure is increased, the downturn below TCDW reduces until there is no longer

a sign-change at 4.0 GPa. The downturn continues to diminish until 4.3 GPa, and above this

pressure RH saturates to a high pressure value beyond the CDW, which corresponds with the

critical pressure of 4.4 GPa. Above 4.4 GPa, the CDW no longer forms and electron-like carriers

are no longer generated so the downturn vanishes.

The sign-change and downturn are interesting as they imply that the dominant charge carrier

becomes electron-like within the CDW. However, the downturn can be continuously tuned and

reduced with pressure until the sign-change is removed even though the CDW still exists. This

implies that the mechanism that generates the electron-like carriers and the downturn remains,

but their contribution to the overall conductivity can be tuned and diminished with pressure.

Work by Ong showed that for a quasi-2D system, the Hall conductivity is dominated by regions

101



CHAPTER 5. NbSe2

Figure 5.7: a) The modified Hall coefficient (¢ RH ) with RH (5.5 GPa) subtracted from all the
lower pressure data, i.e. ¢ RH (T ,P) ˘ RH (T ,P • 5.5)¡ RH (T ,5.5). b) The temperature derivative
of ¢ RH , with TCDW determined from the maximum. d¢ RH /dT jTCDW is the amplitude of the
derivative evaluated at TCDW .

of large curvature on the Fermi surface [215]. Ong also showed that a hole-like surface with

negative curvature appears electron-like in the transport properties. Together these can help

explain the sign-change of NbSe2. As the CDW forms and the Fermi surface reconstructs, the

hole-like surfaces with positive curvature become hole-like surfaces with negative curvature,

which then appear electron-like in the transport properties. This results in a sudden change to

an electron dominated conductivity. Since the Hall conductivity is dominated by regions of large

curvature, i.e. sharp regions of the Fermi surface, the electron-like properties can be reduced

by reducing the sharpness of these points of the Fermi surface, which could lead to continuous

tuning of the electron-like properties. With this in mind, it would seem that pressure can suppress

these large curvature regions of the reconstructed Fermi surface and thus continuously tune the

electron-like properties of RH .

Figure 5.6.c shows the isothermal pressure dependence of RH and two kinks are clearly

visible. The low pressure kink is only seen above 15 K and seems to be a signature of the CDW.

The high pressure kink is seen to lower temperatures and is largely independent of pressure and

occurs at approximately 4.4 GPa. This is the first clear signature of unusual behaviour occurring

at 4.4 GPa and coincides with the end of the CDW phase. However this signature also exists at

20 K, i.e. far above the CDW at this pressure, therefore it must be a separate though intimately

related phenomenon.

Knowing that the temperature dependence of RH saturates outside the CDW, a modified

RH (¢ RH ) was calculated by subtracting RH (5.5 GPa) from all the lower pressure data, i.e.

¢ RH (T ,P) ˘ RH (T ,P • 5.5) ¡ RH (T ,5.5). ¢ RH is therefore a measure of the intrinsic effect

that the CDW has on RH and is shown in figure 5.7.a. In the derivative (d¢ RH /dT ), the CDW

transition is signified by a pronounced peak at TCDW and is shown in figure 5.7.b. Clearly this
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Figure 5.8: a) Amplitude of the derivative peak (d¢ RH /dT jTCDW ) with an empirical power-law
fitted to the data above 3 GPa, which gives a critical pressure of 4.3§0.1 GPa. b) The CDW
phase diagram of NbSe2. TCDW determined from d¢ RH /dT is fitted with a power-law (solid line);
the dotted line extrapolates the power-law fit to zero-temperature with a critical pressure of
4.6§0.1 GPa. The dashed line is a vertical line at 4.4 GPa. Other data are from refs. [157, 188, 199].

peak is a far stronger signature than the hump observed in resistivity measurements and it is

traceable to higher pressures. In fact, by extracting the amplitude of the derivative at TCDW ,

figure 5.8.a shows that this signature is suppressed to zero at 4.3§0.1 GPa, which coincides with

the high pressure kink extracted from the isothermal RH . This implies that the disappearance of

the CDW is correlated with the pressure independent phenomenon at 4.4 GPa.

Figure 5.8.b shows the CDW phase diagram of NbSe2 with TCDW extracted from d½/dT and

d¢ RH /dT compared to other literature, and alongside the kinks determined from the isothermal

RH . TCDW extracted from d¢ RH /dT agrees well with resistivity measurements on the same

sample as well as other data reported elsewhere, however the phase boundary was measured to

higher pressure due to the strength of the signature. TCDW extracted from d¢ RH /dT was fitted

with a power-law and gives a critical pressure of 4.6§0.1 GPa and exponent of 0.57§0.05, however

the signature clearly vanishes at 4.3§0.1 GPa, which corresponds to a lowest temperature of 6.7 K.

It seems unusual that this signature is suppressed to zero so far away from zero-temperature

(20 % of the ambient pressure TCDW ). This combined with the pressure independent feature at

4.4 GPa observed in RH (P) suggests that something unusual occurs at this pressure. I posit that

TCDW drops abruptly at 4.4 GPa due to becoming 1st-order, and as a result the CDW does not

exist beyond 4.4 GPa. Calculations have been able to reproduce the phase boundary below 4.4 GPa

by assuming a linear stiffening of the bare phonon frequency, however the 1st-order transition at

4.4 GPa has not been modelled, though higher order lattice couplings or other electronic effects

could in principle explain the sudden decrease [81].

This seems to directly contradict the X-ray signature observed at 4.6 GPa by Feng et al. [157],

however upon re-analysis the uncertainty obtained encompasses the proposed sudden decrease at
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Figure 5.9: a) Shows the c-axis length of NbSe2 determined by Feng et al , which was used to
extract the critical pressure of the CDW transition. Solid lines are linear fits to the data in
the pressure ranges specified. b) Inset showing the crossing regions for the linear fits. Dashed
vertical lines show the maximum error in pressure, whilst horizontal dotted lines show the largest
discontinuity in the c-axis. Intersections give a critical pressure of 4.6§0.5

0.4 GPa on the value stated
by Feng. The maximum discontinuity in the c-axis length due to a 1st-order transition is 8 pm.
c) The FWHM of the CDW X-ray peak as a function of pressure. Power law fit shows that the
FWHM diverges as the critical pressure is approached, however this divergence stops at the
critical pressure. d) Inset showing the sudden decrease in peak intensity of the CDW X-ray peak.
Linear fit to the 2012 data shows a power-law behaviour, which breaks down at the proposed
critical pressure. Data are from refs. [157, 158].

4.4 GPa. Figure 5.9.a shows the c-axis lattice data used to extract the critical pressure of 4.6 GPa

from the intersection of linear fits over different pressure ranges. Figure 5.9.b shows a zoom of

the intersection between the linear fits, which gives 4.6§0.5
0.4 GPa and thus encompasses 4.4 GPa

where the sudden decrease of TCDW is proposed to occur. Figure 5.9.c shows the full-width-half-

maximum (FWHM) of the X-ray diffraction peak, which is related to the CDW correlation length.

At first glance it appears to be diverging as the critical pressure is approached, which would

indicate a QCP [157]. However later data show that the divergence ceases and indicates that

there is no QCP, which could be explained by the 2nd-order transition becoming 1st-order [158].

Figure 5.9.d shows the normalised intensity of the CDW diffraction peak. In this case, there is

a sudden decrease in intensity at 4.6 GPa by approximately two orders of magnitude, which no

longer follows the power-law behaviour observed at lower pressures. Both the loss of divergence

and sudden decrease in X-ray intensity could indicate a change in nature of the phase transition

from a 2nd-order transition to a weakly 1st-order transition. Since Feng et al. also show that the

a-axis parameter decreases linearly with pressure with no indications of a discontinuity [157], the

maximum volume change associated with this 1st-order transition is constrained by the change in

the c-axis lattice parameter. This is extracted in figure 5.9.b to be 8 pm and corresponds to a 0.7 %

volume change. Despite first appearances, all of this evidence does not exclude the possibility of a
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1st-order transition and in some cases supports this hypothesis. Furthermore weakly 1st-order

transitions have been observed in other TMD compounds, such as TiSe2 [143], TaSe2 [159], and

TaS2 [216], though these phase transitions relate to commensurate-incommensurate transitions

which are not observed in NbSe2.

In summary, the CDW phase boundary has been traced to higher pressures than previous

transport measurements. From this the CDW is suppressed entirely at 4.4 GPa where it coincides

with another pressure independent phenomenon, which causes TCDW to suddenly decrease to

zero-temperature by becoming 1st-order. This interpretation is not excluded by previous X-ray

measurements that propose a QCP is present, and in fact actually support this hypothesis. By

becoming 1st-order at high pressure, quantum critical enhancements (e.g. in the zero-field resis-

tivity) are avoided. What remains unclear at this point is the nature of the pressure independent

phenomenon at 4.4 GPa that causes TCDW to decrease rapidly.

5.2.2 Superconductivity

At ambient pressure, superconductivity arises at 7.2 K in NbSe2 and T c increases with pressure.

One key feature of superconductivity is that it is suppressed when an external magnetic field is

applied, which was used to extract T c as a function of applied field. For these measurements, the

temperature was varied between 5 K and 10 K in a fixed magnetic field. Each resistivity curve was

normalised by the value of the resistivity at 9 K, from which T c was extracted from the 10 % value

of the resistivity. This was done because broad humps arising at the onset of superconductivity

obscured the superconducting behaviour, as shown in figure 5.10. Negative resistivity was also

observed in the vicinity of zero-resistivity. Both the broad humps and negative resistivity are

artefacts that occur due to the current path shifting under pressure and in a magnetic field. The

magnetic field forces charged carriers to circulate around field lines, which can force carriers

through resistive and superconducting regions and cause the resistance to briefly increase within

superconducting transitions. Pressure effects arise due to pressure gradients forming across the

sample, which can locally affect the superconducting properties. Pressure can also affect the

contacts to the sample, which can modify the position at which the current is injected. As a result

of both of these factors, the current can reverse direction giving rise to negative resistivity.

Figure 5.11.a shows the extracted values of T c and H c2 across the pressure range. In the

ranges measured, H c2 varies linearly with T c, as expected for a Fermi surface composed of

strongly coupled cylinders [60]. This is used to extract the zero-field T c from the x-intercept

and dH c2/dT jT c from the gradient. Figure 5.11.b shows that T c increases with pressure before

saturating at approximately 8.5 K at 4.4 GPa. However, T c begins to decrease at 5.5 GPa forming

what appears to be a dome-like structure about 4.6 GPa, which corresponds to the QCP of the

CDW in literature [157]. However, this is only an artefact of the glycerol pressure medium freezing

at 5.5 GPa. When compared with magnetic susceptibility data obtained with an argon pressure

medium (grey squares), T c agrees well with resistivity measurements up until 5.5 GPa whereupon

105



CHAPTER 5. NbSe2

Figure 5.10: The superconducting transitions of NbSe2 at multiple applied magnetic fields and
pressures. All curves have been scaled by the resistivity value at 9 K at the given field. The
dashed line corresponds to the 10 % value of the normal-state resistivity.

T c is not suppressed [81]. This lack of suppression is due to the hydrostatic limit of argon being

9 GPa [78, 79] instead of 5.5 GPa for glycerol [79]. Previous uniaxial pressure measurements

have shown that compressive strain applied along the c-axis suppresses T c in NbSe2 [217]; this

corresponds precisely to the situation of a pressure medium losing hydrostaticity, and since

the c-axis of the NbSe2 sample is parallel to the axis of the pressure cell, uniaxial compression

is applied along the c-axis above 5.5 GPa. Importantly, this shows that the superconducting

properties of NbSe2 are very sensitive to hydrostatic conditions.

This sensitivity to hydrostatic conditions could help explain the variability in the pressure

dependence of T c throughout the literature. Other literature data are also shown in figure 5.11.b,

which largely do not agree with the data obtained in this thesis, or with each other for that matter.

The two most comparable data were obtained by Suderow et al. and Smith et al , but neither data

agree with the observed dependence of T c presented here. Smith comments on quasi-hydrostatic

measurements with their pressure cells [201], which could affect superconductivity as shown

above. Suderow used a methanol/ethanol mixture [189], which is known to provide hydrostatic

conditions to 10.5 GPa so this should not lower T c [79, 82]. Neither authors comment on the RRR

of their samples, but since superconductivity has been shown to be suppressed by impurities in

NbSe2 [196, 204], this could imply that their samples were lower quality. Chu et al. were the only

authors to state a RRR for their crystals, which was 30 and is relatively low. Overall the large

variation of T c across literature is probably due to a range of RRR and non-hydrostatic effects

from different pressure media.

What is clear is that the T c measurements presented here performed on the same batch of

high quality NbSe2 crystals (RRR=64) agree up to 5 GPa, with the susceptibility measurements

showing that T c saturates above 4.4 GPa and coincides with the sharp decrease in TCDW [81].

At lower pressures, T c increases due to an increase in available density of states at the Fermi

energy due to the CDW gap shrinking with increasing pressure, which has been well modelled in

calculations [81]. Above 4.4 GPa, the CDW no longer exists thus there is no longer an increase in

density of states available to superconductivity and T c saturates. If the CDW remained 2nd-order,

one might expect an enhancement in superconductivity about the QCP but this is not observed.
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Figure 5.11: a) H c2 versus T c, as extracted from the 10 % value of the normalised resistivity.
From linear fits, the zero-field T c and dH c2/dT jT c were extracted. b) T c versus pressure presented
alongside other measurements from literature measured by resistivity (½) and magnetic suscepti-
bility (Â). The power-law phase boundary of the CDW (solid line) is shown alongside the vertical
dashed line at 4.4 GPa. Other data are from refs. [81, 189, 199–202] in the order presented.

Figure 5.12.a shows the behaviour of dH c2/dT jT c, which was also extracted from the linear

fits in figure 5.11.a. dH c2/dT jT c quickly decreases until 3 GPa whereupon the rate of decrease

slows before a sharp decrease at 4.4 GPa. The observed linear behaviour with no indications

of positive curvature is indicative of a single, strongly coupled band dominating the behaviour

of H c2 [197]. Ambient pressure calculations of H c2 in NbSe2 have shown that the temperature

dependence of H c2kc can be accurately described by a Fermi surface consisting of only strongly

coupled Nb cylinders [60]. In the vicinity of the zero-field T c for a single-band BCS superconductor,

T c and dH c2/dT jT c can be used to calculate vF using equation 2.67, and vF is shown in figure

5.12.b. Below 4.4 GPa, vF varies linearly and agrees well with the strong band vF extracted by

Suderow et al. from a two-band model [189]. Above 4.4 GPa, there is a sudden discontinuous

increase of 6 % over a 0.2 GPa interval. vF is determined by the topology of the Fermi surface and

is therefore sensitive to the energy landscape of the Fermi surface. Therefore, the continuous

increase below 4.4 GPa is naturally associated with the continuously shrinking CDW gap, and

the sudden increase at 4.4 GPa is then caused by the sudden collapse of the CDW gap and is

yet another indicator of the sharp decrease in TCDW . The sensitivity of vF to the presence of the

CDW seems to be because the strongest coupled superconducting band, as determined by Valla et

al. [198], corresponds to the inner K -cylinder where the CDW gap is observed. As a result, this is

the strongly coupled band that dominates the properties of H c2 but it is also intimately coupled

to the CDW.

It has been argued that T c saturates above 4.4 GPa because superconductivity takes all

of the available density of states once the CDW is suppressed. To take this one step further,

superconductivity gapping the entire Fermi surface prior to the formation of the CDW could cause
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Figure 5.12: a) dH c2/dT jT c versus pressure, which was extracted from linear fits. The dashed line
at 4.4 GPa marks a sudden decrease in dH c2/dT jT c. b) vF versus pressure, which was calculated
from T c and dH c2/dT jT c. The dashed line at 4.4 GPa marks a sudden increase in vF . Other data
are from ref. [189].

the significantly weakened CDW to become unstable. Therefore this could affect the formation

of the CDW and cause TCDW to suddenly decrease, which would provide a mechanism for the

sudden destruction of the CDW as TCDW is suppressed below T c. However, this is not occurring

for two reasons. Firstly, as the phase boundary is determined from RH at 10 T, which is far

above H c2(0K ), superconductivity does not exist and thus could not affect the CDW at this field.

However, this is not necessarily true in the zero-field limit.

To show that superconductivity does not destroy the CDW at low fields, suppose that T c was

suppressed below TCDW by applying a magnetic field. This would cause the CDW to reform for

TCDW >T c, and assumedly TCDW would continue following the power-law extrapolation, as the

CDW is unaffected by magnetic fields [218]. Due to the sensitivity of dH c2/dT jT c to the strong

coupling band, this reformation of the CDW would be observable in H c2 vs T c as a kink at

T c=TCDW , with two distinct gradients (values for dH c2/dT jT c) on either side. Therefore the lack

of this kink above 4.4 GPa would be indicative of the CDW not reforming, and it would clearly

confirm that superconductivity does not destroy the CDW.

This signature, or lack thereof, is observable in figure 5.11.a by looking at the 4.5 GPa data.

From the power-law fit of TCDW at 4.5§0.1 GPa, TCDW is between 6.67 K and 3.25 K. From the

upper value, a magnetic field greater than 0.66 T would suppress T c below TCDW . Thus a kink

and two distinct gradients above and below 0.66 T would be visible if the CDW reformed between

6.67 K and 5 K. However, this is not observed and within error dH c2/dT jT c is constant over the

measured temperature and field range, thus the CDW transition is constrained to be less than

4.5§0.1 GPa or lower than 5 K. Either way, the transition must be sharper than the power-law

suggests and indicates that TCDW suddenly decreases at 4.4 GPa. Overall, this means that the

sudden decrease of TCDW at 4.4 GPa is not driven by superconductivity.
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The interplay between the CDW and superconductivity in NbSe2 is complicated, but the

measurements presented here elucidate the relationship between these two phases. Previously,

the decrease in TCDW was shown to be driven by a stiffening CDW phonon and is not suppressed

by superconductivity, however the rise in T c is driven by the gain in density states released from

the shrinking CDW gap with pressure [81]. Thus there is one-sided competition for the same

density of states, but in the sense that superconductivity scavenges what it can get from the

CDW and does not detrimentally affect the CDW in order to attain more. Above 4.4 GPa, T c

saturates as there are no more density of states to scavenge as the CDW has been completely

suppressed. Quantum critical enhancements of T c are avoided since there is no QCP, as the

CDW becomes 1st-order at 4.4 GPa. The decrease in TCDW at 4.4 GPa must be sharp as the

reformation of the CDW is not observed in dH c2/dT jT c, which is further supported by a large

change in vF as the CDW gap on the strong coupling sheet suddenly collapses. Finally, the sudden

decrease in TCDW is not caused by superconductivity destroying the CDW. Though the interplay

between superconductivity and the CDW has been clarified, the mechanism causing the sudden

destruction of the CDW still remains unknown.

5.2.3 Magnetotransport

Thus far the static field properties have been investigated to determine the phase diagram and

the superconducting properties of NbSe2. Now we will investigate the properties of the electrical

carriers by varying the applied magnetic field. Previous measurements on NbSe2 at ambient

pressure showed several unusual features in the magnetotransport properties such as: linear MR

[211], violations of Kohler scaling [219], and a strongly field dependent RH with minima [211].

Of course at ambient pressure, it is natural to assume that these phenomena occur due to the

CDW, and indeed the mechanism behind these phenomena was believed to be driven by magnetic

breakdown across the CDW gap [211]. Since the CDW phase diagram has been determined, we

can use hydrostatic pressure to suppress the CDW and investigate regions of the phase diagram

where the CDW no longer exists. This allows us to conclusively determine the role of the CDW.

5.2.3.1 In-plane magnetoresistance

Figure 5.13 shows the MR at several pressures and temperatures across the phase diagram: at

low pressure (1.6 GPa) where the CDW exists below 26.4 K; an intermediate pressure (3.8 GPa)

where the CDW exists below 12.6 K, and high pressure (5.5 GPa) where the CDW does not exist at

any temperature. The insets show d½xx/dB, which by fitting the high-field behaviour (above 10 T)

with straight lines, the linear and quadratic coefficients of the MR (® and ¯ ) can be determined

from the y-intercept and half the gradient respectively. This can be used to characterise the

crossover between linear and quadratic MR . At low pressure, the MR is linear with a small

quadratic component, which can be seen from the small gradient of the line and the non-zero

intercept in figure 5.13.b. This linear MR was observed at ambient pressure and believed to
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be caused by magnetic breakdown across the CDW gap [211]. At 3.8 GPa, the CDW has been

suppressed to temperatures below 12.6 K, yet linear MR is still observed at 15 K and above, thus

this cannot be caused by magnetic breakdown across the CDW gap. Interestingly, d½xx/dB at 10 K

and 3.8 GPa, which lies within the CDW phase, has a maximum and a large negative gradient

at high fields, which implies a MR with a negative quadratic coefficient which is not common.

Beyond the CDW at 5.5 GPa, the MR appears to be more quadratic, as d½xx/dB shows a large

positive gradient with a small intercept.

Figure 5.13: MR of NbSe2 at a) 1.6 GPa, c) 3.8 GPa, and e) 5.5 GPa. Insets show d½xx/dB at 10 K
and b) 1.6 GPa, d) 3.8 GPa (also shows 15 K), and f) 5.5 GPa with solid lines being guides to the
eye.

Figure 5.14.a shows the pressure dependence of ® for temperatures below 30 K and shows

that ® gradually diminishes to a small value as the pressure is increased. Figure 5.14.b shows

the corresponding contour plot with the CDW phase boundary, and what is clear is that the

diminishing value of ® corresponds to NbSe2 being in the non-CDW state. Previous linear MR

models have shown that scattering from CDW hotspots and soft-phonons can give rise to linear

magnetoresistance [220–222], alongside sharp corners of the Fermi surface that can result in

large scattering angles being generated [223]. Either of these scenarios are a possible explanation

of the linear MR . However, figures 5.13.c and 5.13.d clearly show that the MR also retains a

linear component outside of the CDW, thus this cannot solely be the explanation for the linear

magnetoresistance.

Figure 5.15.a shows the pressure dependence of ¯ for temperatures below 30 K. Though

the error bars are large, particularly at low pressure, ¯ is negative/small at low pressure and

temperature, which as noted before is unusual and not possible within a semi-classical MR model.

At intermediate pressures and temperatures above TCDW , ¯ is approximately zero as shown

in figure 5.13.d by the flat d½xx/dB, whilst at high pressure and low temperature ¯ becomes

positive. This is more clearly shown in figure 5.15.b, though keep in mind that the large error bars

are not shown. The negative quadratic MR is seen strictly within the CDW though ¯ remains

small and almost zero outside the CDW until at high pressure and low temperature where it

becomes positive. This helps explain the linear MR observed above the CDW, since although
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Figure 5.14: a) The pressure dependence of the high-field linear component of MR from linear
fits to d½xx/dB. b) Contour plot showing ® with the CDW phase boundary.

® has diminished greatly, ¯ is approximately zero thus the linear term still dominates. What

remains unclear is the mechanism that gives rise to a negative ¯ , as well as why ¯ remains so

small outside of the CDW for a broad range of pressures and temperatures.

The positive value of ¯ is only observed at pressures above 4.4 GPa, but this pressure also

demarcates the suppressed ¯ region and the positive ¯ region in what looks like a half-funnel.

Though it has been observed that there are several experimental signatures occurring at 4.4 GPa,

this is the first indication that there is an extended high temperature region bounded by the

CDW and 4.4 GPa. At this point, I propose that this region is solely occupied by the pseudogap

that is observed in ARPES at ambient pressure [170]. In essence, the pseudogap always precedes

the CDW state thus it follows the CDW phase boundary from above. Furthermore, I propose that

the pseudogap temperature (T ⁄) predicted from mode-mode-coupling calculations [192] also has

a pressure dependence that decreases rapidly at 4.4 GPa. Assuming that the pseudogap always

precedes the CDW in NbSe2, perhaps the CDW cannot exist without it. In this case, once the

two phase boundaries collide, TCDW would decrease rapidly alongside T ⁄ to zero-temperature

at 4.4 GPa, as the CDW cannot exist without the precursor pseudogap state. This also explains

the observed linear MR outside of the CDW, as the pseudogap still provides sharp regions of the

Fermi surface where large scattering angles can be generated.

Attempts were made to analyse the MR using a quadrature model, as described by

½(B) ˘ ½0 ¯ ¯ B2 ¯
p

1¯ b2B2 , (5.1)

where b is a characteristic field describing a cross-over from quadratic to linear magnetoresistance.

Semi-classically, ¯ should always be positive as observed in multi-band carrier models, but this

was not observed in NbSe2. The negative values of ¯ alongside the pronounced hump observed in

d½xx/dB at 10 K and 3.8 GPa have no clear explanation within this quadrature model. However, by

111



CHAPTER 5. NbSe2

Figure 5.15: a) The pressure dependence of the high-field quadratic component of MR from linear
fits to d½xx/dB. b) Contour plot showing ¯ with the CDW phase boundary and a vertical line at
4.4 GPa.

using a parallel-quadrature model ¯ is no longer negative and the hump in d½xx/dB is described.

The model used is given by,

1
½(B)

˘ 1
a ¯ ¯ B2 ¯ 1

c¯ d
p

1¯ b2B2
, (5.2)

where c and d are positive constants and a is given by

a ˘ (c¯ d)½(0)
(c¯ d)¡½(0)

, (5.3)

with the constraint (c¯ d ¨ ½(0)) so that a is positive and does not diverge. Though this model no

longer predicts negative ¯ and describes the hump in d½xx/dB, the physical meaning of b as a

crossover field is lost, whilst the meanings of c and d are less clear and the contributions to the

resistivity are harder to disentangle. As a result, this model was not pursued further.

MR is also related to universal scaling behaviour, which when obeyed or disobeyed yields

information on the subtle behaviour of the material. Kohler scaling is arguably the most well

known scaling relationship, and the corresponding Kohler plots should be independent of temper-

ature. This occurs when there is a single charge carrier with a temperature independent carrier

density, and an isotropic scattering time across the Fermi surface [28]. Figure 5.16 shows the

Kohler plots of NbSe2 at several pressures and temperatures, and they all show violations of

Kohler scaling since the curves do not overlay. At ambient pressure, the CDW was assumed to be

the main driving force behind the violations [219], since the CDW must introduce electron-like

carriers to explain the sign-change in RH . This loss of holes and gain of electrons clearly shows

that the carrier density is not constant. In addition to this, the formation of the CDW would

also change the scattering time across the Fermi surface via hotspot scattering, which would

also lead to a violation. At 3.8 GPa and temperatures warmer than 12.6 K, the CDW no longer
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exists and as such any CDW driven mechanisms cannot be the sole cause of the Kohler scaling

violation. In light of the hypothesised pseudogap existing in this region, the Kohler violation

could be explained by the pseudogap affecting the scattering time, or by the pseudogap affecting

charge carrier concentrations by destroying parts of the Fermi surface. The 5.5 GPa data also

show Kohler scaling violation, which is surprising since this region of the phase diagram is

beyond the CDW and pseudogap phases, thus the previous arguments do not apply here. In this

case the violation is due to multiple carriers being present.

Figure 5.16: Kohler plots of NbSe2 at a) 1.6 GPa, b) 3.8 GPa, and c) 5.5 GPa, which all show Kohler
scaling violation.

Overall, the MR remains complicated without the CDW, though it is clear that magnetic

breakdown across the CDW gap cannot be the sole mechanism behind the linear MR . Hotspot

scattering and sharp regions of the Fermi surface have a clear origin within the CDW, but sharp

regions of the Fermi surface could persist outside of the CDW via the pseudogap, thus this

remains a more robust mechanism to give rise to the linear MR . Furthermore it seems that

the pseudogap phase suppresses the quadratic component of the MR , which can only dominate

once the pseudogap has been completely suppressed above 4.4 GPa. Despite the distinct lack of

phenomena that could affect the scattering time or carrier densities at high pressure, Kohler

scaling is still violated. This indicates that there are multiple carriers still present, which will be

addressed in the coming sections.

5.2.3.2 Hall effect

A field dependent RH has been observed in NbSe2 at ambient pressure and was believed to be

caused by magnetic breakdown across the CDW gap [211]. Figure 5.17 shows the field dependent

RH at three pressures across the phase diagram. The 1.6 GPa data show a strongly field dependent

RH and minima below 25 K, as one would expect since these temperatures are below TCDW thus

are similar to the ambient pressure data in this respect. At 3.8 GPa, the 5 K and 10 K data still

show a field dependent RH and minima, which is expected since these temperatures are also

below TCDW . However, both the 15 K and 20 K data show these same features despite being
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outside the CDW phase, therefore the field dependence and minima cannot be caused by magnetic

breakdown across the CDW gap.

RH at 5.5 GPa shows no field dependence or minima (except for superconductivity at 5 K) and

is positive for all temperatures, which indicates hole-like carriers are dominant. However, this

coupled with the observation of Kohler scaling violation at all pressure also indicates that there

are multiple carriers vying for dominance. Conventionally, it is argued that holes compete with

electrons in a two-band model, however in terms of the non-reconstructed Fermi surface of NbSe2

there are no electron-like surfaces thus this cannot be the case. In this case, at least two holes of

comparable mobilities and carrier densities are needed to explain the high pressure behaviour of

RH and Kohler scaling violation.

Figure 5.17: The field dependence of RH for NbSe2 at a) 1.6 GPa, b) 3.8 GPa, and c) 5.5 GPa.

Since RH is calculated from ½xy, ½xy reproduces the features seen in RH such as a strong

field dependence at low pressure, as can be seen in figure 5.18. However, what becomes clearer in

figure 5.18.b at 3.8 GPa and 10 K is that it is possible to observe two sign changes in ½xy, which is

emphasised in figure 5.18.c. This is an important observation as it immediately implies at least

three distinct charge carriers, and from the order of the sign changes there must be two holes and

one electron. We can also see that one of the holes has a high mobility since it is quenched at a low

field. The electron must also have a high mobility, though smaller than the mobility of the first

hole, as it is quenched at a slightly higher field. Finally, the second hole has a much lower mobility

as it dominates at higher fields. From RH and Kohler violation at high pressure, we know that

there must be two holes, and from the sign-change of RH at low pressure there must also be

electrons. The double sign-change of ½xy clearly demonstrates that there is a crossover region

where at least three carriers are relevant and vying for dominance of the transport properties.

In summary, much like the anomalous behaviour observed in the MR that was believed to

be caused by the CDW, anomalous behaviour in RH and ½xy has been observed in regions of the

phase diagram where there is no CDW. Though the CDW is responsible for some of the behaviour,

for example the sign change of RH at low pressure, it cannot be the sole cause of all the anomalous

behaviour and another explanation is required. Features from RH and ½xy strongly suggest that

at least three carriers are required to explain the observed phenomena, which will be pursued in
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Figure 5.18: ½xy of NbSe2 at a) 1.6 GPa, b) 3.8 GPa, and d) 5.5 GPa. c) Inset containing a magnified
view of the 3.6 GPa, 10 K data between 0 T and 6 T.

the coming sections.

Though similar to NbSe2, underdoped cuprates have not to the best of my knowledge shown

a strongly field dependent RH that results in multiple sign-changes [208–210, 224–226]. One

notable exception is Y-123-II (p=0.10), which shows an upturn at high-field and temperatures

below 30 K that could result in another sign-change [209]. In the same compound at 30 K, RH

saturates at zero above 40 T, which is certainly interesting and indicates that an electron and

hole must have similar mobilities and carrier densities to balance each other perfectly [209].

However despite these signatures, a two-band carrier model has only been applied to Y-124 in

the cuprates, which has been used to explain the distinct lack of hole-like surfaces in quantum

oscillations and provides strong evidence of Fermi surface reconstruction in this system [227].

In recent years several iron-based superconductors have exhibited either strongly field

dependent RH and ½xy, linear MR , no Kohler scaling, or a combination of the three, which has

led several authors to resort to multi-band models to explain the unusual behaviour [32, 33, 228–

231]. Work by Huynh et al. on FeSe and Ba(FeAs)2 has described these systems using mobility

spectrum analysis and accounted for multiple carriers [32, 33]. By following the work of Huynh,

though not treating the mobility as a spectrum, a multi-band model is employed to explain the

anomalous magnetotransport properties.

5.2.4 Multi-band analysis

At the outset, it is important to outline some clear requirements for the multi-band model. The

main requirement is that the model should show the drastic changes to the Fermi surface, which

are known to occur in NbSe2 due to the CDW and expected for the pseudogap; this should show

itself as large changes in the carrier densities of holes and electrons. Hole-like Fermi sheets

should show reductions in carrier densities when sheets are destroyed by the opening of gaps.

Electron-like surfaces should show enhancements in carrier density as the Fermi reconstructs

within the CDW. The model should also justify the unusual transport characteristics observed,

which appears to be due to emergent behaviour from the complex interplay between carriers.
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5.2.4.1 Decomposition of conductivities

Following the procedure outlined in section 2.1.6, the longitudinal conductivity (¾xx) and trans-

verse conductivity (¾xy) were decomposed into hole contributions (X p and Yp) and electron

contributions (X n and Yn ). These decompositions were then fitted to yield the number of carriers

and the corresponding carrier densities and mobilities. Examples of the decompositions are shown

in figures 5.19 and 5.20.

Figure 5.19: a) The normalised conductivities determined from resistivity data measured at
5.5 GPa and 10 K up to 14 T. ¾xx and ¾xy are decomposed into hole (X p and Yp) and electron (X n

and Yn) contributions using fits to the data (black lines). b) and c) show X p and X n decomposed
into two hole conductivities (X h1 and X h2) and two electron conductivities (X e1 and X e2), which
were used to determine carrier densities and mobilities for each carrier. The vertical black line is
at 14 T and was the maximum field applied, and as a result the decompositions were not fitted
beyond this field. However fits were extrapolated beyond this field to show quenching of the
carriers. The dotted line is a guide to the eye using a one-band model.

Starting at high pressure, it can be seen in figure 5.19.a that X p is over a factor of 10 larger

than X n and indicates that holes are the dominant carrier at this pressure; this can also be

seen in the sign of ¾xy. Both of the individual hole and electron conductivities were further

decomposed into two hole and two electron components, which are shown in figures 5.19.b and

5.19.c, since the high field conductivity of X p or X n were not described by a single-carrier. This is

clearly seen as the discrepancy between the single-band model for both X p and X n . For X p, this

discrepancy is smaller and is reasonably well described by the single-carrier model, but based on

other measurements and the same analysis at lower pressures two holes are required. For X n ,

there is clearly a large discrepancy between X n at high fields and the one-band model, which is

signified by the double-shoulder feature caused by the very different mobilities of the carriers.

The inverse mobility of a carrier (¹ ¡1) defines a characteristic field for the suppression of

the conductivity, with 1¹ ¡1 being the field to suppress the conductivity of a carrier by a half. As

a result, higher mobility carriers have their conductivity suppressed at lower fields until they

quench, whilst low mobility carriers remaining largely unaffected until very high fields. This

combined with the zero-field conductivity of a carrier (¾0) determines how significant a certain

carrier is to the total conductivity at a given field.
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When the same analysis is performed at low pressures, several important changes occur to

the charge carriers. Firstly, the total conductivity is dominated by electrons, as shown in figure

5.20.a by X n being larger than X p, which is expected since RH becomes negative at low pressures

due to the CDW. Secondly, the magnitude of ¾0
h1 has decreased by a factor of 10 and is now the

carrier that contributes the least to the total conductivity. Since ¹ h1 increases, ¾0
h1 can only

decrease due to a significant reduction in the carrier density. Since the CDW is present at this

pressure, this is the first indication of a hole-like Fermi surface being considerably destroyed by

the opening of the CDW gap. Finally, both X p and X n now show a double-shoulder structure, as

shown in figures 5.20.b and 5.20.c, which reinforces the need for a four-band model to totally

describe NbSe2.

Figure 5.20: a) The normalised conductivities determined from resistivity data measured at
1.6 GPa and 10 K up to 14 T. ¾xx and ¾xy are decomposed into hole (X p and Yp) and electron (X n

and Yn) contributions using fits to the data (black lines). b) and c) show X p and X n decomposed
into two hole conductivities (X h1 and X h2) and two electron conductivities (X e1 and X e2) respec-
tively, which were used to determine carrier densities and mobilities for each carrier. The vertical
black line is at 14 T and was the maximum field applied, and as a result the decompositions were
not fitted beyond this field. However fits were extrapolated beyond this field to show quenching
of the carriers. The dotted line is a guide to the eye using a one-band model.

Both the unnormalised longitudinal and transverse conductivities were then simultaneously

fitted using the carrier densities and mobilities extracted from the decompositions as starting

parameters, with some examples shown in figure 5.21. This procedure was applied at several

pressures and temperatures to extract the pressure and temperature dependencies of the carrier

densities, mobilities, and zero-field conductivities for all four carriers.

Of course this procedure had some issues, and the first is that in some cases the initial

fitting did not converge and as a result the decompositions could not be generated. This occurred

in two key locations of the phase diagram: at low pressure and high temperature, and at low

temperature between 3.7 GPa and 4.3 GPa. As the temperature increased, the mobilities of the

carriers decreased, which caused the overall conductivity to decrease and flatten, as can be seen

in figure 5.21. This made it increasingly difficult to fit the conductivity at high temperature, which

is why no temperatures above 30 K were fitted. However at low pressure, the fitting procedure
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Figure 5.21: The unnormalised ¾xx and ¾xy at several temperatures at a) 1.6 GPa and b) 5.5 GPa.
The data are fitted using the carrier densities and mobilities from the decompositions as starting
values.

was further complicated by the CDW and as a result did not converge at 30 K. Between 3.7 GPa

and 4.3 GPa at 10 K represents the end point of the CDW phase, and as a result, the Fermi

surface may be poorly defined and the assumption of four distinct carriers with well-defined

mobilities may no longer be true and thus require a spectrum of mobilities.

5.2.4.2 Carrier densities

From the multi-band fits, the carrier densities of the four carriers were extracted as functions

of pressure and temperature, and are shown in figures 5.22.a through to 5.22.e. The vertical

lines show PCDW (T ) at the given temperature, which correspond to the pressures shown in figure

5.22.f. Addressing each carrier in turn, figure 5.22.a shows that ph1 rapidly decreases by three

orders of magnitude as the CDW is entered from high pressure, which is a clear representation of

the destruction of a hole-like Fermi surface as the CDW gap opens. Once inside the CDW, ph2

increases which represents the reformation of regions of the hole-like Fermi surface and is at

first unexpected. However this increase in ph1 within the CDW appears to be a robust feature, as

it is observable at 15 K and 20 K, as shown in figures 5.22.b and 5.22.c. The sudden decrease in

ph1 is also a robust feature, however at higher temperatures it appears as a broad minimum and

always precedes the formation of the CDW. Figure 5.23.a further illustrates the large reduction

of ph1 outside the CDW followed by a slight increase within the CDW. What becomes clearer is

that the broad minimum observed is actually a half-funnel bounded by the CDW phase boundary

and 4.4 GPa.

This is a much clearer signature of the pseudogap region that forms above the CDW than

what was observed in the quadratic coefficient of the MR . ph1 even captures the fact that the

pseudogap region has a larger gap that destroys more of the Fermi surface than the highly

118



5.2. RESULTS AND DISCUSSION

Figure 5.22: The carrier densities of the four carriers as a function of pressure from a) 10 K to e)
30 K. Vertical solid lines represent PCDW (T ) for a given temperature. f) schematically shows the
constant temperature slices (horizontal dashed lines) through the CDW phase boundary and the
corresponding PCDW (T ) (vertical solid lines).

localised CDW, as ph1 clearly increases within the CDW as a part of the Fermi surface reforms

when the pseudogap on the inner K -barrel is replaced by the CDW. Naturally, ph1 seems to

represent the K -barrels of the Fermi surface based on the behaviour in the CDW, pseudogap,

and high pressure phases. Figures 5.22 and 5.23.b show that ph2 is largely unaffected by the

CDW. As a result it is natural to associate ph2 with the ¡ -barrels, as the CDW and pseudogap

only affect the K -barrels.

Figures 5.22 and 5.24.a show that n e1 is largely unaffected by the CDW, which implies

that it is not generated by reconstruction of the Fermi surface thus it should be observed in

bandstructure calculations. Previously there has been contention over the outer barrels of the

Fermi surface (both K and ¡ ) being electron-like. However this band would also be affected by

the pseudogap, as this opens on the outer K -barrel, and should result in a similar loss of carrier

density as observed in ph1; clearly this is not observed. The only remaining surface predicted

corresponds to the Se-pancake, however this has been consistently described as hole-like, and

despite the inconsistencies between quantum oscillations and predictions for this sheet, these

would not change the carrier character of the sheet. As a result, the origin of n e1 is unclear.

Figures 5.22 and 5.24.b show that n e2 is small outside of the CDW and is enhanced inside of

it. This is expected for electron-like carriers being generated due to Fermi surface reconstruction

via Ong’s geometric argument [215]. Based on this argument, these generated electrons should
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Figure 5.23: The contour plots of a) ph1 and b) ph2 as functions of both pressure and temperature.
a) and b) contain the fitted phase boundary of the CDW determined from RH . a) contains a
vertical line at 4.4 GPa. White regions represent conductivities that could not be fitted.

Figure 5.24: The contour plots of a) n e1 and b) n e2 as functions of both pressure and temperature.
a) and b) contain the fitted phase boundary of the CDW determined from RH . White regions
represent conductivities that could not be fitted.

have a carrier density of zero outside of the CDW, however this model cannot practically predict

zero carrier density without fine-tuning of the parameters. The best it can show (as will be

shown later) is that the zero-field conductivity relative to the other carriers is far smaller and is

therefore negligible.

5.2.4.3 Mobilities

Figure 5.25 shows the pressure dependence of the mobilities for the four carriers at several

temperatures. ¹ h1 is consistently the largest mobility with only ¹ e2 being similar at high pressure

and low temperature. Outside the CDW, ¹ h1 is relatively small compared to the low pressure

120



5.2. RESULTS AND DISCUSSION

values and is largely independent of temperature. However as the pressure is decreased, ¹ h1

shows a large increase about 4 GPa, as shown in figures 5.25.a and 5.25.b, and then remains

large within the CDW. These two regions are more clearly seen in figure 5.26.a.

Figure 5.25: The mobilities of the four carriers as a function of pressure from a) 10 K to e) 30 K.
Vertical solid lines represent PCDW (T ) for a given temperature.

From equation 2.7, the mobility is proportional to ¿ and inversely proportional to m⁄, therefore

the enhancement about 4 GPa is either caused by a decrease in m⁄ or an increase in ¿. It is

potentially both, as it has already been shown in figure 5.5.b that phonon scattering reduces

towards the end of the CDW, thus ¿ should increase as the pressure is increased. It has also

been shown that a rapidly decreasing mass through the CDW transition is not unreasonable, as

this was observed in TiSe2 which is also a TMD possessing a CDW that can be suppressed with

pressure. However in the case of TiSe2, this arose due to a sheet disappearing and a different

sheet appearing with a lower mass. A similar scenario could occur in NbSe2 with the inner K -

barrel once the CDW is completely suppressed. As a result, a sudden decrease in mass probably

explains the strong enhancement of ¹ h1 about 4 GPa as the CDW phase boundary is traversed,

whilst the gradual increase in ¿ explains the gradual enhancement of ¹ h1 within the CDW.

The sudden decrease in mass also indicates that the mass of carriers is not being enhanced by

quantum critical fluctuations and further supports the lack of a QCP in NbSe2.

At high pressure, ¹ h1 shows a large decrease beyond 4.4 GPa, which must be due to a large

decrease in ¿, since it is unlikely for the effective mass to suddenly increase after decreasing

through the CDW transition. The decrease corresponds to the end of the pseudogap regime, thus
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Figure 5.26: The contour plots of a) ¹ h1 and b) ¹ h2 as functions of both pressure and temperature.
a) and b) contain the fitted phase boundary of the CDW determined from RH . White regions
represent conductivities that could not be fitted.

the large decrease in ¿ is driven by a large increase in the number of scattering events caused by

the reformation of the K -barrels of the Fermi surface. This can be thought of by modelling the

total scattering time as being composed of two scattering times according to Matthiessen’s rule,

i.e.
1
¿

˘ 1
¿KO

¯ 1
¿KK

. (5.4)

Since ph1 describes the K -barrels, ¹ h1 describes scattering events involving the K -barrels, and

with this in mind, ¿KK describes scattering events from the K -barrels to other regions of the

K -barrels, whilst ¿KO describes scattering events from the K -barrels to other regions of the Fermi

surface. Fermi’s golden rule states that the scattering time (¿i f ) between an initial and final state

(ji i and j f i) is given by

¿i f ˘ ~

2¼jh f jH 0 ji ij2 ½f (E F )
, (5.5)

where ½f (E F ) is the density of states of the final state evaluated at the Fermi energy, and H 0 is

the perturbed Hamiltonian describing the system. Thus equation 5.5 shows that a large decrease

in ¿KK can be driven by a large gain in density of states as the K -barrels reform beyond the CDW

and pseudogap, which in turn drives the large decrease in ¹ h1.

Similar logic can be applied to ¹ h2, however the large reduction occurs inside of the CDW,

which is the opposite scenario of ¹ h1 and thus cannot be explained by a large reduction in the

density of states; in fact the reduction has to overcome the reduction in the density of states.

As m⁄ is not expected to change drastically, since the ¡ -barrels are not affected by the CDW

or pseudogap, the decrease in ¹ h2 must be driven by an increase in the scattering probability

(
¯
¯h f jH 0 ji i¯¯2), which would be indicative of hotspot scattering in the CDW state.
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Figure 5.27: The contour plots of a) ¹ e1 and b) ¹ e2 as functions of both pressure and temperature.
a) and b) contain the fitted phase boundary of the CDW determined from RH . White regions
represent conductivities that could not be fitted.

¹ e1 shows a slight enhancement within the CDW, which is shown in figures 5.25 and 5.27.a,

and could be caused by ¿ increasing or m⁄ decreasing. Once again this is likely caused by the

density of states reducing on the K -barrels, as m⁄ is not expected to change drastically for

any surface apart from the K -barrels. ¹ e2 is largely unaffected by the CDW, which is shown in

figure 5.25 whilst figure 5.27.b over-exaggerates the changes observed. This is unexpected as this

surface is expected to be entirely generated by the CDW, thus large changes in scattering time

would be expected as the CDW is suppressed, which would also alter the mass of the carriers

from the reduction of renormalisation effects. Thus at this point the electron-like carriers show

contradictory behaviour. e1 has an unclear origin as n e1 does not change drastically with pressure

and therefore cannot be generated by the CDW, whilst ¹ e1 shows a strong enhancement within

the CDW. e2 shows an enhancement in n e2 within the CDW, which suggests that it is generated by

Fermi surface reconstruction, but ¹ e2 is barely affected by the CDW. This contradictory behaviour

is difficult to reconcile.

5.2.4.4 Zero-�eld conductivity

From the carrier densities and mobilities, the zero-field conductivities of the carriers can be

calculated using equation 2.6. ¾0 provides the best measure of the interplay between carriers, as

it accounts for changes in carrier density and mobility. It also provides the best measure of which

carrier (or carriers) are dominating the transport properties.

Figure 5.28 shows the pressure dependence of ¾0 for the four carriers at several temperatures.

Firstly, outside of the CDW at low temperatures, the transport is clearly dominated by the

two holes, since ¾0
h1 and ¾0

h2 are both an order of magnitude greater than ¾0
e1 and ¾0

e2. This

observation agrees well with the constant positive RH seen at high pressure (figure 5.17.c) and
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Figure 5.28: The zero-field conductivities calculated from the carrier densities and mobilities of
the four carriers as a function of temperature from a) 1.6 GPa to e) 5.5 GPa. Vertical solid lines
represent PCDW (T ) at a given pressure.

the violation of Kohler scaling at all pressures (figure 5.16.c).

As the pressure is decreased, ¾0
h1 decreases as the pseudogap state is entered before rising

again within the CDW, as was observed in figure 5.23.a, and clearly ¾0
h1 is dominated by all the

other carriers. What becomes less clear is the nature of the dominant carrier due to the decreasing

conductivity of ¾0
h2 and the rising conductivities of ¾0

e1 and ¾0
e2. The decrease of ¾0

h2 is driven by

¹ h2 decreasing, whilst the increase in ¾0
e1 is driven by the increase in ¹ e1, and the increase in ¾0

e2

is driven by the increase in n e2. Within the CDW, ¾0
h2, ¾0

e1, and ¾0
e2 all have similar conductivities

over a broad range of pressures and temperatures. This explains the downturn in RH at low

pressure within the CDW and the gradual suppression of the downturn with pressure as h2

become more dominant. Similarly, the unusual magnetotransport properties within the CDW

emerge from these carriers vying for dominance.

Figure 5.29 shows ¾0
h1 and ¾0

h2 across the phase diagram. ¾0
h1 shows the same half-funnel

structure, as shown in figure 5.23.a, generated from the pseudogap and the reformation of

the K -barrel within the CDW. ¾0
h2 is broadly unchanged by pressure and temperature though

the reduction within the CDW is greater due to the reduction in ¹ h2. To further compare the

destruction caused by the pseudogap, the ratio ¾0
h2/¾0

h1 can be calculated to show the relative

dominance of ¾0
h2 and is shown in figure 5.30.a. Clearly it can be seen that within the pseudogap

region ¾0
h2 is over two orders of magnitude larger than ¾0

h1, which shows that the hole-like

behaviour observed is purely caused by h2. Within the CDW, ¾0
h1 increases as part of the Fermi
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Figure 5.29: The contour plots of a) ¾0
h1 and b) ¾0

h2 as functions of both pressure and temperature.
a) and b) contain the fitted phase boundary of the CDW determined from RH . a) contains a
vertical line at 4.4 GPa. White regions represent conductivities that could not be fitted.

Figure 5.30: a) The contour plot of the ratio ¾0
h2/¾0

h1. b) The percentage difference between the
total hole and electron conductivities normalised by the total conductivity of all the carriers. a)
and b) contain the fitted phase boundary of the CDW determined from RH . a) contains a vertical
line at 4.4 GPa. b) contains a contour at 0 % indicating the conductivities of holes and electrons
being equal. White regions represent conductivities that could not be fitted.

surface reforms, whilst above 4.4 GPa, ¾0
h1 increases dramatically as all of the K -barrels reform.

Both result in ¾0
h1 becoming comparable to ¾0

h2.

Figures 5.31 show ¾0
e1 and ¾0

e2 for the electron carriers, and it is clear to see an enhancement

within the CDW, in particular ¾0
e1 follows the phase boundary very well. Though e2 is the only

electron believed to be generated by Fermi surface reconstruction, it is clear that both electrons

are strongly affected by the CDW which in turn drives the unusual transport behaviour observed.

However one glaring issue still remains in that the four-band model predicts e2 to exist
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Figure 5.31: The contour plots of ¾0
e1 a) and ¾0

e2 b) as functions of both pressure and temperature.
a) and b) contain the fitted phase boundary of the CDW determined from RH . White regions
represent conductivities that could not be fitted.

outside of the CDW despite originating from Fermi surface reconstruction. Physically, this is one

of the major issues with the four-band analysis since the convergence procedure either predicts

a diverging mobility and the carrier density becoming effectively zero, with the product of the

two being constant, i.e. the conductivity is constant. Alternatively, the carrier density does not

reduce to zero but the mobility does not diverge either, which has been presented here due to

being more physical. Though the procedure described does not give small carrier densities for

the electron-like carriers outside of the CDW, it still allows a relative comparison between the

carriers, which then shows that the electrons are by far in the minority compared to holes. Figure

5.30.b shows the percentage difference between the hole and electron zero-field conductivities.

Outside the CDW, the electron conductivities are dominated by the hole conductivities with

the percentage difference approaching 100 % at high pressure. Despite non-zero values for the

electron conductivities, the four-band model still shows that the electrons are largely insignificant

compared to the holes outside the CDW, so they can be thought of as negligible. Inside the CDW,

this changes drastically as the electron contribution to the conductivity increases until it exceeds

and dominates over the holes within the CDW, as shown by the percentage difference becoming

negative.

In conclusion, the four-band model consisting of two holes and two electrons successfully

reproduces several phenomena observed in NbSe2. Firstly, the influence of the pseudogap and

CDW phases on the K -barrels are observed and further reinforces that the pseudogap is bounded

by a phase boundary at 4.4 GPa and is a precursor state required for the CDW to form. Similarly,

the ¡ -barrels are also observed and are only slightly affected by the CDW via hotspot scattering

to the K -barrels. n e1 is anomalous and suggests that the Se-pancake is electron-like in direct

contradiction to theory, while n e2 behaves as if generated by Fermi surface reconstruction.
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Ultimately, it seems that the unusual transport behaviour of NbSe2 is characterised by multiple

carriers vying for dominance across the phase diagram. Though strongly affected by the CDW

and pseudogap, this competition continues to high pressure as the holes compete with each other

once the K -barrel reforms, thus the transport behaviour of NbSe2 remains complicated at all

pressures.

5.2.5 Shubnikov-de Haas Oscillations

Measuring quantum oscillations in NbSe2 has proven puzzling in the past, as all of the barrels

seem to be immeasurable and only the Se-pancake has been measured when the field is not

aligned along the c-axis. Even more confusingly, no frequencies have been measured with the

field aligned along the c-axis despite the strong enhancement from the curvature factor due

to cylindrical Fermi sheets. Unsurprisingly, measuring SdH oscillations in this work proved

challenging, but fortunately was successful in the end.

SdH oscillations were impossible to measure in the thick (30 µm) samples with glycerol

pressure medium. However when exfoliated samples (»100 nm) and argon pressure medium

were used they became observable, but even then the signal was weak. Figure 5.32.a shows

the background corrected resistance signal of the oscillations measured at 0.55 K with H kc. At

both measured pressures the oscillations had amplitudes of approximately 50 µ
 and the raw

resistance was approximately 200 m
 at 35 T, so the oscillation signal represented 0.025 % of

the total signal. This explains why it was not possible to observe SdH oscillations with the 30 µm

samples, as these were approximately 300 times thicker which resulted in an oscillation signal

that was 300 times smaller and was not resolvable above noise.

Figure 5.32: a) The background corrected SdH signal measured at 0.55 K. The 3.1 GPa data have
been offset by 150 µ
 for clarity. b) The FFT of the oscillation signal between 25 T and 35 T. c)
ARPES data showing the sheet measured in quantum oscillations within the black dashed ellipse.
d) The pressure dependence of the observed frequency.
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Figure 5.32.b shows the FFT of the oscillation signal, which only shows one peak at both of

the measured pressures. Naively this frequency agrees well with the frequency measured by

Corcoran et al. [165], but the field is orientated along a different axis. Johannes et al. calculated

the frequencies for the five sheets, which should all be visible below 10 kT [166], but none of them

are as small as 160 T. Thus this measurement observes a new frequency that is unexpected from

calculations.

This new frequency corresponds to the arcs present on the outer K -barrel that are generated

by the pseudogap, as shown by the dashed ellipse of figure 5.32.c, and thus support the pseudogap

hypothesis presented. Furthermore, since SdH oscillations vary exponentially with the mobility

from the Dingle term, i.e. e¡¼/¹ B [209], the largest mobility sheet is most likely to be observed.

This corresponds to ¹ h1 and the K -barrels, as determined from the four-band analysis. This could

also explain why the ¡ -barrels are not observed, since ¹ h2 is approximately ten times smaller

than ¹ h1 at these pressures, which reduces the oscillation amplitude by a factor of ten at 35 T.

Considering how weak the K -barrel oscillation observed is, a factor of ten reduction would make

the ¡ -barrel frequency immeasurable above the noise.

To estimate the size of these pseudogap arcs relative to the Brillouin zone, the distance ¡ M

was determined to be 10.5 nm¡1 from Rahn’s ARPES data [161], which was used to calculate the

area of the hexagonal Brillouin zone to be approximately 40.1 kT by using

F ˘ Á0
p

3
¼2 ¡ M . (5.6)

As a result, the observed frequency represents 4.8 % of the Brillouin zone with the six pairs of

arcs accounted for, and also represents 12.3 % of the 7.8 kT frequency predicted by Johannes et

al. [166]. Similarly sized pockets have been seen in the underdoped cuprates Y-123 [232], Y-124

[233], and Hg-1201 [234] within the pseudogap regime, which is an interesting coincidence.

Figure 5.32.d shows the pressure dependence of the observed frequency and corresponds

to the Fermi sheet expanding with pressure. This makes sense as the shrinking pseudogap

with pressure would expand the ungapped area of the K -barrel and thus increase the frequency.

Presumably, at higher pressures the gap would become sufficiently small to allow for magnetic

breakdown and thus render the entire outer K -barrel measurable. Thus the fact that the entire

K -barrel is not measured supports the lack of magnetic breakdown hypothesis. Furthermore

since magnetic breakdown is not observed in 35 T fields, magnetic breakdown cannot be occurring

at the lower fields measured by Naito et al .

Figure 5.33.a shows the Lifshitz-Kosevich plots extracted from the temperature dependence

of the peak amplitude of the frequency in figure 5.32.b. From the rapid narrowing of the Lifshitz-

Kosevich fits, the mass of the carrier has drastically increased with pressure. This is shown in

figure 5.33.b and the mass of the carrier has almost trebled. If like TiSe2 m⁄ suddenly decreased

through the endpoint of the CDW phase, such a sudden decrease would explain the sudden

enhancement observed in ¹ h1 around the endpoint of the CDW, and would further enforce that

the four-band model well describes the K -barrels, pseudogap, and CDW state.
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Figure 5.33: a) The Lifshitz-Kosevich fits to the temperature dependence of the FFT amplitude.
b) The pressure dependence of the effective mass extracted from the Lifshitz-Kosevich fits.

Unfortunately, during these measurements the anvils cracked and higher pressures could not

be measured. However, these measurements still show that the arcs generated from a pseudogap

are present on the outer K -barrels, whilst the remaining sheets are stubbornly absent. Further

measurements will hopefully observe these missing sheets once the pseudogap and CDW are

completely suppressed

5.3 Conclusions and outlook

From investigating the phase boundary of the CDW, TCDW appeared to suddenly decrease at

4.4 GPa which coincided with a saturating value of T c. Overall a one-sided competition between

the CDW and superconducting states was shown. By suppressing the CDW with hydrostatic

pressure, the anomalous magnetotransport behaviour observed at ambient pressure was shown

to persist above the CDW. Other signatures observed a reliable anomaly at 4.4 GPa, which was

then connected to the ambient pressure pseudogap by a pressure and temperature dependent

four-band analysis of the magnetotransport behaviour. This pseudogap always precedes the

formation of the CDW and sharply ends at 4.4 GPa, which causes the rapid destruction of the

CDW. The four-band analysis of the magnetotransport behaviour was shown to be strongly

affected by the CDW and pseudogap phases due to a complicated competition between carriers

vying for dominance. For the first time, SdH oscillations observed a sheet associated with the

K -barrels. This sheet appears to correspond to arcs generated by the pseudogap and further

supports the existence of the pseudogap phase.

Further work should focus on measuring SdH oscillations at higher pressures using exfoli-

ated samples. These measurements have shown for the first time that the outer K -barrel and

pseudogap are measurable from SdH oscillations, and further measurements promise to elucidate

the complicated interaction between superconductivity, CDW, and pseudogap phases.
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H YDRIDE SUPERCONDUCTORS

In spite of decades of predictions, it has only been in recent years that high temperature supercon-

ductivity has been observed in compressed hydride compounds. Yet within such a short period, the

T c records previously set have been far exceeded by this new class of materials. In this chapter,

work on sulfur, yttrium, and lanthanum hydrides are presented alongside work on their precursor

elements. For SH3 and sulfur, Raman spectroscopy was used to characterise the lattice dynamics,

and a CDW amplitudon was observed in pure sulfur. For lanthanum and yttrium hydrides, the

compounds were formed from novel evaporated thin-films, which promises to be useful in the

future synthesis of ternary hydrides. By characterising the superconductivity of the yttrium

films, it was confirmed that yttrium forms an Fddd structure in agreement with predictions and

other rare-earth elements. The superconductivity in the yttrium hydride synthesised showed

WHH behaviour and a strong pressure dependence indicative of sharp structural changes at

room temperature. Finally, from the lanthanum thin-film a lower symmetry LaH10 structure

with a much lower T c than the near-room-temperature T c of Fm3m LaH10 was observed. The

superconductivity in this compound did not follow the WHH formulism, which indicates that it is

potentially a superconductor with strong-coupling or multiband effects.

All pressure cells in this section were prepared by the author with assistance from Jonathan

Buhot and Israel Osmond. Likewise, other pressure cells within the group were also prepared

with my help. Development of the electrodes was performed by the author. Development of the

thin-film samples was developed by the author with Jonathan Buhot. The data on sulfur and

SH3 were collected by the author. Transport data on yttrium were measured by Jonathan Buhot.

The lanthanum hydride X-ray data were obtained by Sven Friedemann and Jonathan Buhot at

DESY. The high field transport measurements at the HFML were collected by Jonathan Buhot

and Israel Osmond. Finally, all the data were analysed by the author.
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6.1 Sulfur hydride and elemental sulfur

6.1.1 Background and motivation

The formation of the high temperature superconducting Im 3m phase of SH3 requires careful

pressurisation and laser heating above 140 GPa to avoid forming the lower T c and lower symme-

try R3m phase [113, 115, 118]. From optical reflectivity, a peak is observed at 76 meV that agrees

well with the gap expected for a BCS superconductor [235], which alongside an observed isotope

effect in SD3 indicates that SH3 is a phonon mediated BCS superconductor [8]. Furthermore, cal-

culations indicate that SH3 is a strongly coupled superconductor with ¸ »2, which is corroborated

by pulsed field measurements which observe H c2 to be linear over a broad temperature range

that strongly departs from WHH formalism [113, 114]. The pulsed field measurements also show

a constant RH at high temperatures which gives an electron carrier density of 9§4£1022 cm¡3

[114], which coupled with the complex calculated Fermi surfaces consisting of holes and electrons

implies that the mobilities of electrons far exceed the hole mobilities [236, 237].

Since SH3 is relatively well characterised compared to other hydride superconductors, it is a

good benchmark to investigate unexplored synthesis methods. Thus far AB has not been used to

synthesise SH3 unlike in other hydride compounds, where it is now commonplace. As a result, it

is important to confirm that synthesis of SH3 is possible by this route considering SH3 is known

to possess significant energy barriers between isostoichiometric phases, which could potentially

inhibit synthesis [115]. Characterising the initial reactants prior to synthesis is also important to

further understand high pressure and high temperature synthesis techniques, which could then

be applied to other hydride compounds. To confirm that SH3 was synthesised, Raman phonon

measurements on sulfur were used to characterise the reaction with thermally decomposed AB

resulting in the formation of SH3.

The structural transitions of sulfur under pressure proved to be a topic of heated interest in

the past. In essence, the structures of other chalcogenides (Se and Te) seemed to follow the same

order of pressure induced transitions: namely trigonal, monoclinic, triclinic, incommensurately

modulated body-centred monoclinic (bcm), rhombohedral ¯ -Po, and finally body centred cubic

[238]. However, these structural transitions occurred at higher pressures as the chalcogen group

was ascended, and naturally the question of whether or not sulfur also obeyed this order of

transitions was asked. Except for the SIII phase of sulfur, which is body centred tetragonal (bct)

[238, 239], the other high pressure phases seem to occur as well. Namely the SIV phase is a

bcm structure with an incommensurate CDW (with superspace group I 02/m(0q0)s0) [240] before

forming the ¯ -Po phase at 153 GPa [240, 241].

Interestingly, the phase boundary between the SIII and SIV phases is extended between

83 GPa and 100 GPa and shows coexistence of the two phases [239, 241]. Furthermore, sulfur

appears to metallise within this region between 88 GPa and 95 GPa [242], and it becomes a

superconductor above 93 GPa [243, 244]. Thus the onset of superconductivity coincides with the
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incommensurate CDW SIV phase and is argued to compete with it due to T c rising as the CDW

is weakened with pressure [245]. Since Raman measurements probe the dynamic response of a

lattice, it should be possible to observe the structural transitions, the CDW amplitudon, and to

characterise the reaction from sulfur to SH3.

6.1.2 Sulfur: results and discussion

High pressure Raman spectra of sulfur were measured between 60 GPa and 150 GPa within the

SIII and SIV phases and are shown in figure 6.1. Seven peaks are seen at 60 GPa, though by

the next pressure only five are observable until 95 GPa where a new excitation appears at low

Raman-shift. This new excitation grows considerably above 100 GPa, whilst all the other peaks

except one vanish at high pressure. All of these peaks were fitted with Lorentzians to extract

peak energies (º 0), peak heights (I ), and integrated intensities (SW) as a function of pressure

from 60 GPa to 150 GPa.

Figure 6.1: The background subtracted Raman-spectra of sulfur as a function of pressure at
300 K. Coloured lines represent individual Lorentzian fits to the data.

To produce the spectra in figure 6.1, background spectra were subtracted from the sample

spectra. An example of the background is shown in figure 6.2.a, which primarily comes from AB

and the electronic background of the sulfur, as the diamonds used were selected type 1A and had

a low background at low pressure. To remove the background, spectra were measured off the

sample at each pressure, which were then fitted with a quadratic and several broad Lorentzians.
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Figure 6.2: a) Comparison between the raw Raman spectra at low Raman-shift on and off the
sample. The red line shows the total background model fit to the off-sample data. Other coloured
lines correspond to the individual contributions to the fits. The Lorentzians were offset by 2500
counts for clarity. b) The peak centres of the fitted Lorentzians as a function of pressure, which
correspond to the energies of the modes (100 cm¡1=12.4 meV). The colour code of the peaks is
maintained from figure 6.1 to show the pressure dependence of each peak. Four distinct regions
are indicated. The red, green, and yellow regions correspond to the SIII, SIV, and ¯ -Po phases of
sulfur [238, 239], whilst the blue region corresponds to a prolonged structural transition [241].
Black data are from ref. [246].

By fixing the peak energies and the widths of the background Lorentzians, the on-sample spectra

were fitted with the same background function, which was then subtracted to yield the pure

phononic response of sulphur shown in figure 6.1.

Figure 6.2.b shows the energies of the sulfur modes as a function of pressure alongside the

previously determined phase boundaries. The seven modes observed at 60 GPa agree well with

the predicted frequencies by Degtyareva et al. for the SIII phase (I 41/acd with Wycoff positions of

16f, origin choice 1) at lower pressure [247]. Based on their predictions, the observed modes have

been labelled with their symmetry group allocations with the superscript indicating whether the

mode is a bending (b) or stretching (s). However the E s0
g mode that is exclusively observed within

the structural transition region is unexpected and appears as a shoulder on the most intense

E s
g mode. This mode is potentially caused by a splitting of the inherently doubly degenerate E

symmetry representation, though it is unclear why this would only occur in this region of the

phase diagram. Figure 6.3.a shows the integrated intensities of the different modes and shows

that the SIII modes, except the E s
g mode, are largely unaffected by the structural transition

region, whilst the E s
g mode shows a sudden large reduction in intensity upon entering the region.

Part of this reduction occurs due to the shoulder formed by the E s0
g mode, however this is not

enough to entirely explain the large decrease. This large decrease shows that there is a reduction

in electron-phonon coupling for the E s
g mode within the 1st-order structural transition region,

which is unique to this mode. Figure 6.3.b displays the heights of the peaks, which also show a
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Figure 6.3: a) The integrated intensity of the Lorentzians as a function of pressure with the
different phase regions shown. b) The peak heights of the fitted Lorentzians as a function of
pressure.

large decrease for the E s
g mode that cannot be accounted for by the E s0

g mode. It is unclear why

but the E s
g mode seems particularly sensitive to the 1st-order transition.

Though seven modes were initially observed within the SIII phase, only the As
1g and Bb

2g

modes persisted within the SIV phase, which was also observed by Drozdov [246]. The structural

transition between the SIII and SIV phase also represents a change of symmetry: namely a

change in space group from I 41/acd to I 2/m 1 (if the CDW is neglected), which also means a

change in point group from D4h to C2h . This loss of symmetry results in the loss of Raman modes,

as observed. Within the SIV phase, only modes with the symmetries A g or B g are allowed, which

means that all of the observed modes within the SIII phase are forbidden by symmetry. However,

the modes present in the SIII phase are "compatible" with the SIV phase, and in principle

they can transform continuously with the crystal structure. These transformations are given

by A1g � A g, B2g � B g, B1g � A g, A2g � B g, and E g � A g ¯ B g. Finally, the number of allowed

phonon modes in the new structure is dependent on the occupied Wycoff positions of a certain

symmetry, however this has not been explicitly stated in any X-ray papers for the SIV phase.

Table 6.1 shows the number of allowed modes within the I 2/m SIV structure depending on the

occupied Wycoff positions, which shows that there can only be zero, three, or six phonon modes.

However, if multiple Wycoff positions are occupied then the number of modes are summed along

with the allowed mode symmetries.

Figure 6.2.b shows that two of the modes present within the SIV phase correspond to contin-

uations of the As
1g and Bb

2g modes, which can only occur for compatible symmetries. Therefore

these modes must transform into A g and B g modes. All of the other modes disappear as the

SIV phase is entered. In principle these modes could transform, or at least a subset of them

1 I 2/m is a subset of C2/m with unique axis b.
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Wycoff positions Number of A g modes Number of B g modes Total number of modes
2a, 2b, 2c, 2d, 4e, 4f 0 0 0

4g, 4h 1 2 3
4i 2 1 3
8j 3 3 6

Table 6.1: The number of allowed Raman modes and their symmetries within the SIV sulfur
phase with I 2/m symmetry. Data from ref. [248].

could, but within the resolution of the measurements this does not seem to be the case. This is

particularly striking for the E s
g mode which was consistently the most intense mode prior to its

disappearance. Perhaps the disappearance of the E s
g mode implies that only one of the three

mode Wycoff positions is occupied. Since the E g mode transforms as A g ¯B g, this transformation

combined with the other modes present in the SIV phase would produce two A g modes and

two B g modes, which simultaneously violates the allowed number of modes and their symmetry

decomposition for the three mode structures. Overall, the abrupt disappearance of multiple

phonon modes at the SIV phase boundary is a clear indicator of a phase transition to a lower

symmetry state. Further phonon calculations could be used to predict the energies of the observed

modes to confirm the symmetry allocations.

The lowest frequency excitation appears within the structural transition region and survives

to highest pressures within the SIV phase. Thus it is natural to associate this excitation with the

SIV phase, though it is believed that it does not originate from any of the previously discussed

phonon modes. Instead it originates from the amplitudon of the CDW. In principle it could be one

of the unaccounted modes, but the pressure dependence of this excitation is drastically different

compared to the other excitations. Figure 6.2.b shows that º CDW decreases with pressure and

is the only excitation that softens with pressure. The energy of a CDW amplitudon is related

to the electron-phonon coupling via the unrenormalised phonon frequency (º kF ), such that

º CDW ˘ p
¸ º kF [63]. Thus the softening excitation could be indicative of decreasing electron-

phonon coupling that weakens as the CDW is suppressed with pressure, however this is not clear

since the unrenormalised phonon frequency could also decrease with pressure. Considering that

superconductivity is enhanced over this region [245], the latter case is more likely.

Figure 6.3.a shows that the integrated intensity increases dramatically for the CDW excitation

within the SIV phase before decreasing rapidly by 150 GPa, which coincides with the ¯ -Po phase

boundary where the CDW no longer exists. On the other hand the B g mode barely changes

within the SIV phase. Figure 6.3.b shows that the height of the CDW excitation also increases

within the SIV phase before sharply decreasing at the ¯ -Po phase boundary. For CDW systems,

I varies proportionally to the CDW gap squared (¢ 2
CDW ) [249], thus the sudden decrease could

be indicative of ¢ CDW rapidly closing as the ¯ -Po phase boundary is approached. Though the

height of the B g mode also increases within the SIV phase, it does not grow as much as the CDW

excitation and it does not have as sharp a decrease in height near the phase boundary, which
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further emphasises the differences between these excitations. Finally, figure 6.4.a shows the

FWHM of the CDW excitation and it increases drastically with pressure, which indicates a strong

decrease in quasiparticle lifetime as the CDW is suppressed. Though it is uncertain if the CDW

excitation originates from one of the allowed phonons of the crystal, this new excitation is not a

continuation of an SIII mode and its behaviour with pressure is drastically different to any of the

other modes observed, thus this excitation could be the CDW amplitudon. Further work could

involve measuring the temperature dependence of this mode, which should clarify its origin.

Figure 6.4: a) The FWHM of the CDW amplitudon. b) The superconducting transition of sulfur at
155 GPa. c) Photo of the sulfur sample.

Since the CDW excitation is by far the most intense at 140 GPa, it is an ideal signature of

sulfur both before and after laser heating when synthesising SH3. The disappearance of the mode

signifies that the sulfur transformed, and if hydrogen was present then the most likely form

would be SH3. This combined with transport measurements would clearly show the presence of

sulfur due to T c being far lower than T c for SH3.

Figure 6.4.b shows the resistance of sulfur at 155 GPa prior to laser heating and figure

6.4.c shows an image of the sample. Though the sample extruded slightly due to the diamonds

coming very close together, the superconducting transition remained sharp at 16 K and shows

zero-resistance. Sulfur samples were particularly challenging to load due to the samples moving

when closing the cell, which meant that less AB could be loaded within the gasket; this resulted

in the electrodes being destroyed at high pressure due to less lubrication from AB. Despite these

issues, this sample was successfully loaded and maintained low resistance contacts up to 155 GPa.

Unfortunately, the diamonds cracked during laser heating. Potentially, this happened for a

number of reasons though the most pertinent was likely to be laser heating off of the culet. When

laser heating the centre of the sample in the centre of the culet, tens of pulses heated the sample

to 1500 K with no issues, but after two pulses on the region beyond the culet the diamonds cracked.

During laser heating, AB is decomposed to produce hydrogen, which embrittles the diamonds
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as it diffuses. Since diamonds are inherently brittle, it is unlikely that this is intrinsically the

problem when this occurs on the culet, as the pressure gradients should remain symmetric and

support the weakened region. However, when the diamond embrittles off the culet the pressure

gradients become asymmetric and the embrittled diamond becomes prone to forming cracks. This

coupled with the high temperatures from laser heating locally weakens the diamond further and

leads to cracks propagating, which at 150 GPa reliably results in catastrophic failure.

Naturally, one way to avoid this problem is to not laser heat off of the culet, but this results

in unreacted sample that appears as non-zero resistance in superconducting transitions. Some

groups advocate coating the diamonds with Al2O3 or TiO2 [116] to prevent hydrogen diffusion

and subsequent embrittlement, but no statistical evidence exists to prove that this helps under

extreme pressures. However, such coatings would provide a thermal diffusion barrier and insulate

the sample from the diamond, which has the largest known thermal conductivity and results in

rapid cooling of the sample and limits conductive heating through the sample. By insulating the

sample from the diamond, longer and lower power laser pulses should enable uniform heating

throughout the sample without needing to directly laser heat off of the culet. Furthermore, the

reduced power would also reduce the energy deposited into the diamond, which reduces the risk

of crack generation and propagation. These issues also apply to the other hydrides synthesised in

this thesis and are one of the main avenues of improvement in order to synthesise high-quality

hydride superconductors.

6.1.3 Sulfur trihydride: results and discussion

Other laser heated sulfur cells seemed to form SH3, though unfortunately all of these measure-

ments were 3-probe resistance measurements due to the electrodes breaking at high pressure or

during laser heating. Figure 6.5.a shows the resistance curves of one such cell before and after

laser heating. Prior to laser heating there was a sharp decrease in resistance at 16 K, which cor-

responded to the superconductivity of sulfur at 143 GPa. After laser heating, the superconducting

transition of sulfur remained, but a new large depletion occurred at 198 K, which would seem

to be SH3. Figure 6.5.b shows a photograph of the sulfur sample after laser heating, but it also

shows that the sample extruded off of the culet. To avoid cracking the diamonds, the sample was

only laser heated on the culet, which subsequently turned black, however the remaining sulfur

still contributed to the total resistance.

Figure 6.5.c shows the full Raman spectrum of the sample centre before and after laser

heating, as well as off the sample post laser heating. Prior to laser heating, there was a peak

at approximately 2900 cm¡1 which corresponded to AB, however after laser heating, this peak

vanished and a peak corresponding to the H2-vibron appeared at high Raman-shift. Both of these

features show that the AB thermally decomposed, and the large H2-vibron indicates there was a

hydrogen-rich environment to ensure a complete reaction.

At low Raman-shift, several differences between the before and after laser heating spectra
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Figure 6.5: a) The resistance of the sulfur sample before and after laser heating. After laser heat-
ing, a pronounced kink and depletion is seen below 198 K, which corresponds to superconductivity
in SH3. b) Photograph of the sample after laser heating with a red outline around the sample. c)
The Raman spectra of the sulfur sample before and after laser heating, as well as the Raman
spectrum off the sample after laser heating. Ammonia borane and H2-vibron peaks are indicated.

can be seen in figure 6.6.a. Firstly, before laser heating there is only one clear peak visible at

118 cm¡1, which corresponds to the CDW excitation of sulfur. After laser heating, there is a

clear depletion below 200 cm¡1, which indicates that the CDW is no longer present as the sulfur

has transformed. There are also several other peaks that have appeared between 280 cm¡1 and

820 cm¡1. It would be easy to assume that these peaks originate from SH3, however, the high

temperature Im 3m phase is Raman inactive and should not produce any peaks. Another likely

candidate would be the R3m phase that forms below 140 GPa, however none of the modes listed

in table 3.2 below 1200 cm¡1 are observable. Neither do these peaks originate from the SIV phase

of sulfur. As a result, the observed peaks probably originate from the decomposition products

of AB, which amongst multiple polymer compounds includes BN. Thus these peaks probably

correspond to the lattice modes of BN at 135 GPa. In this region, molecular hydrogen also has a

large broad background which may be contributing [250].

Overall, the large decrease in resistance observed at 198 K agrees with previous measure-

ments on SH3. This combined with the clear transformation of the sulfur, the lack of R3m phase,

the disappearance of AB, and hydrogen-rich environment indicate that the high temperature

Im 3m phase of SH3 was synthesised from AB. A third sample synthesised in the same way

showed a feature at 190 K at 152 GPa, as shown in figures 6.6.b and 6.6.c. Unfortunately, these

measurements were also 3-probe and the transitions are barely visible. Nevertheless, as shown

in figure 6.6.c, there is a small kink which when differentiated appears as a peak. Figure 6.7.a

shows d½/dT versus temperature at several applied magnetic fields, and the maximum clearly

shifts to lower temperature with larger fields. Figure 6.7.b shows H c2 versus T c for the sample,

which is linear and agrees well with literature at a similar pressure for Im 3m SH3 [114]. Based
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Figure 6.6: a) The Raman spectra of sulfur before and after laser heating at low Raman-shift. b)
The resistance of SH3 after laser heating at 152 GPa. c) Zoom of the superconducting transition
at 190 K.

Figure 6.7: a) The field dependence of the hump observed in dR/dT at the superconducting
transition. b) H c2 versus T c for SH3 at 152 GPa. Other data from ref. [114].

on the similar superconducting properties, this sample would also seem to be Im 3m SH3.

In conclusion, Im 3m SH3 was synthesised from sulfur and AB for the first time. Unfor-

tunately, 4-probe resistance measurements have not been obtained thus far. Perhaps more

interestingly, Raman signatures of the incommensurate CDW have been observed in the SIV

phase of sulfur amongst other phonon modes. Calculations to predict the symmetries, energies,

and pressure dependencies of these modes could be pursued. Further experimental work could

involve measuring the temperature dependencies of these excitations to further investigate their

origin.
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6.2 Yttrium hydride and elemental yttrium

6.2.1 Background and motivation

Similarly to sulfur, the rare-earth elements have drawn considerable attention due to the common

pressure induced-structural transitions. The order of the structural transitions in order of

increasing pressure are hexagonal-close-packed (hcp, P63/mmc), samarium-type (Sm-type, R3m),

double hcp (dhcp, P63/mmc), face-centred-cubic (fcc, Fm 3̄m), distorted fcc (dfcc, R3m), and

finally monoclinic (C2/m) [135, 251, 252], and it is believed that these structural transitions

occur due to an increase in occupancy of the d-orbitals, which arises due to s-d transitions

under pressure [253]. However, the rare-earths with the exception of yttrium also contain

occupied f -orbitals, which remain localised at ambient pressure but ultimately hybridise at high

pressure. This results in changes to the conduction and magnetic properties of these elements,

and possibly the structural properties too, but these are difficult to account for theoretically

[252, 254–257]. This makes yttrium an ideal system to investigate the structural transitions

in isolation and understand them theoretically before tackling the other rare-earths with the

more computationally challenging f -electrons and their interactions. Furthermore, yttrium also

possesses one of the highest superconducting transition temperatures of the elements with a T c

of 20 K at 122 GPa [257–259]. Thus understanding the mechanisms behind this unusually high

T c amongst the elements, especially with regards to the isostructural rare-earths, is also of great

interest [260, 261].

In recent years, the final purported C2/m structural transition has been the subject of some

debate with observations in several other rare-earths favouring an Fddd structure [252, 262].

Naturally this raised questions about the C2/m phase of yttrium, which was predicted to form an

Fddd structure by Chen et al. above 100 GPa [263], and recent X-ray diffraction measurements

confirmed this structural change above 106 GPa [264]. Chen et al. also predicted that T c should

decrease linearly within this new phase, which did not agree with previous measurements.

Similarly to the case of pure yttrium, yttrium hydride superconductors are in principle

simpler to predict structures and superconducting properties of compared to other rare-earths

due to a lack of f -orbitals [265]. As a result, a menagerie of superconducting YHx compounds-

such as YH3, YH4, YH6, YH9, and YH10- have been predicted to be stable at high pressures. Kim

et al. were the first to predict superconductivity in YHx compounds, as they predicted that YH3

should have a T c of 40 K above 18 GPa [266] although superconductivity was not observed. A few

years later Li et al. predicted that YH6 in an Im 3m structure should become stable at 110 GPa,

with a T c between 251 K and 264 K with ¸ = 2.93 [267], which at the time was one of the highest

predicted T c values and at a relatively low pressure. They also predicted that YH4 (I 4/mmm )

should coexist with YH6 above 112 GPa, and at 120 GPa, T c should be between 84 K and 95 K

with ¸ =1.01 [267].

Later calculations by Peng et al. predicted similar results, but he also predicted a new YH9
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Figure 6.8: a) The predicted phases of yttrium hydride, which consists of multiple stable com-
pounds at room temperature. Dotted vertical lines correspond to phase boundaries and the solid
horizontal line corresponds to 300 K. b) The calculated electron density of states for YH6, YH9,
and YH10. Red circles indicate van Hove singularities near the Fermi energy (dotted vertical
line). Both figures are from ref. [122].

(P63/mmc) phase with a similar T c to YH6 between 256 K and 276 K with ¸ =4.42 at 150 GPa

[122]. However, Peng predicted that this new YH9 phase should become stable at 100 GPa, before

coexisting with YH6 above 110 GPa and alongside YH4 above 120 GPa. Amongst the phases,

pure YH10 was also predicted to be stable at higher temperatures and pressures, and to have

an even higher T c between 287 K and 303 K. These phase boundaries are shown in figure 6.8.a

and indicates that at room temperature several superconducting YHx compounds should coexist

with one another. Though not unique to YHx, this family seems to be particularly challenging

experimentally, as polyphase samples have been reliably produced, which complicates X-ray

diffraction measurements and makes it difficult to reliably allocate T c to a certain stoichiometry

and structure [9, 109].

Peng et al. also calculated the electronic density of states of YH6, YH9, and YH10, and found

that they all seem to possess van Hove singularities near (but not at) the Fermi energy, as shown

in figure 6.8.b. The consequences of this will be addressed in more detail in section 6.3, but

these findings have opened the door to future doping studies in ternary hydrides to realise room

temperature superconductors.

Subsequent calculations reliably predict high temperature superconductivity in YH6, YH9,

and YH10 structures [123, 265], though there are discrepancies between experiment and theory.

Measurements by Troyan et al. confirmed the coexistence of YH4 and YH6 with the predicted

structures, but YH7 and Y2H15 were also observed which had not been predicted to be stable

[109]. The observed T c was also lower than predicted for YH6 with a value of 224 K at 166 GPa

[109]. Further measurements by Kong et al. observed the predicted YH9 phase [9], but with a

T c of 243 K at 201 GPa which was also lower than predictions. Also this phase could only be
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synthesised above 200 GPa, which is far higher than predicted. Experimentally, it seems that

the phase boundaries for the high temperature superconducting YHx compounds are different

to what is predicted. This is only complicated by polyphase crystals consisting of unpredicted

compounds. As a result, clarifying the phase boundaries and compositions of these phases for YHx

compounds is necessary to correct current theoretical calculations before tackling more complex

binary or ternary systems.

6.2.2 Yttrium: results and discussion

Evaporated yttrium films rather than bulk samples were exclusively used in this thesis. These

films exhibited metallic behaviour with sharp superconducting transitions, as shown in figure

6.9.a, with a RRR of approximately 1.2, which is comparable to bulk samples of yttrium metal

[135]. This value is not dissimilar to the RRR of the lanthanum film shown in figure 3.23.b, though

the lanthanum value is smaller. Though these films have comparable RRR to bulk samples and are

therefore of similar quality, these films have a natural passivating layer from their brief contact

with the atmosphere prior to closing the pressure cells. This of course causes oxide impurities

that could lower the RRR, affect hydride synthesis, and the subsequent X-ray measurements.

However, since yttrium is less reactive than lanthanum, this was not as significant of a problem

for these films.

Figure 6.9: a) The resistance of the yttrium film from 5 K to 300 K at several pressures. b) Photo-
graph of the evaporated 350 nm thick sample with the measurement electrodes (V1) indicated. c)
The superconducting transitions of yttrium with the resistance normalised to the value at 19 K.
Linear fits extract T c at the 50 % value with errors given by the width of the transition.

Figure 6.9.b shows the evaporated yttrium film, which unlike the lanthanum film in figure

3.23.a, extruded off of the culet. This unfortunately resulted in broad superconducting transitions

when measured on the V2 electrodes, due to large pressure gradients forming across the extruded

yttrium. Fortunately, the V1 electrodes only contacted the sample on the culet where pressure
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gradients were comparatively small (»5 GPa), which resulted in sharp superconducting transi-

tions. To extract T c as a function of pressure from the yttrium films, the resistance curves were

normalised to the resistance value at 19 K, which are presented in figure 6.9.c. From linear fits

within the superconducting transition region, the temperature corresponding to the 50 % value

was used for T c, and the width of the transition ( (T100% ¡ T0%) /2) was used as the error bar.

The determined values for T c are presented alongside other literature data in figure 6.10.a

[257–259, 263]. Within the dfcc phase, T c agrees well with previous measurements on bulk

samples as well as calculations, which show that the thin films are behaving similarly to bulk

samples. However, above 100 GPa there is a marked reduction in T c relative to the bulk samples

measured by Deng et al. [257]. The measurements by Deng show a broad maximum about

150 GPa which gradually decreases beyond 180 GPa, whilst the films show a linear suppression

of T c beyond 100 GPa. This results in a 2 K to 3 K discrepancy between T c for the bulk and film

samples.

This discrepancy could occur for two main reasons: sample purity and pressure gradients. As

discussed, oxygen impurities will be present due to exposure to atmosphere, but these should be

confined to the passivating layer at the surface that is no thicker than 75 nm [134], therefore they

should not affect the bulk superconducting properties of the 350 nm films. Bulk impurities could

be present due to impurities present in the initial yttrium metal prior to evaporation. The yttrium

used in the evaporations (purchased from Alfar Aesar) had a purity of 99.9 %, which is of similar

purity to the yttrium used during the Deng measurements [257]. Deng et al. also showed that

0.15 % of magnetic samarium impurities in yttrium metal suppressed T c by approximately 5 K

above 100 GPa [257]. This could explain the discrepancy between the measurements assuming

that all of the impurities in our yttrium were magnetic, but this would be unlikely. Further

magnetic contamination would also be unlikely, as the tungsten crucibles (also non-magnetic)

were exclusively used with yttrium. Ultimately though, Deng observed a suppression in T c

below 100 GPa for the same Y-Sm alloys [257]. This region corresponds to near-perfect agreement

between the T c values of Deng’s pure yttrium bulk samples and the thin-film samples, thus

impurities cannot explain the difference in T c above 100 GPa.

The second potential cause of the discrepancy could be pressure gradients, however this is

infeasible. Though pressure gradients certainly exist, in order to explain the reduced T c of 16.5 K

at 164 GPa, part of the sample would have to be at 90 GPa to have an equivalent T c. Such a

pressure gradient, besides being improbable on the culet 2, would at least broaden T c which is

not observed. In fact, the transitions sharpen with pressure which is consistent with dT c/dP

decreasing, which is what is observed above 100 GPa. Relatedly, thin-films are less prone to

uniaxial compression due to their thickness. At these pressures the thickness of the gasket can

shrink such that the diamonds make direct contact with the sample, which can be clearly seen

as extrusion of the samples. Though observed in figure 6.9.b in parts of the sample, the region

2More likely it would cleave the sample in twain or crack the diamonds.
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Figure 6.10: a) The superconducting phase diagram of yttrium with structural transitions shown
as vertical dotted lines. Other straight lines are guides to eye. Data from refs. [257–259, 263]. b)
The resistance of the yttrium sample before and after laser heating. c) Inset showing a zoom of
the low resistance region.

measured did not extrude and remains entirely on the culet. However with bulk samples, such as

sulfur, extrusion was commonly observed and indicated strong uniaxial components that could

affect the physical properties of the systems. Therefore, with both impurity and pressure effects

accounted for, the observed reduction in T c must be intrinsic to yttrium.

As discussed in section 6.2.1, recent X-ray measurements have shown that yttrium adopts

an Fddd crystal structure instead of C2/m [264]. However, before this was determined Chen et

al. predicted that yttrium should adopt either an Fddd or P3121 structure with similar T c that

decreased linearly with pressure [263]. These predictions are shown alongside the experimental

data in figure 6.10.a and they show good agreement with T c from the yttrium films, which

suggests that the yttrium films have adopted either the Fddd or P3121 structure. However

differentiating between the Fddd or P3121 structures could not be done with superconductivity

measurements, but re-analysis of previous X-ray data by Samudrala et al. [251] showed that only

the Fddd structure was consistent [135].

In summary, these results show that yttrium continues to behave similarly to other rare-earth

metals, as it continues to follow the same sequence of pressure induced structural transitions.

Considering that T c was accurately predicted alongside this structure in such extreme conditions

is a testament to the advances made within the field. Practically though, these measurements

show that evaporated metal films perform better than bulk samples for high pressure experiments.

In terms of high pressure synthesis, films are potentially superior as they allow for fine control

over the quantities of reactants which ultimately affects the final stoichiometry.
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6.2.3 Yttrium hydride: results and discussion

The yttrium film presented in figure 6.9.b was laser heated at 160 GPa, and after laser heating

the temperature dependence of the resistance for the yttrium sample drastically changed, as

shown in figures 6.10.b and 6.10.c. Prior to laser heating the yttrium film had a room temperature

resistance of approximately 1.2 
 and a T c of 17 K, but afterwards the room temperature

resistance increased to approximately 33 
 and at least two superconducting transitions were

observed. The lowest temperature transition corresponded to yttrium at 16 K and implies that

the entire sample did not react to form a hydride compound due to extruding off of the culet.

The second transition occurs at 90 K with a shoulder at 73 K, and shows that a yttrium hydride

superconductor was formed. Based on theoretical predictions, the hydride compound formed

seems to be YH4, which was predicted to have a T c between 84 K and 95 K [122].

More interestingly though was what happened in the subsequent days after laser heating.

After laser heating, a pressure decrease of 7 GPa was measured which is a common occurrence.

What was not common was that the pressure continued to drop by a further 17 GPa over the

following 6 days. During this time the sample completely transformed to a low resistance

compound, as shown in figure 6.10.c, which had an even lower resistance than the original

yttrium film. This new compound had a small superconducting transition consistent with pure

yttrium, but the sample no longer showed zero-resistance despite the measurement remaining

4-probe. This implies that a significant quantity of non-superconducting material formed to

prevent a continuous current path between the electrodes. The far lower ½0 and factor of 50

decrease in room temperature resistance implies that this new compound is not simply the

initial compound losing superconductivity below a certain pressure; it also implies that the

new compound contained far fewer impurity phases, dislocations, or grain boundaries than the

precursor compound.

Presumably, the new compound that formed contained less hydrogen than the previous

compound, as the formation of a higher hydride in a hydrogen deficient environment would form

large domains and impurity phases which would increase the resistance. By decomposing to a

lower hydride, there would be an abundance of hydrogen which could also react with the pure

yttrium to largely remove its superconducting transition. In this pressure range, the next lowest

hydride that is predicted to be stable is YH3 since YH2 is very unstable [123, 267]. Despite being

metallic and predicted to superconduct above 18 GPa at 40 K [266], this has never been observed

thus a pressure induced decomposition of YH4 to high-quality YH3 could explain the loss of

superconductivity and large change in resistance that is observed. Furthermore, figure 6.10.b

shows that the pressure induced decomposition is reversible, as when the pressure was increased

to 175 GPa, the superconducting phase reformed though T c was slightly lower than before.

Overall this shows that these hydride compounds are very sensitive to pressure and that

the phases can completely transform between different compounds. Though this is observed in

theoretical predictions of formation enthalpies, there is a difference between thermodynamic and
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kinetic stability which is not necessarily accounted for. So called annealing algorithms are easy

to implement, as they are essentially Monte-Carlo algorithms, but they are computationally very

expensive and demanding for large systems [43]. With regards to hydride compounds, atomic

hydrogen has the highest mobility of any element due to its small mass, which combined with

its small size allows it to permeate through materials and normally gives rise to hydrogen

embrittlement. Though in the context of hydride synthesis, this means that hydrogen should

permeate throughout the sample (especially thin-films) and form the lowest energy compound

provided that there is an abundance of hydrogen. In principle, this could also occur at ambient

temperature, as observed in the formation of LaH10 [120] and YH6 [9] from the appropriate

trihydride by just pressurising samples in a hydrogen-rich environment. This is in essence

room-temperature annealing and can result in the sample completely transforming over a few

days, and in this case resulted in the loss of superconductivity. As will be discussed in section 6.3,

room-temperature annealing was also observed in an LaHx compound, but superconductivity was

preserved. Ultimately, it seems that the kinetic stability is particularly important for hydride

superconductors due to the presence of high mobility hydrogen.

After reforming the superconducting phase by pressurising to 175 GPa, high field measure-

ments were performed at the HFML, Nijmegen. Magnetic field sweeps were performed at fixed

temperatures in order to extract H c2, which are shown in figure 6.11.a with the resistance divided

by the normal state value. H c2 was extracted from the intersection of linear fits with the 100 %

value of the normalised resistance; errors in H c2 were taken as the difference between H c2 and

the maximum magnetic field fitted. The dependence of H c2 on T c is shown in figure 6.11.b and is

fitted with a WHH curve with the Maki and spin-orbit parameters equal to zero. This implies

that the paramagnetic limiting field is too large to affect the temperature dependence of H c2 and

similarly that spin-orbit effects are minimal.

From the WHH model in equation 2.68 with the Maki parameter and spin-orbit coupling equal

to zero, H c2(0 K) was estimated to be 64§5 T, which practically means that superconductivity

should be completely suppressed using the 70 T pulsed field facility in Dresden. Further para-

meters that can be extracted are ¢ 0, »0, and vF , which have values of 9.7§0.3 meV, 2.3§0.1 nm,

and 118§5 kms¡1 respectively. The fact that a simple WHH model describes the behaviour of

H c2 implies that the YHx compound formed has weak electron-phonon coupling, unlike SH3

[114], and is probably a single-band superconductor. However there are indications of a tail

present at high temperatures, which could be indicative of a proximity effect between normal

and superconducting regions of the sample. Figure 6.11.a shows that the reduction in resistance

due to superconductivity is still present at 62.5 K, and the extracted values of H c2 at 62.5 K and

59.8 K are the same. The zero-field value of T c is also higher than the WHH model predicts. A

proximity effect in this system would not be surprising due to the number of potential super-

conducting hydrides present; in fact figure 6.10.b shows a feature at 100 K, which could be the

superconducting onset of a minority phase that induces superconductivity in a large region of the
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Figure 6.11: a) Field sweeps of the yttrium hydride sample normalised to the high field value
of the resistance at 175 GPa. Linear fits to the data extract H c2 from the intersection with the
100 % value. b) H c2 versus T c for the yttrium hydride sample at 175 GPa. Solid line is a WHH fit
to the data.

sample due to it being a thin-film. This is ultimately dominated by the superconductivity of the

rest of the sample that onsets at 65 K. However to confirm this, X-ray spectra will be needed to

map the crystal domains.

Unfortunately based on the size of the zero-temperature gap, a superconducting gap will not

be observable with the current Raman equipment since the superconducting gap will always be

smaller than 78 cm¡1. However, further measurements on this compound will be performed at

pulsed field facilities to confirm the low temperature behaviour of H c2, which will ultimately lead

to determining the pressure dependence of H c2(0 K), ¢ 0, »0, and vF . X-ray measurements will

confirm the phase or phases present so that these superconducting parameters can be associated

with a stoichiometry and structure.
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6.3 Lanthanum superhydride

6.3.1 Background and motivation

LaH10 with an Fm3m structure has the highest T c of any binary hydride to date with a T c

greater than 250 K above 170 GPa [10, 120]. Further measurements observed an isotope effect

between the hydrogenated and deuterated compounds, which indicated that the superconducting

coupling mechanism is mediated by phonons and implies that LaH10 is a conventional BCS

superconductor [120]. As a result, understanding the mechanisms that give rise to such a high

T c within the well established BCS theory has been of paramount importance over the last few

years.

For BCS superconductivity, high frequency phonon modes alongside a large electron-phonon

coupling constant enhance T c. In principle, this should be easy to achieve in hydrides as the

hydrogen bonds provide high frequency phonon modes, though they can also prove detrimental,

as molecular hydrogen can draw density of states away from the Fermi energy and thereby

reduce T c [122]. In order to avoid the detrimental effect of molecular hydrogen, electrons must be

donated to dissociate the molecules, which is why rare-earth compounds are attractive as they

have small electronegativities and can form high oxidation states which donate more electrons

[122]. The heavy atoms also provide low frequency phonon modes, which through charge transfer

with the hydrogen atoms also provide middle frequency modes that enhance ¸ [122, 123, 268].

For Fm3m LaH10, bandstructure calculations consistently show the Fermi surface is com-

posed of lanthanum derived f -orbitals and hydrogen derived s-orbitals [123, 268, 269]. Most

importantly, due to strong hybridisation these bands are very flat at the Fermi energy about

the L -point, as shown in figure 6.12.a. Consequently these two bands give rise to two van Hove

singularities (one electron and one hole derived) at L , which causes a peak in the density of

states near the Fermi energy, as shown in figure 6.12.b [268]. Furthermore, due to the high

symmetry of the Fm3m structure, these van Hove singularities are duplicated multiple times

throughout the Brillouin zone [268]. Since ¸ is related to the density of states at the Fermi energy,

these high symmetry van Hove singularities give rise to large values of ¸ ranging between 2.2

and 3.9 in LaH10 [123, 270]. More broadly, this observation of highly symmetric crystals with

multiple van Hove singularities seems to explain the emerging trend that highly symmetric

hydride superconductors have a higher T c [43, 139].

As can be seen in figure 6.12.b, the peak in the density of states is not situated exactly at

the Fermi energy, but is actually at a slightly lower energy. Pressure does not seem to affect

the position of the peak and only affects the height slightly [269]. As a result, forming ternary

hydrides which tune the Fermi energy to the peak in the density of states has become a new

route for synthesising high T c compounds. With regards to LaH10, doping with aluminium is

predicted to increase T c by 15 % [139], whilst LaYH6 and LaYH10 have recently been synthesised

with T c values of 237 K and 253 K respectively [271]. Other ternary compounds electron-dope to
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Figure 6.12: a) The bandstructure of Fm3m LaH10 showing the dominant lanthanum f -orbitals
and the hydrogen s-orbitals. b) The calculated density of states for Fm3m LaH10 with two
van Hove singularities at the Fermi energy. Inset shows the sum of the individual components.
Figures from ref. [268].

dissociate more molecular hydrogen to further enhance the density of states at the Fermi energy

[136]. As ternary hydrides become the future of the field, thin film deposition techniques offer a

viable route to finely tune the balance of elements to maximise the effect of doping, whilst also

ensuring a hydrogen-rich environment to form the hydrogen rich phases required for high T c

superconductivity.

Apart from the Fm3m phase, LaH10 has been predicted to form multiple isostoichiometric

phases: namely R3m, C2/m, and Immm . Geballe et al. initially observed the R3m phase below

160 GPa [121], though Fm3m LaH10 with a T c above 240 K was observed at 150 GPa by Drozdov

et al. [120]. Later calculations indicated that the instability between the Fm3m and R3m phases

should appear between 129 GPa and 135 GPa [270, 272]. Later work by Sun et al. showed that

the Fm3m phase is stable down to 135 GPa in agreement with predictions, but also that the

stable phase below this threshold was C2/m. Thus far Immm has only been predicted to be

stable at 150 GPa [272]. All of these structures represent slight distortions of the cubic Fm3m

phase, with the R3m phase being a lower symmetry rhombohedral distortion, the Immm phase

being an orthorhombic distortion, and the C2/m phase being an even lower symmetry monoclinic

distortion.

Despite its close similarities to the high temperature phase, the superconducting properties

of the R3m phase have not been measured. Furthermore the phase itself has only recently been

subject to computational studies by Kruglov et al. , who predict a T c of 203 K at 150 GPa with

H c2(0K) of 72.7 T with ¸ ˘ 2.77 [270]. On the other hand, the C2/m structure has been observed

to have a T c of 189 K at 120 GPa [273]. This value is far lower than theory, which predicts a

T c between 229 K and 245 K with a strongly coupled ¸ of 3.57 at 200 GPa [268]. The observed

dependence of H c2 seems to obey WHH with H c2(0K)=134 T, though T c is only suppressed by
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25 % in a 45 T field [273]. Since WHH should only apply to weakly-coupled superconductors,

perhaps the discrepancy between experiment and theory is an over-estimation of ¸ . Finally, the

Immm phase has not been predicted to superconduct thus far [272], nor has it been observed

experimentally. Though there is naturally much interest in the high temperature superconducting

Fm3m LaH10 phase, future work must characterise the lower symmetry, isostoichiometric

phases with lower superconducting transitions in order to understand and predict other high-

temperature superconductors.

6.3.2 Results and discussion

6.3.2.1 X-ray diffraction

To synthesise a lanthanum hydride, the thin film lanthanum sample shown in figure 3.23.a was

laser heated to a temperature of 1410§20 K at 142§3 GPa with approximately sixty 0.3 s long

pulses in two different locations on the sample. The pressure after laser heating was measured to

be 128§5 GPa, which corresponded to a 14 GPa decrease. As a result the synthesis was performed

within the R3m/ C2/m region of the LaH10 phase diagram [121, 270, 273]. Prior to the X-ray

diffraction measurements the pressure had decreased to 124 GPa, which is deeper within the

R3m/ C2/m phase.

To determine the structure of the synthesised hydride, X-ray diffraction at DESY was per-

formed. Figures 6.13.a and 6.13.b show the diffraction pattern and subsequent cake plot in the

centre of the laser heated sample. The spots observed on faint rings/lines of constant 2µ indicate

that regions of the sample were single crystal. This is quite surprising considering that the

evaporated sample would likely be polycrystalline, which when coupled with short heating pulses

and large pressure gradients makes single crystal formation quite extraordinary.

Contrast this with figures 6.13.c and 6.13.d, which show the diffraction pattern and subse-

quent cake plot on top of one of the electrodes and away from the sample. In figure 6.13.c, two

clear rings are observed at 7.98° and 13.05°; the first of which corresponds to polycrystalline

tungsten and gold at 124 GPa, whilst the second only corresponds to gold. In these cases, the

rings/lines are continuous and spotless which implies polycrystallinity. This is unsurprising

since the deposited W-Au electrodes would consist of randomly oriented structures, but these

polycrystalline rings are clearly different to the single-crystal, spotted rings observed on the

lanthanum hydride sample.

Figure 6.14.a shows the background subtracted spectrum from the centre of the sample, as

well as the averaged spectrum over the entire 7£7 grid with several peaks of interest labelled,

which will be addressed in turn. Below are the spectra of lanthanum and several experimentally

observed and theoretically predicted lanthanum hydride compounds. There are several clear

similarities and differences between the averaged and centre spectra that show that there are

large spatial variations across the sample.
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Figure 6.13: a) and c) shows the diffraction rings on and off the sample respectively. Red regions
indicate masked regions that removed anomalies from the integration over 2µ. b) and d) show
the cake plots from unravelling the diffraction patterns. Black regions correspond to the masked
regions from the diffraction patterns.

The first to note is the 7.98° peak, which corresponds to the W-Au electrodes and only occurs

in the averaged spectrum and not in the centre of the sample. Observing the distinct lack of

the W-Au peak in the centre of the sample, where there was no W-Au, surrounded by six clear

electrodes ensured that the grid was well centred on the sample for all the subsequent spectra.

Furthermore the intensity of this peak was used to demarcate the electrodes on the contour plots

shown in figures 6.14.c, 6.15.a, and 6.15.b.

Secondly, the experimentally observed lanthanum peak at 7.35° [274] is not observed in either

the sample centre or the averaged spectra. This indicates that all of the lanthanum reacted with

the released hydrogen present to form lanthanum hydrides. There are two peaks at 6.53° and

6.81° that are of equal intensity in the sample centre and average spectra, which indicates that

the corresponding phases are formed consistently across the entire sample. The 6.81° peak agrees

well with the LaH2 phase predicted by Kruglov et al. [270], whilst the 6.53° peak agrees well

with the experimentally observed LaH3 phase by Drozdov et al. [120]. The intensities of these

peaks are plotted in a contour plot in figure 6.14.c, which show that these phases, though present

throughout, largely formed on the outskirts of the sample above the electrodes. These regions

were not laser heated directly for fear of damaging the electrodes, thus they were only heated

via conduction of the laser pulse. This could indicate that the lanthanum was not heated enough

to form higher hydrides, but it has also been shown that LaH10 can be formed by pressurising

LaH3 in a hydrogen-rich environment [120]. Since the X-ray measurements were performed

four months after the initial laser heating, LaH10 would have formed if the LaH3 was in a

hydrogen-rich environment. Instead this suggests that the AB did not completely decompose in

areas where the sample was not directly heated, thus not enough hydrogen was released. This

shows that uniform heating is vital to synthesise the highest hydrides from AB, however this is
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Figure 6.14: a) X-ray spectra from DESY using a 29.06 pm X-ray source. In black is the spectrum
from the centre of the sample, and in grey is the average of all 49 spectra over the entire grid; key
peaks are indicated. Coloured peaks correspond to the diffraction peaks of several predicted and
experimentally confirmed lanthanum hydride compounds. Data are from refs. [120, 121, 270, 272–
274]. b) Low angle diffraction peaks of the Fm 3̄m, R3m, C2/m, and Immm phases of LaH10. c)
The contour plots of two peaks corresponding to LaH2 and LaH3 across the 35£35 µm2 grid. The
W-Au electrodes are shown in grey.

Figure 6.15: a) The contour plots of three of the LaH10 peaks across the 35£35 µm2 grid. b) The
contour plots of the unknown peak compared with two LaH10 peaks across the 35£35 µm2 grid.
The W-Au electrodes are shown in grey.

risky as prolonged laser heating risks cracking the diamonds. As discussed in section 6.1.2, TiO2

diamond coatings are being pursued to enable more uniform laser heating.

Despite the issues of laser heating and the formation of lower hydrides, there are four main

peaks that correspond to either the R3m, C2/m, or Immm structures of LaH10 [121, 272, 273].

These peaks are observed at 5.38°, 5.68°, 6.32°, and 10.35° and confirm that a form of LaH10

has been synthesised, though not the high temperature superconducting phase. Figure 6.14.b
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shows the low angle diffraction spectra of the Fm 3̄m, R3m, C2/m, and Immm structures. In this

region, the highest symmetry Fm3m structure is expected to only have two peaks, whilst the

R3m and C2/m phases show more peaks about 5.5° due to splitting of the most intense Fm3m

peak. This means that the R3m and C2/m phases can be clearly distinguished from the Fm3m

phase, however distinguishing the R3m and C2/m phases from one another is far harder due to

minimal splitting of the weakest peak in this region. In principle even lower symmetry distortions

of the Fm3m structure could also be present, as these would not be distinguishable from one

another either. Though the peaks from the Immm phase are displaced from the others to higher

angles, this could be due to the prediction being at 150 GPa, unlike the experimental data which

is at 124 GPa. In figure 6.14.a, the 5.38° and 5.68° peaks correspond to the split Fm3m peak,

which clearly shows that the LaH10 compound formed is not Fm3m. However, it is not possible

to distinguish between the R3m, C2/m, or Immm structures as the splitting of the 5.68° peak

is not clear. Though it is not clear which LaH10 structure is formed, the compound formed is

reasonably single crystal with large domains, as evidenced in figure 6.13.a by the spotty rings at

5.38°, 5.68°, and 6.32°.

Figure 6.15.a and figure 6.15.b show the contour plots of these peaks, and it can be seen that

the LaH10 has mainly formed in two locations; one is in the centre of the sample and the other

is between the electrodes in the north-east corner. These two locations correspond to the two

locations where the sample was laser heated repeatedly, as the other electrodes were less covered

by lanthanum and were thus more vulnerable to being destroyed during the laser heating. This

further shows that thermal diffusion (or lack thereof) is a key experimental parameter that needs

to be improved to guarantee high-quality single crystal films devoid of impurities. Overall these

results show that large domains of LaH10 can be synthesised using thin-films of lanthanum.

Furthermore, these evaporative techniques can easily be used to form multilayers of multiple

elements, which can then form high hydrogen stoichiometry ternary hydrides, such as LaYH6,

LaYH10, and the predicted aluminium-doped LaH10, amongst several others.

However, the peak at 8.59° is present throughout the sample, as shown in figure 6.15.b, and

does not correspond to any high intensity peaks for predicted lanthanum hydride phases. Due

to this peak being present throughout the sample, it is probably caused by an oxide layer that

formed when the lanthanum film was exposed to atmosphere before being pressurised. Though

it has not affected the formation of LaH10, it is a contaminant that affects crystal quality and

should be removed in future syntheses. As a result, a glove-box evaporator is being pursued,

which means that the lanthanum film will only be exposed to an argon atmosphere before being

pressurised. This is also an important consideration before applying evaporative techniques to

ternary hydrides, in order to remove potential contaminants from the complex chemistry.
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6.3.2.2 Transport

The resistance versus temperature immediately after laser heating the lanthanum thin-film

is shown in figures 6.16.a and 6.16.b, which shows a complete superconducting transition at

45 K, T c at 133 K, and a drastically increased resistance from the precursor film. The complete

superconducting transition shows that the sample has been converted from lanthanum to a

superconducting hydride. Though the transition width is particularly broad, this could be caused

by pressure gradients and/or crystal domains, which would also explain the drastically enhanced

resistance. In particular, LaH3 has been shown to be insulating up to 150 GPa [120] and could

contribute to the temperature dependence of the resistance.

Figure 6.16: a) The resistance of the lanthanum hydride compound formed after laser heating and
subsequent annealing. b) Inset shows a zoom of the low resistance region of the superconducting
transitions. ½was calculated by assuming a square sample (length equal to width) and a thickness
of 362 nm. c) Temperature sweeps in magnetic field showing the suppression of superconductivity.
Resistance is scaled by the value at 85 K.

As can be seen in figure 6.16.a, leaving the lanthanum hydride at room temperature for

10 days had a dramatic effect on the sample. Firstly T c shifted to 83 K from 113 K, whilst the

complete loss of resistivity decreased to 38 K from 45 K. This sharpening of the transition and the

overall decrease in resistance is evidence of room temperature annealing due to the large mobility

of hydrogen at room temperature. This in principle allows any high temperature metastable states

formed from the laser heating to disappear over time, which leaves only the stable compounds at

a given pressure. In this case, the compound with T c at 113 K transformed into a compound with

T c at 83 K, whilst maintaining a similar zero-resistivity temperature value. This initial compound

with a T c of 113 K was observed by Drozdov et al. and tentatively assigned to LaH6 or LaH8

[120, 122, 123]. As shown in section 6.2.3, the yttrium hydride compound that formed showed

similar annealing behaviour, but in this case the annealing generally had a detrimental effect

and resulted in the loss of superconductivity. However, the lanthanum hydride sample proved
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stable over several months and throughout magnetic field measurements and X-ray diffraction

measurements.

Post-annealing, the stable sample formed was the LaH10 sample measured by X-ray diffraction

with a T c of 83 K. If LaH6 or LaH8 did form initially, they must have decomposed entirely as they

were not visible in the X-ray spectra. If this complete decomposition did occur, then this would

represent decomposition into a higher hydrogen stoichiometry compound, which has not been

observed in hydride superconductors thus far. It would also go against the common wisdom that

higher hydrogen stoichiometries produce higher T c.

The observed T c of 83 K is far lower than measurements and predictions by other authors.

For the lowest symmetry C2/m phase, a T c of 189 K was observed [273] contrary to a predicted T c

between 229 K and 245 K [268], whilst for the R3m phase a T c of 203 K was predicted [270]. For

SH3, it was shown that to accurately predict T c anharmonic phonons and quantum zero-point

energy effects needed to be incorporated to account for the properties of hydrogen [113]. Similarly,

recent calculations have shown that Fm3m LaH10 is no different and these effects must be

incorporated for accurate predictions [272]. As a result, the predictions for the R3m phase by

Kruglov et al. could be inaccurate due to neglecting quantum and anharmonic effects, whilst

predictions of the C2/m phase by Liu et al. neglected anharmonic effects. This could explain the

discrepancy between predictions and experiment for the C2/m phase, and by a similar logic, T c

for the R3m phase could be far lower than predicted. Despite incorporating both of these effects,

Errea et al. did not predict that the Immm phase was superconducting [272], however this does

not exclude it from consideration. Kruglov et al. also predicted that LaH4 should have a T c of

87 K at 150 GPa, which is similar to the T c observed. This T c value was also predicted without

anharmonic or quantum effects, so this prediction could also be inaccurate. Furthermore, LaH4

is not observed in a large quantity in the X-ray diffraction data, making it unlikely to explain the

transition observed at 83 K. To the best of my knowledge, no other lanthanum hydride phases

are predicted to superconduct in the vicinity of 80 K. Therefore the observed T c is probably due

to the R3m or Immm LaH10 phases.

Though stability was achieved, the superconducting transition was still broad and contained

several humps, which were probably due to pressure gradients across the culet, or the LaH2 and

LaH3 impurities observed by X-ray. Further laser heating could have been performed but this

was deemed too risky 3.

Figure 6.16.c shows the normalised resistance temperature sweeps in a fixed magnetic field

and the suppression of superconductivity. In order to characterise the superconductivity, T c was

extracted from the intersection of linear fits with the 100 % value of the normalised resistance.

Using this metric, T c was only suppressed to approximately 60 K in a 14 T field. Figure 6.17.a

shows the normalised resistance of magnetic field sweeps at fixed temperature, and H c2 was

extracted in the same way as the YHx compound. This method had the advantage of extrapolating

3A bird in the hand is worth two in the bush.
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Figure 6.17: a) Field sweeps up to 14 T at constant temperature at the University of Bristol.
The resistance is normalised by the normal state value, and linear fits extract H c2 from the
intersection with the 100 % value. b) Field sweeps up to 35 T at constant temperature at the
HFML, Nijmegen. The resistance is normalised by the normal state value, and linear fits extract
H c2 from the intersection with the 100 % value.

to higher fields than 14 T. However the error associated with these fields was significantly larger,

as they were calculated as the difference between the largest field fitted and the value of H c2.

To suppress T c further, higher fields were needed and more field sweeps were performed in

the 35 T fields available at the HFML, Nijmegen, which are presented in figure 6.17.b. H c2 was

determined using the same procedure as before, and all of the H c2 versus T c data are presented in

figure 6.18. Clearly 35 T was still not sufficient to suppress T c to zero-temperature. Neither is this

LaH10 structure described by a simple WHH model. Both the Maki and spin-orbit parameters

were set to zero, however both of these effects would only suppress the temperature dependence

further and result in a poorer fit.

From the temperature dependence of H c2, it appears that the LaH10 compound exhibits

positive curvature with very little tail, unlike in the YHx compound, which could be indicative

of strong-coupling or multiband effects. This is unsurprising based on high field measurements

on SH3, which also observed departures from WHH behaviour and was believed to be a strong-

coupling superconductor [114]. Furthermore, predictions of the Fm 3̄m, R3m, and C2/m phases

all expect ¸ >1, which violates the weak-coupling approximation upon which the simple WHH

model is based [268, 270, 272]. As a result, a strong-coupling model would be more applicable.

Though likely to be a strong-coupling superconductor, it is difficult to distinguish this behaviour

from multiband effects. In other systems, measurements like ARPES or specific heat can be

used to disentangle these effects, but at extreme pressures these techniques cannot be applied.

Currently, the best hope of understanding the behaviour is to perform pulsed field measurements

in order to determine the low temperature behaviour of H c2. With this data, a more meaningful

comparison between strong-coupling and multiband models can be performed.
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