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Abstract. One tool to analyze the qualitative behavior of a periodic orbit of a vector field in $\mathbb{R}^n$ is to consider the Poincaré return map to an $(n-1)$-dimensional section. The image under the Poincaré map of points on this section that lie near the periodic orbit is obtained by following the orbits under the flow of the vector field until the next (local) intersection. It is well known that the Poincaré map defined on a section transverse to a periodic orbit is a diffeomorphism locally near the periodic orbit. However, in practice, often an arbitrary global Poincaré section is taken. Generically, there are points where the flow is tangent to the Poincaré section, and these give rise to discontinuities of the Poincaré map. In fact, the orbits of some points may not even return to the section, in which case the Poincaré map is not defined at all.

In this paper we study tangency bifurcations of invariant manifolds of Poincaré maps on global sections of vector fields in $\mathbb{R}^2$ and $\mathbb{R}^3$. At such a bifurcation the manifold becomes tangent to the section, which results in a qualitative change of the Poincaré map while the underlying flow itself does not undergo a bifurcation. Using tools from singularity theory, we present all normal forms of the codimension-one tangency bifurcations in the neighborhood of the respective tangency point. The study of these bifurcations is motivated by and illustrated with the examples of the (unforced) Van der Pol oscillator and a system modeling a semiconductor laser with optical injection. Finally, we present a framework for the generalization of our normal form results to arbitrary dimension and codimension.

Key words. Poincaré map, quadratic and cubic tangency, flowbox, normal forms, singularity theory.

AMS subject classifications. 37C10, 37G25, 58K50.

1. Introduction. In 1892 Henri Poincaré introduced the idea of a return map of a vector field — today generally referred to as a Poincaré map — while he was studying a restriction of the three-body problem [30]. His aim was to find the motion of three bodies (one having negligible mass compared with the other two, for example, the Sun, Earth and Moon), given only their initial positions, velocities, and masses. His work was fundamental for both the local and global analysis of nonlinear dynamical systems. In particular, he studied periodic orbits and their stability and introduced the first return map to a given local section as a new tool. In this setting the section in phase space is chosen transverse to the periodic orbit, and one considers the map that is defined locally on the section by following the flow until it returns back to the section. The periodic orbit of the system corresponds to a fixed point of this Poincaré map. Since the Poincaré map is a diffeomorphism (a smooth map with a smooth inverse) in a neighborhood of this fixed point, the existence and stability analysis of periodic orbits in the full phase space reduces to the study of fixed points of local
diffeomorphisms. This fact is used in the bifurcation analysis of periodic orbits in
standard textbooks such as [15, 24, 33].

Today, the Poincaré map is a much-used tool in theoretical studies and in the
evaluation of experiments alike. Generally speaking, one studies attractors and other
invariant sets that one obtains by considering only the intersection points of the flow
with a prespecified Poincaré section. One way of obtaining such a representation
is to plot measured quantities (for example, position, velocity, voltage or current)
whenever a designated quantity has a particular value, for example, when it crosses
its average. Another common choice is to consider a section in the space of the first
derivative of the flow and to plot the position of successive maxima/minima of the
system; such maps can be seen, for example, in [1, 31]. In this way, one can illustrate
classic transitions, such as the period-doubling route to chaos or the break-up of an
invariant torus.

The above discussion already shows that in practice one typically chooses a global
Poincaré section on a codimension-one submanifold of the flow. A common choice
is a (hyper)plane defined by one of the variables having a fixed value. The question
arises what the properties are of the global Poincaré map, which is defined as the first
return to the global section.

A special case is that of a stroboscopic map of a periodically forced system with
angular frequency $\omega$; well-known examples (see, for example, [15, 33]) include the
forced damped pendulum, the forced Van der Pol and the forced Duffing oscillators.
A periodically forced system can be written as an autonomous vector field by con-
sidering time $t$ as another variable, which is, hence, periodic with period $2\pi/\omega$. The
Poincaré section is then taken at $t = 2\pi/\omega$, so that the Poincaré map records the
variables at regular time intervals. In a mechanical experiment, this can be achieved
by stroboscopic illumination with the forcing frequency, hence, the name stroboscopic
map; see, for example, [5, 19]. Since the section is effectively taken in time and not in
space, each orbit intersects the global section defined by $t = 2\pi/\omega$ and does so trans-
versely. This means that the stroboscopic map is a well-defined global diffeomorphism
on the entire section.

By contrast, for a vector field that is not periodically forced one cannot find a
global section on which the Poincaré map is a global diffeomorphism. Given a general
autonomous vector field and any Poincaré section $\Sigma$, there exists a non-empty set
of codimension one — which we call the tangency locus — where the vector field is
tangent to $\Sigma$, that is, the flow is not transverse to the section. Furthermore, there may
be orbits that may not return to the section in forward or backward time. These two
obstructions were already known to Birkhoff [3] who considered the problem of finding
a Poincaré map in the context of Hamiltonian systems. His goal was to find a so-
called complete section that is intersected by all trajectories, so that the Poincaré map
gives information about the entire dynamics. Birkhoff’s result is that the Poincaré
map is well defined, smooth and complete if the section is such that the tangency
locus is invariant under the first return; one also speaks of a Birkhoff section [9]. In
this case it is sufficient to consider the Poincaré map on a compact region that is
bounded by the tangency locus. For a two-degree-of-freedom Hamiltonian system one
obtains an area preserving map of the plane, by means of restricting to a fixed-energy
surface. However, for arbitrary Hamiltonian systems the condition that the tangency
locus is invariant under the first return is not necessarily satisfied. To deal with
this more general Hamiltonian situation, Dullin and Wittek [9] generalized Birkhoff’s
result by constructing what they call a $W$-section, which guarantees a weaker form
of completeness in the sense that orbits either return to the $W$-section in finite time or have a limit in the $W$-section as time goes to infinity. Analyzing the properties of the associated Poincaré map requires the study of geometric properties of the flow in phase space in relation to the energy surface [4].

We consider here the properties of the Poincaré map on a global section of a generic autonomous vector field, without any special properties such as a Hamiltonian structure or preserved symmetries. Typically, there are regions of the section where the Poincaré first return map can be defined locally as a diffeomorphism by considering the $k$-th return map to the global section for a suitable fixed $k$. Such regions are bounded by the tangency locus. Namely, the $k$-th return map is discontinuous across the tangency locus. This fact was used in [20] to explain the emergence of an increasing number of discontinuities of the one-dimensional map approximation associated with a chaotic attractor, such as that of the Rössler system. However, when one allows the number of intersections $k$ with the section to vary across the tangency locus, then the Poincaré map can be extended as a continuous map to an adjacent region. How the number $k$ must be changed to ensure continuity of the Poincaré map can be determined from the condition that the integration time be continuous; see also [9]. This idea was used in [8] to compute one-dimensional invariant manifolds of the global Poincaré map across the tangency locus. By continuing orbit segments (with the associated integration time) as two-point boundary value problems it is possible to compute one-dimensional invariant manifolds of the global Poincaré map across the tangency locus without the need for manually changing the number $k$ of returns to the section; see [11] for details and examples.

The specific topic addressed in this paper is the characterization of bifurcations of a global Poincaré map that do not correspond to bifurcations of the underlying flow. Such topological changes of the Poincaré map can be brought about either by changing a system parameter so that an invariant object changes in such a way that its intersection with the section is affected, or equivalently by changing the position of the section in the flow. Indeed, one needs to take some care to avoid drawing wrong conclusions from topological changes of phase portraits in a Poincaré section. A concrete example is the appearance of extra branches of intersections with a fixed Poincaré section of a one-parameter family of periodic orbits. This may simply be due to the periodic orbit changing shape in the full phase space, which does not correspond to a bifurcation of the flow. The emergence of extra branches in a Poincaré section typically happens, for example, when the orbit approaches a saddle-focus equilibrium [14]. Another example is the intersection of an invariant torus with a section, which can take different forms, as is discussed in detail in section 4.

The situation may be even more complicated in some applications. An example is the study by Peikert and Sadlo [28, 29] of one-dimensional invariant manifolds in a two-dimensional section through a vortex ring associated with a river power plant. The authors refer to “seemingly ring-shaped lobes [as] an artefact of the slice plane which does not follow well the curved center line of the structure” [29, Sec 5.2]. Indeed, such “lobes” arise due to the way the section intersects a corresponding two-dimensional manifold, and this depends on the exact position of the section. In particular, the study of changes of the invariant set with the position of the section is important for the interpretation of experimental measurements, such as the two-dimensional sections through a vortex structure by means of a laser sheet [12].

We consider the generic bifurcations of a smooth invariant manifold of dimension $\ell$ as it interacts with a Poincaré section of a generic vector field with an $n$-dimensional
phase space. We call these bifurcations **tangency bifurcations**, because they are generated by orbits that are tangent to the section at the bifurcation point. We analyze the tangency bifurcations locally in a generic framework, which means that there are no equilibria in the section. Therefore, we may consider a flowbox in a suitable neighborhood of the bifurcation point, which is simply a domain in phase space that is bounded by orbit segments and transverse codimension-one in- and out-sets. We use the Flowbox Theorem [27] and to `straighten out’ the flow by mapping it to the standard flowbox with parallel flow. Subsequently, we apply coordinate changes to map the section to a standard form as motivated by singularity theory; the key here is to show that the coordinate changes can be chosen to preserve the flow lines in the standard flowbox. As a result, we obtain normal forms for the unfoldings of tangency bifurcations in terms of parametrized families of curved Poincaré sections in the standard flowbox. Specifically, we treat all generic tangency bifurcations of codimension-one for \( n \leq 3 \), that is, for Poincaré sections of dimension one and two.

To this end, we first consider tangency bifurcations of invariant manifolds in a one-dimensional Poincaré section of a two-dimensional flow, before concentrating on the important case of tangency bifurcations in a two-dimensional Poincaré section of a vector field in \( \mathbb{R}^3 \). We also discuss briefly how the notion of a tangency bifurcation can be be generalized for arbitrary \( n \) and \( \ell \).

Our normal form investigations are motivated by and illustrated with examples of how the different tangency bifurcations manifest themselves in Poincaré maps of concrete vector fields arising in applications. Namely, we consider here the two-dimensional unforced Van der Pol oscillator, and a three-dimensional vector field model of a semiconductor laser with optical injection [36].

The approach of using methods from singularity theory to classify the dynamics of a special class of systems has been employed for different but somewhat related systems, notably impacting systems [7] and noninvertible maps (endomorphisms) of the plane [10, 16, 23]. However, closest in spirit is the work of Sotomayor and Teixeira who study generic flows on a manifold with a codimension-one boundary, namely two-dimensional flows in [34] and three-dimensional flows in [32]. Sotomayor and Teixeira work in a completely general setting and investigate what conditions on the vector field and the section are needed for structural stability of the interaction between the flow and the boundary. Because in our setup the Poincaré section plays the role of their boundary, we can use their genericity results in our context. There are a number of differences between their work and what is presented here. Firstly, Sotomayor and Teixeira do not consider the flow on the ‘outside’ of the boundary, while we are interested in the flow on both sides of the Poincaré section. Secondly, we consider bifurcations of a ‘local piece’ of an invariant one- or two-dimensional manifold in a local flowbox around a bifurcation point. This piece of manifold could be part of a periodic orbit, invariant torus or a stable or unstable manifold of a saddle object. While the tangency bifurcation remains locally the same, its global manifestation depends on the type of invariant manifold one is considering. For example, Sotomayor and Teixeira consider as separate the two cases that a periodic orbit or a one-dimensional separatrix has a tangency with the boundary, which we interpret as manifestations of the same interaction with the Poincaré section. Moreover, two-dimensional invariant manifolds were not considered in [32].

This paper is organised as follows. In section 2 we discuss the motivation behind this paper and outline the problems that arise from globalising a local Poincaré map; here we also provide formal definitions. In section 3 we consider the tangency bi-
Fig. 1. A periodic orbit \( \Gamma \) intersecting a local section \( \Sigma_{\text{loc}}(\gamma_0) \) at the point \( \gamma_0 \). The local Poincaré map \( P_{\text{loc}} \) takes \( x \) to the next local intersection \( P_{\text{loc}}(x) \) with \( \Sigma_{\text{loc}}(\gamma_0) \).

For readers familiar with the concept of a Poincaré map defined on a local section transverse to a periodic orbit, consider the vector field

\[
\dot{x} = f(x, \lambda), \quad x \in X, \quad \lambda \in \mathbb{R}^m,
\]

where \( X \) is the phase space, \( \lambda \) is a (vector-valued) parameter, and \( f : X \rightarrow X \) is sufficiently smooth. For the purposes of this paper \( X = \mathbb{R}^n \) where we mostly consider the cases \( n = 2 \) or \( n = 3 \). The flow associated with (2.1) is denoted by \( \Phi \), so that the orbit or trajectory through \( x \) is defined as

\[
\mathcal{O}(x) = \{ \Phi^t(x) \mid t \in \mathbb{R} \}.
\]

We assume now that (2.1) has a periodic orbit \( \Gamma \) for some value of \( \lambda \). Note that generically \( \Gamma \) is part of a \( (\lambda \)-dependent) family, but for the moment we consider the parameter \( \lambda \) as fixed. To obtain the standard definition of a local Poincaré map \( P_{\text{loc}} \) one chooses an \( (n-1) \)-dimensional submanifold \( \Sigma \) that intersects \( \Gamma \) transversely at an intersection point \( \gamma_0 \). The Poincaré map is then defined in some neighborhood \( \Sigma_{\text{loc}}(\gamma_0) \) of \( \gamma_0 \); see, for example, [24, 27]. A point \( x \in \Sigma_{\text{loc}}(\gamma_0) \) is taken by the flow \( \Phi \) to the next intersection of the forward trajectory \( \{ \Phi^t(x) \mid \forall t \geq 0 \} \) with \( \Sigma_{\text{loc}}(\gamma_0) \); see also figure 1. That is,

\[
P_{\text{loc}} : \Sigma_{\text{loc}}(\gamma_0) \rightarrow \Sigma_{\text{loc}}(\gamma_0)
\]

\[
x \mapsto P_{\text{loc}}(x) := \Phi^t(x),
\]

furcation with a global Poincaré section of a two-dimensional flow, which is due to a quadratic tangency of an invariant manifold; this case is illustrated with the Van der Pol oscillator. Section 4 then deals with quadratic tangencies of invariant manifolds with a two-dimensional Poincaré section of a three-dimensional flow; a model of a semiconductor laser with optical injection serves as a concrete example. In section 5 we consider the case of cubic tangency bifurcations, which involve an orbit on an invariant manifold that has a cubic tangency with the Poincaré section of a three-dimensional flow; what this bifurcation looks like in practice is again illustrated with the example of a semiconductor laser with optical injection. Section 6 discusses the general case of a tangency bifurcation of an \( \ell \)-dimensional manifold with a global Poincaré section of an \( n \)-dimensional flow. Finally, in section 7 we draw some conclusions and discuss directions for future research.
where $t_x = \min\{t > 0 \mid \Phi^t(x) \in \Sigma_{\text{loc}}(\gamma_0)\}$ is the time to the next local intersection. Note that $\gamma_0$ is a fixed point of $P_{\text{loc}}$ and that $t_x$ is close to the period of the periodic orbit $\Gamma$. Since the section $\Sigma$ is chosen transverse to $\Gamma$ at $\gamma_0$, it is always possible to choose $\Sigma_{\text{loc}}(\gamma_0)$ such that $P_{\text{loc}}$ is a well-defined diffeomorphism on $\Sigma_{\text{loc}}(\gamma_0)$.

Locally near $\gamma_0$ the dynamics of the vector field $f$ are equivalent to the dynamics of $P_{\text{loc}}$ on $\Sigma_{\text{loc}}(\gamma_0)$, so that the local Poincaré map allows the study of basic bifurcations of the periodic orbit $\Gamma$; see, for example, [15, 24, 33]. However, in many applications one is interested not only in a periodic orbit $\Gamma$ but in more general invariant sets, including invariant tori and chaotic attractors. Therefore, one often considers some suitably chosen ‘large’ and generally unbounded global section in phase space. For the purpose of this paper, we call $\Sigma$ a global Poincaré section if it is the image of a smooth embedding
\begin{equation}
F : \mathbb{R}^{n-1} \to \mathbb{R}^n,
\end{equation}
where we assume that $F(\mathbb{R}^{n-1})$ divides the phase space $\mathbb{R}^n$ into two disjoint parts. In other words, a global Poincaré section $\Sigma = F(\mathbb{R}^{n-1})$ is a smooth manifold of dimension $(n-1)$ that is unbounded in all directions. Specifically, $\Sigma$ is the unbounded image of the real line for $n = 2$ and of a two-dimensional plane for $n = 3$. It is common in applications to choose $\Sigma$ simply as an $(n-1)$-dimensional hyperplane.

The global Poincaré map on the global section $\Sigma$ is then defined as in (2.3), except that we now consider $P$ on the entire global section $\Sigma$, that is,
\begin{equation}
P : \Sigma \to \Sigma
P(x) := \Phi^{t_x}(x),
\end{equation}
where $t_x$ is the time to first intersection with $\Sigma$; note that $P$ is well defined at $x$ if $0 < \inf\{t > 0 \mid \Phi^t(x) \in \Sigma\} < \infty$.

As can already be inferred from figure 1, a global section $\Sigma$ typically has $k \geq 2$ intersections with a periodic orbit $\Gamma$. (Note that generically there is an even number of points in $\Gamma \cap \Sigma$.) In other words, the local Poincaré map $P_{\text{loc}}$ defined on $\Sigma_{\text{loc}}(\gamma_0)$ coincides with the restriction to $\Sigma_{\text{loc}}(\gamma_0)$ of the $k$th iterate of the global Poincaré map as defined by (2.5). Indeed, $P^k$ is a local diffeomorphism near any of the (transverse) intersection points of $\Gamma$ with $\Sigma$.

It turns out that the global Poincaré map as defined by (2.5) is a diffeomorphism on the whole of $\Sigma$ that describes the entire dynamics on $\mathbb{R}^n$ only under rather severe conditions (see, for example, [3, 26]), namely, only when
1. the flow $\Phi$ of (2.1) is transverse to $\Sigma$ at every point $x \in \Sigma$;
2. the forward orbit and the backward orbit through every point $x \in \Sigma$ both have another intersection with $\Sigma$; and
3. every orbit of (2.1) intersects $\Sigma$.
Indeed, these conditions are typically not satisfied because of the following result.

**Theorem 2.1.** For a generic vector field on a given phase space it is not possible to find a global Poincaré section $\Sigma$ to which all points return and that is everywhere transverse to the flow, unless the phase space can be written as $\mathbb{S}^1 \times \Sigma$.

Theorem 2.1 is proved in [37] in two basic steps; see also [3, 6, 9, 26]. The first step is to show that if a global Poincaré section with the above properties exists then the phase space $X$ is topologically equivalent to the suspension manifold $\Sigma \times [0,1]/\sim$. Here, the quotient is taken with respect to the equivalence relation $\sim$, where $(x_1,0) \sim (x_2,1)$ for $x_1, x_2 \in \Sigma$, $x_1 \neq x_2$, if $x_2 = P(x_1)$. The second step of the proof is to show that
if $\Sigma$ is a smooth manifold on which $P$ is a diffeomorphism then $[0, 1] \times \Sigma / \sim$ can be written as $S^1 \times \Sigma$.

An immediate consequence of Theorem 2.1 is the following.

**Corollary 2.2.** A global Poincaré map $P$ that is a diffeomorphism on a global section $\Sigma$ can be found for a generic vector field on a given phase space if, and only if, the vector field is equivalent to a periodically forced system.

Periodically forced vector fields are an important subclass with well-known examples such as the forced damped pendulum, the forced Van der Pol equations and the forced Duffing oscillator [15, 33]. The global Poincaré map in the sense discussed here is given as the stroboscopic map, that is, as the time-$2\pi/\omega$ map. The fact that the stroboscopic map is a global diffeomorphism is a particularly nice property of periodically forced vector fields. However, according to Corollary 2.2 this property is very special. In particular, for a general (that is, not a periodically forced) vector field there are points where the vector field is tangent to the global section $\Sigma$. This can already be deduced from the case of a section through a periodic orbit $\Gamma$. If one considers two consecutive (transverse) intersection points $\gamma_0$ and $\gamma_1$ of $\Gamma$ with $\Sigma$, then the flow points in opposite directions (with respect to $\Sigma$) near $\gamma_0$ and $\gamma_1$, respectively. By continuity of the flow, we must have at least one point on $\Sigma$ where the vector field is tangent to the section. We define the **tangency locus** $C$ as

\[ C := \{ x \in \Sigma \mid f(x) \cdot \vec{n}_\Sigma(x) = 0 \}, \]

where $\vec{n}_\Sigma(x)$ is the unit normal to $\Sigma$ at the point $x$. Note that if $\Sigma$ is a hyperplane the normal $\vec{n}_\Sigma(x)$ does not depend on $x$. For the remainder of this paper we assume that $C \neq \emptyset$. It follows from the Implicit Function Theorem [35] that $C$ consists of smooth codimension-one submanifolds of $\Sigma$. That is, for a one-dimensional section $\Sigma$ ($n = 2$) the tangency locus $C$ is generically a set of isolated points. For a two-dimensional section $\Sigma$ ($n = 3$) it consists of smooth curves. Furthermore, in a two-dimensional section $\Sigma$ there may be points of $C$ where the flow has a cubic tangency (that is, a cusp singularity) with $\Sigma$; such points are generically isolated. These genericity statements follow from results by Sotomayor and Teixeira in [34, 32] on flows on two- and three-dimensional manifolds with boundary.

The importance of the tangency locus $C$ lies in the realization that any $k$th-return map to $\Sigma$ for any $k \geq 0$, that is, the Poincaré map $P$ as defined by (2.5) or its $k$th iterate, is discontinuous across $C$; this was already noted by Birkhoff [3] in the context of Hamiltonian systems. The reason for this discontinuity is that the number of intersection with the section $\Sigma$ changes due to the quadratic tangency; see also section 3.1. We remark that a $k$th-return map can be extended continuously across $C$; namely, by changing the number of global intersections and considering the $(k \pm 1)$th-return map in the adjoining region. The required number of global intersections is determined by the condition that the time $t_x$ to the next (local) intersection depends continuously on the point $x$ across $C$ [8]; see also [9]. This approach of extending a Poincaré map across $C$ by continuation of the entire orbit segment from $\Sigma$ back to $\Sigma$, which includes the integration time $t_x$, is especially useful when one wants to compute invariant manifolds of global Poincaré maps [11]. Note that a thus extended Poincaré map is only continuous across $C$, but not smooth. In other words, the existence of a tangency locus is indeed an obstacle to finding a Poincaré map that is a global diffeomorphism.

We consider here tangency bifurcations of the Poincaré map $P$ on a global section $\Sigma$, which are characterized by the interaction of an invariant manifold $M$ with the
tangency locus $C \subset \Sigma$. The first step is to define an appropriate notion of topological equivalence.

**Definition 2.3.** Given two flows on two open neighborhoods $U_1$ and $U_2$ of $\mathbb{R}^n$ and $(n-1)$-dimensional smooth sections $\Sigma_1 \subset U_1$ and $\Sigma_2 \subset U_2$ with tangency loci $C_1$ and $C_2$, respectively. Suppose further, that there are $\ell$-dimensional invariant manifolds $M_1 \subset U_1$ and $M_2 \subset U_2$. We say that the flow on $U_1$ is $\Sigma$-$M$-topologically equivalent to that on $U_2$ if there exists a homeomorphism $h : U_1 \rightarrow U_2$ such that

1. $h$ maps orbits in $U_1$ to orbits in $U_2$ and respects the direction of time;
2. $h$ maps $\Sigma_1$ to $\Sigma_2$ and $C_1$ to $C_2$; and
3. $h|_{\Sigma}$ maps $M_1 \cap \Sigma_1$ to $M_2 \cap \Sigma_2$.

Note that (E1) ensures that $h$ maps $M_1$ to $M_2$. For notational convenience, we refer to $\Sigma$-$M$-topological equivalence simply as topological equivalence in what follows. Similarly, we refer to the orbits of a flow on an open set $U$ relative to $\Sigma, M \subset U$ simply as a phase portrait.

Following standard ideas of bifurcation theory [15, 24], we say that a phase portrait is structurally stable if any sufficiently close phase portrait is topologically equivalent. Here closeness between phase portraits is given by the $C^1$-topology of the underlying vector fields and $C^1$-distance between the respective sections and invariant manifolds; compare with [32, 34]. Consequently, a bifurcation takes place when a phase portrait is not structurally stable. In the usual way, two unfoldings of a bifurcation are said to be topologically equivalent if respective phase portraits are topologically equivalent and the underlying family of homeomorphism can be chosen to depend continuously on the parameters.

Clearly bifurcations of the underlying flow in the usual sense (meaning that (E1) is violated) are also bifurcations of the Poincaré map $P$ in the sense of Definition 2.3; these bifurcations are covered by standard bifurcation theory. However, there are new types of bifurcations in the sense of Definition 2.3, namely those that correspond to violation of (E2) and/or (E3). The interest here is on a class of such bifurcations — the tangency bifurcations — that are due to a qualitative change of $M \cap \Sigma$. Tangency bifurcations do not involve equilibria in $\Sigma$, so that we can consider the phase portrait in a flowbox near the interaction of the invariant manifold with the section. A flowbox does not contain any equilibria and is characterized by an in-set $I$ and an out-set $O$ transverse to the flow, with ‘sides’ that consist of orbit segments. According to the Flowbox Theorem [27], the vector field in any given flowbox is conjugate (by means of a coordinate transformation that is as smooth as the vector field $f$) to parallel flow in the standard flowbox, which we define here for definiteness as

\begin{equation}
\begin{cases}
\dot{u} = 1, \\
\dot{v} = 0,
\end{cases}
\end{equation}

where $u \in [-1,1]$ and $v \in [-1,1]^{n-1}$. It follows that the standard in-set and the standard out-set are

\begin{equation}
I = \{u = -1\} \quad \text{and} \quad O = \{u = +1\}.
\end{equation}

The basic idea behind transforming a given flowbox, such as the example shown in figure 4, to the standard flowbox is that the flow lines are ‘straightened out’. In the present setting, this means that the section $\Sigma$ becomes curved. In other words, a normal form as considered here consists of a suitable family of curved sections that interact with a fixed invariant manifold, which is determined by a prespecified subset of the in-set $I$. 
3. Two-dimensional flows. Let us now focus on the Poincaré map on a one-dimensional global section of a two-dimensional vector field. We begin by explaining the main concepts with a concrete example in section 3.1, before presenting a general normal-form result in section 3.2.

3.1. The (unforced) Van der Pol oscillator. As a concrete motivating example we consider the (unforced) Van der Pol oscillator [18, 33] of an RLC circuit, which is defined as the two-dimensional vector field

\[
\begin{cases}
\dot{x} = y, \\
\dot{y} = \mu(1 - x^2)y - x,
\end{cases}
\]

where \( \mu = 0.25 \) is used throughout this paper. For this value of \( \mu \) system (3.1) has an attracting periodic orbit \( \Gamma \). We choose the global Poincaré section as the horizontal line

\[
\Sigma = \Sigma_s := \{(x, y) \in \mathbb{R}^2 \mid y = s\},
\]

for some constant \( s \in \mathbb{R} \). Figure 2 shows how the global section \( \Sigma \) (green) for \( s = 1 \) intersects the periodic orbit \( \Gamma \) transversely in two points, \( \gamma_0 \) and \( \gamma_1 \). Recall that a transverse intersection of \( \Sigma \) with \( \Gamma \) always leads to at least two intersection points, regardless of the choice of \( \Sigma \). Near \( \gamma_0 \) the flow is upward through \( \Sigma \), while near \( \gamma_1 \) it points down; at the points \( C \) the flow is tangent to \( \Sigma \). Using equations (3.1) and (3.2), the points \( C \) at which the flow is tangent to \( \Sigma \) satisfy

\[
\dot{y}|_{y=s} = 0 \iff \mu(1 - x^2)y - x|_{y=s} = 0,
\]
so that

\[ C = C(s) = \begin{cases} 
\{(0,0)\}, & \text{if } s = 0, \\
\left\{ \left( \frac{1 \pm \sqrt{1+4s^2}}{-2s}, s \right) \right\}, & \text{if } s \neq 0.
\end{cases} \]

As is clear from this formula, changing the section a little (that is, a sufficiently small change of \( s \neq 0 \)) does not lead to a qualitative change of the tangency set \( C \). The two tangency points \((-2 \pm \sqrt{5}, 1)\) for \( s = 1 \) are labeled \( C \) in figure 2. From the figure we can observe that the first intersection with \( \Sigma \) of the forward orbit \( \Theta^+(x) \) of a point \( x \) below \( \Sigma \) (except for the equilibrium at the origin) always lies to the left of the tangency point \((-2 + \sqrt{5}, 1)\). In fact, in this case \( \Theta^+(x) \) also always lies to the right of the other tangency point \((-2 - \sqrt{5}, 1)\). By contrast, the forward orbit of a point \( x \) above \( \Sigma \) either intersects to the left of \((-2 - \sqrt{5}, 1)\) or to the right of \((-2 + \sqrt{5}, 1)\), which depends on whether the orbit starts to the right or to the left of the backward orbit of the tangency point \((-2 - \sqrt{5}, 1)\). Note that this backward orbit divides the space into orbits that intersect \( \Sigma \) and orbits that miss.

Near \( \gamma_0 \) we can define a local Poincaré map \( P_{\text{loc}} \) on a local section \( \Sigma_{\text{loc}}(\gamma_0) \subset \Sigma \) and similarly we can define \( P_{\text{loc}} \) near \( \gamma_1 \) on \( \Sigma_{\text{loc}}(\gamma_1) \subset \Sigma \). Since there are two transverse intersection of \( \Gamma \) with \( \Sigma \), we have \( P_{\text{loc}} = P^2 \) on both \( \Sigma_{\text{loc}}(\gamma_0) \) and \( \Sigma_{\text{loc}}(\gamma_1) \), where \( P \) is the global Poincaré map as defined by (2.5). Figure 3 illustrates that \( P^2 \) is indeed not a continuous map on the whole of \( \Sigma \), but is discontinuous at \( \gamma_1 \). To see this we consider the tangency point \( c := (-2 + \sqrt{5}, 1) \in C \). The image \( P^2(c + \delta) \) of any point \( c + \delta \in \Sigma_{\text{loc}} \), for \( \delta \geq 0 \), lies closer to \( \gamma_1 \) than \( c + \delta \). (The only exception is \( P^2(\gamma_1) = \gamma_1 \).) Note that \( P^2(c) \) is the limit of \( P^2(c + \delta) \) as \( \delta \to 0 \) and it lies closer to \( \gamma_1 \) than \( c \). Now consider a point \( c - \epsilon \in \Sigma \) for \( \epsilon > 0 \) small. As is shown in figure 3, the image \( P^2(c - \epsilon) \) lies closer to \( \gamma_0 \) than \( c - \epsilon \). In the limit of \( \epsilon \to 0 \) the image \( P^2(c - \epsilon) \)
converges to $P^1(c)$ rather than to $P^2(c)$. Hence, $P^2$ is discontinuous across $c$.

It is straightforward to see that the discontinuity of $P^2$ is due to a discontinuity of the global Poincaré map $P$ itself. Namely, we have that

$$\lim_{\epsilon \to 0} P(c - \epsilon) = c \neq P(c) = \lim_{\delta \to 0} P(c + \delta).$$

Note that this involves a discontinuity of the integration time, namely, the first-return time $t_{(c-\epsilon)}$ associated with $P(c - \epsilon)$ goes to 0 for $\epsilon \to 0$, while there is a finite integration time associated with the orbit segment connecting $c$ with $P(c)$. As can be seen from figure 3, the continuous extension of $P_{\text{loc}} = P^2$ from $\Sigma_{\text{loc}}(\gamma_0)$ across the point $c$ to $\Sigma_{\text{loc}}(\gamma_0)$ is the map $P^3$. In particular, for this extension the integration time back to a local neighborhood of the section is continuous; see also [8, 11].

We now consider the interaction of the family of sections $\Sigma_s$ with the periodic orbit $\Gamma$, that is, with an invariant manifold of the flow. As is shown in figure 4, a codimension-one bifurcation of the Poincaré map occurs for the specific value $s^*$ of $s$ where $\Gamma$ has a quadratic tangency with the section $\Sigma_{s^*}$; numerically we find that $s^* \approx 2.0670$. For $s < s^*$ there are two transverse intersection points of $\Gamma$ with $\Sigma_s$, as is the case in figures 2 and 3. For $s > s^*$, on the other hand, $\Gamma$ has no intersections at all with $\Sigma_s$, so that the Poincaré map $P$ does not give any information on the dynamics of $\Gamma$ in this case.

To analyze the situation we consider a flowbox that includes part of the periodic orbit $\Gamma$ near the tangency point with $\Sigma$; see figure 4 where the flowbox is indicated by thick black lines. Note that the periodic orbit $\Gamma$ inside the flowbox is simply a particular orbit that is determined by a single point of the in-set $I$. The fact that $\Gamma$ is a periodic orbit cannot be deduced from the flowbox alone. Rather, one needs to take into account the global return $R$ from $O$ back to $I$, which is a contraction mapping.

Fig. 4. A flowbox for the Van der Pol oscillator (3.1) near the quadratic tangency of the periodic orbit $\Gamma$ with the section $\Sigma_s$; the three topologically different choices for $\Sigma_s$ (green lines) are $s = 1.7518$, $s = 2.0670$, and $s = 2.3922$; compare with figure 2.
since $\Gamma$ is an attracting orbit. In figure 4 the image $R(O)$ of the out-set is the thick brown segment on the in-set $I$.

The idea is now to consider only the flow inside the flowbox of figure 4. For $s = 1.7518$ the section $\Sigma_s$ intersects $\Gamma$ in the two points $\gamma_0$ and $\gamma_1$, as for the case $s = 1$ of section 3.1. Orbits inside the flowbox that are sufficiently close to $\Gamma$ intersect $\Sigma_s$ twice, but orbits below the tangency point $C$ in the flowbox do not intersect $\Sigma_s$ at all. For $s = s^* \approx 2.0670$ orbits above $\Gamma$ intersect $\Sigma_s$, but orbits below $\Gamma$ (that is, below the point $C$ in the flowbox) do not. This is due to the non-transverse, quadratic tangency of $\Gamma$ with $\Sigma_s$. Finally, for $s = 2.3822$ the periodic orbit $\Gamma$ does not intersect the section $\Sigma_s$, so that points sufficiently close to $\Gamma$ do not intersect $\Sigma_s$ either. The overall situation concerning the periodic orbit $\Gamma$ follows when one takes the map $R$ from $O$ to $I$ into account. Namely, under repeated re-entry into the flowbox all orbits eventually intersect $\Sigma_s$ infinitely often for $s < s^*$, while all orbits eventually do not return to $\Sigma_s$ for $s > s^*$. We stress that this division is determined locally inside the flowbox by the quadratic tangency between $\Gamma$ and $\Sigma_s$ at $s^* \approx 2.0670$.

3.2. Normal form of the quadratic tangency bifurcation. Generically, the flow of a two-dimensional vector field may have a quadratic tangency at an isolated point of a given section $\Sigma$ [34]. An example is the flow of the Van der Pol system (3.1) in figure 2. In other words, when one zooms in more and more near a tangency point, the flow looks more and more like a quadratic flow. To be specific, consider the quadratic flow

$$
\begin{align*}
\dot{x} &= 1, \\
\dot{y} &= -2x
\end{align*}
$$

and the section $\Sigma = \{y = 0\}$. The situation is sketched in figure 5(a), where an associated flowbox is highlighted. The flow of (3.3) has a quadratic tangency with $\Sigma$ at the origin, so that $C = \{0\}$. Note that this phase portrait (where $M = \emptyset$) is structurally stable. The flow in the flowbox of figure 5(a) is mapped to the standard flowbox (2.7) for $n = 2$ by the coordinate transformation

$$
(u, v) = (x, x^2 + y).
$$

In the process the straight section in $(x, y)$-space is mapped to parabolic sections in the $(u, v)$-space of the standard flowbox, so that we again have $C = \{0\}$; see figure 5(b).

**Proposition 3.1.** In any sufficiently small flowbox, the phase portrait near a quadratic tangency of an orbit of a flow in $\mathbb{R}^2$ with a Poincaré section is topologically

\[ Fig. 5. \text{A straight section in a quadratic flow (a) is conjugate to a parabolic section in the standard flowbox (b); in both cases the tangency locus is a single point.} \]
equivalent to the phase portrait in the standard flowbox (2.7) for \( n = 2 \) given by the section

\[
\Sigma = \{ (u, v) \mid v = 2u^2 \}.
\]

The proof of Proposition 3.1 can be found in [34] for the related situation of a flow on a two-dimensional manifold with boundary. Note that singularity theory guarantees that there is a smooth map that maps the section and the tangent orbit to the standard flowbox as stated. What needs to be shown in addition is that this map can be chosen in such a way that orbits map to orbits. For completeness, we present the basic construction.

**Proof.** According to the Flowbox Theorem [27] there is a smooth coordinate transformation that maps the flow into the standard flowbox (2.7) for \( n = 2 \). Let \( \bar{\Sigma} \) be the image of the section under this map. Without loss of generality we may assume that the tangent orbit is mapped to the flowline \( \{ v = 0 \} \), the tangency point is at the origin, and \( \bar{\Sigma} \) lies in the region where \( v \geq 0 \). Because the tangency is quadratic, \( \bar{\Sigma} \) has (locally) exactly two intersections with each flowline for \( v > 0 \), namely one for \( u < 0 \) and one for \( u > 0 \). Then there is a smooth \( v \)-dependent coordinate change of \( u \) that ‘slides’ these two branches to the standard section \( \Sigma \) given by (3.5). A \( u \)-dependent rescaling of time then ensures that \( \dot{u} = 1 \).

The local dynamics within the standard two-dimensional flowbox, that is, for \((u, v) \in [-1, 1]^2\), can be described by giving the transfer map \( \rho_I \) from the in-set \( I \) to the section \( \Sigma \), the transfer map \( \rho_\Sigma \) from \( \Sigma \) to itself, and the transfer map \( \rho_O \) from \( \Sigma \) to the out-set \( O \). Since not all orbits hit \( \Sigma \), the map \( \rho_I \) is not everywhere defined; similarly, \( \rho_\Sigma \) is not defined for points that have no local returns to \( \Sigma \). We have the following explicit formulae:

\[
\begin{align*}
  u &= \rho_I(v) = \begin{cases}
  -\sqrt{v/2} & \text{for } 0 \leq v \leq 1, \\
  \text{undefined} & \text{for } -1 \leq v < 0.
  \end{cases} \\
  \rho_\Sigma(u) &= \begin{cases}
  -u & \text{for } -1 \leq u \leq 0, \\
  \text{undefined} & \text{for } 0 < u \leq 1,
  \end{cases} \\
  v &= \rho_O(u) = \begin{cases}
  2u^2 & \text{for } 0 \leq u \leq 1 \\
  \text{undefined} & \text{for } -1 \leq u < 0.
  \end{cases}
\end{align*}
\]

Similarly, the associated transfer times are

\[
\begin{align*}
  \tau_I(v) &= 1 - \sqrt{v/2} \quad \text{for } 0 \leq v \leq 1, \\
  \tau_\Sigma(u) &= 2u \quad \text{for } -1 \leq u \leq 0, \\
  \tau_O(v) &= 1 - 2u^2 \quad \text{for } 0 \leq u \leq 1.
\end{align*}
\]

For a general flow with quadratic tangency (3.6) and (3.7) can be seen as normal forms that give the leading-order components of the respective transfer maps.

The singularities of the above transfer maps expose the local dynamics within the flowbox. Notice that \( \rho_I \) has a quadratic singularity at \( v = 0 \) due to the grazing of the trajectory at the minimum of the parabolic section \( \Sigma \), that is, at \( C \). Inside the standard flowbox the first-return map \( P \) is given for \(-1 \leq u \leq 0\) as \( P = \rho_\Sigma \). Clearly, the associated transfer time \( \tau_\Sigma(u) \) goes to 0 as \( u \to 0 \). This corresponds to the fact that the quadratic tangency inside the flowbox gives rise to a discontinuity of \( P \) at \( C \), as was discussed in section 3.1. The first-return map \( P \) on the part of \( \Sigma \) for \( u > 0 \)...
inside the standard flowbox can only be defined if there exists a global return from
the out-section \( O \) back to the in-section \( I \) in the form of a global return map \( R \). If
this is the case then we have \( P = \rho_O \circ \rho_I \circ R \circ \rho_O(u) \) for \( 0 < u \leq 1 \). As will be
discussed in section 3.3, the existence of a global return \( R \) cannot be decided from
information inside a flowbox; rather it depends on the global properties of the flow.

We now consider the case that the flowbox contains a one-dimensional invariant
manifold that has a quadratic tangent with a particular section, as was the case for the
Van de Pol system in figure 4. This quadratic tangency bifurcation is of codimension
one, where we require the standard genericity condition that the dependence on the
parameter is smooth and that the manifold crosses the section with positive speed.
We have the following normal form result.

**Proposition 3.2.** In any sufficiently small flowbox, the unfolding of a generic
quadratic tangency of a one-dimensional invariant manifold of a flow in \( \mathbb{R}^2 \) with a
Poincaré section is topologically equivalent to the unfolding in the standard flowbox
\( (2.7) \) for \( n = 2 \) given by the one-parameter family of sections

\[
(3.8) \quad \Sigma_s = \{(u, v + s) \mid v = 2u^2\}.
\]
where the invariant manifold is the line

\[ M = \{(u, v) \mid v = 0\}. \]

Proof. Suppose that the unfolding parameter of the quadratic tangency is \( \eta \) and the bifurcation takes place at \( \eta = 0 \). According to Proposition 3.1, any phase portrait of the unfolding in a flowbox near the quadratic tangency point is topologically equivalent to that given by \( \Sigma = \Sigma_\emptyset \) in the standard flowbox (2.7) for \( n = 2 \). Therefore, the invariant manifold (which is simply a single orbit) is mapped to a straight flowline \( \bar{M} = \{v = s(\eta)\} \) in the standard flowbox, where \( s(0) = 0 \); furthermore, genericity of the dependence on \( \eta \) implies \( \frac{ds}{d\eta}(0) \neq 0 \), so that \( s(\eta) \) unfolds the bifurcation. The result follows by applying the coordinate change \((u, v) \mapsto (u, v - s(\eta))\), which maps \( \bar{M} \) to \( M \) and \( \Sigma \) to \( \Sigma_{-s(\eta)} \). The thus constructed \( \eta \)-family of coordinate changes is continuous by the genericity assumption on \( \eta \).

Figure 6 illustrates the quadratic tangency bifurcation. The left column shows a flowbox of the quadratic flow (3.3) and a straight horizontal section. As was the case for figure 5, the coordinate transformation (3.4) relates the left column to the right column of figure 6, which illustrates Proposition 3.2 by showing the standard flowbox (2.7) with the parabolic section given by (3.8). In figure 6 row (a) shows the generic case \( M \cap \Sigma_s = \emptyset \), row (b) is at the tangency where \( M \cap \Sigma_s = C \) for \( s = 0 \), and row (c) is the generic case \( M \cap \Sigma_s = \{m_0, m_1\} \). Note that the in-set \( I \) (that is, the \( v \)-space) acts as the parameter space, because the relative position of \( M \) and \( \Sigma_s \) is uniquely determined by \( M \cap I \) relative to the projection of \( C \) onto \( I \).

3.3. Global manifestations of a quadratic tangency. The example of a quadratic tangency bifurcation of the Van der Pol system as discussed in section 3.1 is a specific global manifestation of this bifurcation. Namely, the invariant manifold \( M \) of Proposition 3.2 is actually a segment of the attracting periodic orbit \( \Gamma \). The intersection points \( m_0 = \gamma_0 \) and \( m_1 = \gamma_1 \) are fixed points of the Poincaré map, which can be defined on the whole of \( \Sigma \) when the global return \( R \) is taken into account. However, the invariant manifold \( M \) inside the flowbox does not need to be segment of a periodic orbit. Another generic and dynamically relevant situation is that \( M \) is a segment of a global stable or unstable manifold of an equilibrium. As an example, we consider the vector field

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= \lambda y + x - x^2,
\end{align*}
\]

which was introduced in [17] as a system with a homoclinic bifurcation. We consider (3.9) for \( \lambda = 0.25 \) when the phase portrait is as in figure 7. The system has a saddle point at the origin with stable manifold \( W^s(0) \) (blue) and unstable manifold \( W^u(0) \) (red) as shown in figure 7. We consider a family of horizontal sections \( \Sigma_s = \{(x, y) \mid y = s\} \) (green), which has a tangency with \( W^u(0) \) for \( s^* \approx 0.7669 \). When one restricts attention to a suitable flowbox (boldface curves) then this tangency unfolds as described by the normal form in Proposition 3.2; compare with figure 6. However, the invariant manifold \( M \) inside the flowbox is now a segment of \( W^s(0) \). Hence, points of the out-section \( O \) move off to infinity, so that they do not return to the in-section \( I \); see figure 7. Hence, there exists no global return map \( R \) and the intersection points \( m_0 = u_0 \) and \( m_1 = u_1 \) do not correspond to fixed points of the first-return map \( P \).
Fig. 7. Phase portrait of the vector field (3.9) for $\lambda = 0.25$ with the stable manifold $W^s(0)$ (blue) and the unstable manifold $W^u(0)$ (red) of the origin. Also shown are three different choices of horizontal Poincaré section $\Sigma_s$, before, at and after a tangency of $W^u(0)$ with $\Sigma_s$, namely for $s = 0.6169, 0.7669$ and $0.9169$, respectively. The black flowbox shows that this bifurcation unfolds as described by the normal form.

Note that Teixera [34] considered the related situations that a periodic orbit or a separatrix interacts with the boundary of a two-dimensional flow. However, he treated these two global situations as different cases. By contrast, we take the point of view that the local bifurcation mechanism in a suitable flowbox is actually the same, while the overall meaning for the dynamics is determined by the exact nature of the invariant manifold that is involved in the tangency with the section (or boundary) inside the flowbox.

4. Quadratic tangency bifurcation in three-dimensional flows. An invariant manifold of a three-dimensional flow can be either one or two dimensional. Therefore, there are more possibilities for interactions of an invariant manifold with a two-dimensional section. As before, we discuss interactions in the context of a family of two-dimensional sections $\Sigma_s$ at a regular point of the critical locus $C$, that is, at a generic tangency point between a three-dimensional flow and the section. To this end, we consider the standard flowbox (2.7) for $n = 3$, where we take $(v_1, v_2) = v \in [-1, 1]^2$ as coordinates. We start with a straightforward generalization of Proposition 3.2.

Corollary 4.1. In a sufficiently small flowbox, the unfolding of a quadratic tangency of a one-dimensional invariant manifold of a flow in $\mathbb{R}^3$ with a global Poincaré section is topologically equivalent to the unfolding in the standard flowbox (2.7) for $n = 3$ given by the one-parameter family of sections

$$\Sigma_s = \{(u, v_1, v_2 + s) \mid v_2 = 2u^2\},$$

where the invariant manifold is line

$$M = \{(u, v) \mid (v_1, v_2) = (0, 0)\}.$$
Note that this bifurcation is of codimension one, because it involves the interaction of a one-dimensional manifold with a one-dimensional fold curve \( C \) in \( \mathbb{R}^3 \). In the standard flowbox the section \( \Sigma_s \) is a parabolic cylinder with the straight line \( C = C(s) = \{(u, v_1, v_2 + s) \mid u = 0 \text{ and } v_2 = 0\} \) along which the flow has a quadratic tangency. This represents the generic situation inside a flowbox in the absence of cusp points on \( C \), that is, in a sufficiently small neighborhood of a generic quadratic tangency point; see also [32, figure 5.1]. Note further that this unfolding reduces to the case for \( n = 2 \) of Proposition 3.2 by means of considering the two-dimensional slice for \( v_1 = 0 \). Therefore, the form of the transfer map \( \rho_I \) from the in-set \( I \) to the section \( \Sigma \), the transfer map \( \rho_S \) from \( \Sigma \) to itself, and the transfer map \( \rho_O \) from \( \Sigma \) to the out-set \( O \) are as given in (3.6).

The new and more interesting possibility for \( n = 3 \) is the interaction of a two-dimensional invariant manifold \( M \) with a two-dimensional Poincaré section near a quadratic tangency of a single orbit. In this setting we do not consider the details of the dynamics on the part of \( M \) inside the flowbox, but simply consider \( M \) as a smooth family of one-dimensional orbit segments. To get some geometric insight, suppose that a quadratic tangency of \( M \) takes place in the standard flowbox for \( n = 3 \), where \( \Sigma \) is the parabolic cylinder given by (4.1). Then the invariant manifold is determined inside the flowbox by a smooth curve on the in-set \( I \). If \( M \cap I \) has a transverse intersection with the projection \( \hat{C} = \{v_2 = 0\} \) of \( C \) onto \( I \), then this intersection and, hence, the quadratic tangency of the corresponding orbit is structurally stable and there is no bifurcation in the sense of Definition 2.3. However, we do get a bifurcation if \( M \cap I \) has a tangency with \( \{v_2 = 0\} \), which is generically quadratic. Note that there are two cases of quadratic tangency, depending on whether \( M \cap I \) is curved up or curved down with respect to the (horizontal) projected fold curve \( \hat{C} \).

We say that there is a \textit{codimension-one quadratic tangency bifurcation} between the two surfaces \( M \) and \( \Sigma \) at the point \( x^* = M \cap \Sigma \) if \( M \cap I \) has a quadratic tangency with the projection (along flowlines) of \( C \) onto \( I \). As a genericity condition we require that the dependence on the parameter is smooth and that \( M \) crosses \( \Sigma \) with positive speed. Note that this definition is general and does not depend on the choice of flowbox. The two cases of the quadratic tangency bifurcation are distinguished by whether \( M \cap I \) lies in the region to which \( \Sigma \) projects or not, which we refer to as the \textit{saddle case} and the \textit{minimax case}, respectively.

\textbf{Proposition 4.2.} In any sufficiently small flowbox, the unfolding of a quadratic tangency of a two-dimensional invariant manifold of a flow in \( \mathbb{R}^3 \) with a Poincaré section is topologically equivalent to the unfolding in the standard flowbox (2.7) for \( n = 3 \) given by the one-parameter family of sections

\begin{equation}
\Sigma_s = \{(u, v_1, v_2 + s) \mid v_2 = 2u^2 \pm 2v_1^2\}
\end{equation}

where the invariant manifold is the plane

\[ M = \{(u, v_1, v_2) \mid v_2 = 0\}. \]

The plus-sign in (4.2) gives the minimax case and the minus-sign the saddle case of the bifurcation.

\textbf{Proof.} Suppose that the unfolding parameter of the quadratic tangency is \( \eta \) and the bifurcation takes place at \( \eta = 0 \). In light of Corollary 4.1 we may consider a manifold \( \hat{M} \) in the standard flowbox with \( \Sigma_{s(\eta)} \) as given by (4.1), such that the quadratic tangency for \( \eta = 0 \) takes place at the origin. Then \( \hat{M} \cap I \) is (locally and
Fig. 8. The minimax case of the quadratic tangency bifurcation, as described by the plus-sign in (4.2), before (a), at (b) and after (c) the bifurcation. The left column shows $M \cap I = \{ v_2 = 0 \}$ relative to the projection curve $\hat{C}$ that bounds the projection of $\Sigma_s$ (green region) onto the in-set $I$; the symbol $\hat{\Sigma}$ indicates that there are two intersections with $\Sigma$ in the green region. The middle column shows the section $\Sigma_s$ (green) and the planar two-dimensional manifold $M$ (pink); and the right column shows the intersection $M_{\Sigma}$ in $\Sigma_s$. The tangency locus $C$ (gray curve) separates the regions where the flow is upward ($\circ$) and downward ($\otimes$). Rows (a)–(c) are for $s = 0.9$, $s = 0.0$ and $s = -0.9$, respectively.

for sufficiently small $\eta$ given by a function $\mu_\eta : v_1 \to v_2$ on the in-set $I$ with a single minimum or maximum. Hence, the $u$-independent coordinate change $(u, v_1, v_2) \mapsto (u, v_1, v_2 - \mu_\eta(v_1) - s(\eta))$ maps $\hat{M}$ to the plane $\{ v_2 = 0 \}$. As a result, the image $\Sigma_{s(\eta)}$ under this transformation is either a paraboloid or a saddle surface, where $s(\eta)$ is the $v_2$-value (vertical distance) of the maximum, the minimum, or the saddle point,
respectively. Therefore, for each $\eta$ there exists a $v_2$-dependent coordinate change of $v_1$ that leaves the origin invariant, and a $v_2$-dependent coordinate change of $u$ (as in the proof of Proposition 3.1) that together bring $\Sigma_s(\eta)$ to the normal form given by (4.2). Again, a rescaling of time ensures that $\dot{u} = 1$. The thus constructed $\eta$-family of coordinate changes is continuous by the genericity assumption on $\eta$. \(\square\)
From a singularity theory point of view, the two cases determined by the sign in (4.2) are the well-known transitions through a minimum or maximum (minimax for short), and through a saddle \[2, 13, 38\]. In particular, these are the only two generic cases and the unfolding given in Proposition 4.2 is versal.

The minimax and the saddle case of the quadratic tangency of Proposition 4.2 are illustrated in figures 8 and 9, respectively. In these figures the left-hand columns show the curve \( M \cap I = \{ v_2 = 0 \} \) in the in-set \( I \) with the projection of \( \Sigma_s \) (green region) that is bounded by the projection \( \tilde{C} \) of the fold curve \( C \); any orbit in the green region intersects \( \Sigma \) twice in the flowbox. The middle columns show the section \( \Sigma_s \) (green) and the manifold \( M \) (pink) in the three-dimensional flowbox; the tangency locus \( C \) is the fold curve given by \( u = 0 \) in both cases. The right-hand columns show the corresponding intersections \( M \cap \Sigma \) (purple) in the Poincaré section \( \Sigma_s \). The direction of the flow through \( \Sigma_s \) is indicated: the symbol \( \circ \) denotes upward flow and the symbol \( \odot \) downward flow (with respect to the normal to the section). Rows (a) through (c) are before, at and after the respective bifurcations.

For the minimax transition in figure 8 the Poincaré section \( \Sigma_s \) is shown for \( s = 0.9 \) in row (a), \( s = 0 \) in row (b), and \( s = -0.9 \) in row (c). Row (a) shows no intersections between \( M \) and \( \Sigma_s \). In row (b) the moment of minimax transition is shown, which is where \( M \) has an intersection with \( \Sigma_s \) at a single point that necessarily lies on the tangency locus \( C \). Past the maximum transition \( M \cap \Sigma \) becomes a topological circle, as is shown in row (c). This circle is divided by \( C \) into two parts: points on the left half of \( M \) are mapped under the flow to the right half of \( M \); the points on \( M \cap C \) intersect \( \Sigma \) only once inside the flowbox. Note that the images of how the intersection \( M \cap \Sigma \) changes with the parameter \( s \) can be found in textbooks on singularity theory, such as \[2, 13, 38\]. However, the interpretation here is different as we also need to consider the action of the flow, as designated in figure 8 by the regions of upward (in the direction of increasing \( z \), symbol \( \circ \)) and downward (in the direction of decreasing \( z \), symbol \( \odot \)) flow that are bounded by the tangency locus \( C \).

The saddle transition is illustrated in figure 9 where \( \Sigma_s \) is shown for \( s = 0.25 \) in row (a), \( s = 0 \) in row (b), and \( s = -0.25 \) in row (c). Note that \( M \cap \Sigma \neq \emptyset \) for all \( s \). The intersection of \( M \) with \( \Sigma_s \) in row (a) consists of two arcs that both cross \( C \). Points on each arc to the left of \( C \) return to \( \Sigma_s \) on the same arc to the right of \( C \), namely, at the same value of \( v_1 \). The moment of the saddle transition is illustrated in row (b), where the two arcs of \( M \) meet on \( C \) to form a cross. In row (c) \( M \cap \Sigma \) consists of two arcs in a different way, namely, there is an arc in the region of upward flow and one arc in the region of downward flow; points on the left arc are mapped diffeomorphically to the right arc. Again, the action of the flow in the two different regions is an important element for the interpretation of the saddle transition in this context.

4.1. Intersection of an invariant two-torus with a plane. As for the case \( n = 2 \) in section 3.2, the question arises how the minimax and the saddle transitions in a flowbox manifest themselves for a given three-dimensional vector field. This depends again on whether there is a global return \( R \) from the two-dimensional outset \( O \) back to the two-dimensional in-set \( I \). The most natural setting in which such a global return may occur is that the segment \( M \) inside the flowbox is part of an invariant two-torus \( \mathbb{T} \) of the underlying flow. In this case, the global return map \( R \) leaves \( M \) invariant, meaning that \( M \cap O \) is mapped back to \( M \cap I \). When the torus is attracting, \( R \) contracts the \( v_2 \) direction of the standard flowbox.

Indeed, the quadratic tangencies of section 4 all naturally occur in a three-dimensional vector field with an attracting invariant torus \( \mathbb{T} \) that surrounds a periodic
orbit \( \Gamma \). Bifurcations of the Poincaré map on a section can be brought about either by changing the section or by changes to the torus. To show this, we first consider a simple geometric example that is given by the unit circle

\[ \Gamma = \{(x, y, z) \in \mathbb{R}^3 \mid x = \cos \theta, \ y = 0, \ z = \sin \theta, \ \text{where} \ 0 \leq \theta < 2\pi \} \]

in the \((x, z)\)-plane, surrounded by a tube of radius \( r \) that forms the torus

\[ \mathbb{T} = \{(x, y, z) \in \mathbb{R}^3 \mid x = (1 + r \cos \phi) \cos \theta, \ y = r \sin \phi, \ z = (1 + r \cos \phi) \sin \theta, \ \text{where} \ 0 \leq \theta, \phi < 2\pi \}. \]

We may consider \( \mathbb{T} \) and \( \Gamma \) as a geometric model of an invariant torus surrounding a periodic orbit of an unspecified vector field, as long as \( \mathbb{T} \) does not have self-intersections, that is, for \( 0 < r < 1 \). We now consider the family of global planar Poincaré sections \( \Sigma_s = \{(x, y, z) \in \mathbb{R}^3 \mid z = s\} \). While we are not specifying an underlying flow, we make the assumption that the tangency locus \( C \subset \Sigma_s \) is given by the condition \( x = 0 \); note that this is consistent with the desired invariance of \( \mathbb{T} \) and \( \Gamma \). For specificity we further assume that the flow is upward (\( \circ \)) on \( \Sigma_s \) for \( x < 0 \) and downward (\( \varnothing \)) for \( x > 0 \).

We first consider the scenario where \( r = 0.5 \) is fixed and \( s \) varies, that is, \( \Gamma \) and \( \mathbb{T} \) are fixed invariant objects and \( \Sigma_s \) changes with the parameter \( s \); this is illustrated in figure 10 in \((x, y, z)\)-space, while figure 11 shows the invariant objects in the planar section \( \Sigma_s \). The intersection \( \mathbb{T}_\Sigma \) of the torus \( \mathbb{T} \) (pink) and the section \( \Sigma_s \) (green) is highlighted in purple in each panel of figure 10, and the intersection points \( \Gamma_\Sigma \) of \( \Gamma \) (black) and \( \Sigma_s \) are marked with black dots. As before, the direction of the flow through \( \Sigma_s \) is indicated by the symbols \( \circ \) (upwards) and \( \varnothing \) (downwards).

Figures 10 and 11 show the transition from \( s = 0.45 \) to \( s = 1.6 \); see also the accompanying animation jcko_a1.gif. Note that for the specific example of \( \mathbb{T} \) as defined by (4.4) the family of intersection curves \( \mathbb{T}_\Sigma \) comprise part of the family of Cassini ovals [25]; nevertheless, the qualitative nature of the transition shown here is what must be expected in general. For values \( |s| < 0.5 \) the intersection \( \mathbb{T}_\Sigma \) consists of two disjoint closed curves centered around the intersection points \( \gamma_0, \gamma_1 \in \Gamma_\Sigma \). For \( s = 0 \) we have that \( \mathbb{T}_\Sigma \) consists of two circles of radius \( r = 0.5 \) centered around \( \gamma_0, \gamma_1 = (\pm 1, 0, 0) \). In figures 10(a) and 11(a), where \( s = 0.45 \), these circles have become ovoid in nature, elongated towards \( C \). Note that the points \( \gamma_0 \) and \( \gamma_1 \) also moved closer to \( C \). This process continues until the first bifurcation of the Poincaré map at \( s = 0.5 \) is reached, where the two ovoids meet and form a lemniscate; see figures 10(b) and 11(b). Locally near \( C \) this is a saddle transition; compare panels (a)–(c) of figures 10 and 11 with figure 9. For \( 0.5 < s < 1.5 \) the intersection \( \mathbb{T}_\Sigma \) is a single closed curve that crosses the tangency locus \( C \). Figures 10(c) and 11(c) show the case \( s = 0.55 \), where \( \mathbb{T}_\Sigma \) is a single oval narrowed at \( C \), this narrowing decreases as \( s \) increases further and \( \mathbb{T}_\Sigma \) becomes smaller, as is illustrated in figures 10(d) and 11(d) for \( s = 0.9 \). The next bifurcation occurs for \( s = 1.0 \) in panel (e), where the two intersection points \( \gamma_0 \) and \( \gamma_1 \) come together and disappear at the quadratic tangency between \( \Gamma \) and \( \Sigma_s \); compare panels (d)–(f) of figures 10 and 11 with figure 6. For \( s > 1.0 \) the periodic orbit no longer intersects \( \Sigma_s \) and \( \Gamma_\Sigma = \emptyset \), so that the closed curve \( \mathbb{T}_\Sigma \) is the only invariant object left. The intersection \( \mathbb{T}_\Sigma \) continues to shrink until it is a single point at a maximum transition that takes place at \( s = 1.5 \); compare panels (f)(h) of figures 10 and 11 with figure 8. For higher values of \( s \) the torus \( \mathbb{T} \) no longer intersects \( \Sigma_s \); see figures 10(h) and 11(h).
Fig. 10. The geometric example (4.3)–(4.4) of a periodic orbit $\Gamma$ (black curve) surrounded by an invariant torus $T$ (pink) with radius $r = 0.5$ that are intersected by a planar Poincaré section $\Sigma_s$ (green); the intersections $T\Sigma = T \cap \Sigma_s$ are shown in purple and $T \cap \Sigma_s$ is indicated by black dots. Along $C$ the flow is tangent to $\Sigma_s$ and the symbols $\bigcirc$ and $\boxdot$ indicate where the flow is upward and downward, respectively. From (a)–(h) the parameter $s$ takes the values $0.45, 0.5, 0.55, 0.9, 1.0, 1.1, 1.5,$ and $1.6$; see also figure 11 and animation jcko_a1.gif.
Figure 11. The intersections $\Gamma_{T, \Sigma}$ and $\Gamma_{\Sigma}$ in the section $\Sigma_s$. Along $C$, the flow is tangent to $\Sigma$, and the symbols $\circ$ and $\otimes$ indicate where the flow is upward and downward, respectively. From (a)-(h) the parameter $s$ takes the values 0.45, 0.5, 0.55, 0.9, 1.0, 1.1, 1.5, and 1.6; see also figure 10 and animation jcko_a1.gif.

Figure 12 illustrates that a saddle transition of an invariant manifold in a Poincaré section may also take place when the section remains fixed and the invariant torus changes its ‘thickness’; see also the accompanying animation jcko_a2.gif. Specifically, we consider the intersection of the torus $\mathcal{T}$ for varying radius $r$ with the fixed section $\Sigma_{0.5}$; the central periodic orbit $\Gamma$ also remains fixed, so that its intersection $\Gamma_{\Sigma} = \{\gamma_0, \gamma_1\}$ does not change. The $r$-dependent family of intersection curves $\Gamma_{\Sigma}$ again comprise part of the family of Cassini ovals. For values of $r < 0.5$ the intersection $\Gamma_{\Sigma}$ consists of two disjoint curves. For small $r$ these curves are two circles centered around $\gamma_0$ and $\gamma_1$. As $r$ increases these (topological) circles become more ovoid in nature, again elongating towards $C$; see row (a) of figure 12 for $r = 0.4$. As before, the two ovoids touch and form a lemniscate at $r = 0.5$, which is illustrated in row (b) of figure 12. For $0.5 < r < 1.0$ the intersection $\Gamma_{\Sigma}$ is a single closed curve, as is shown.
Fig. 12. The geometric example (4.3)--(4.4) of a periodic orbit $\Gamma$ surrounded by an invariant torus $T$ (pink) of varying radius $r$ that are intersected by the fixed planar Poincaré section $\Sigma_s$ (green) for $s = 0.5$. The left column shows the situation in $(x, y, z)$-space, and the right column shows $T_\Sigma$ and $\Gamma_\Sigma = \{\gamma_0, \gamma_1\}$; along $C$ the flow is tangent to $\Sigma$, and the symbols $\bigcirc$ and $\otimes$ indicate where the flow is upward and downward, respectively. In rows (a)--(c) the radius $r$ takes the values $0.4$, $0.5$ and $0.6$; see also animation jcko_a2.gif.

in row (c) for $r = 0.6$. For increasing $r > 0.5$ the curve $T_\Sigma$ gradually transforms into an oval. Clearly, the bifurcation, locally near $C$, is a saddle transition as described by Proposition 4.2; compare figure 12 with figure 9. Note that it is possible to have a minimax transition by varying the radius of the torus, but then a different choice.
of section must be made; an example would be $\Sigma_{1.5}$ with a change of the radius of $T$ through $r = 0.5$.

4.2. Saddle transitions in a semiconductor laser system. To demonstrate how quadratic tangencies arise in a practical example, we consider the model of a semiconductor laser with optical injection given by the equations

\begin{equation}
\begin{cases}
\dot{E} &= K + \left(\frac{1}{2} (1 + i\alpha) n - i\omega\right) E, \\
\dot{n} &= -2\gamma n - (1 + 2Bn) \left(|E|^2 - 1\right),
\end{cases}
\end{equation}

where $E = E_x + iE_y$ is the complex electric field and $n$ is the population inversion. The parameters $\alpha$, $B$, and $\gamma$ characterise the material properties of the laser, $\omega$ is the detuning, and $K$ the injection field strength; see [36] for further details. In this paper $\alpha = 2$, $B = 0.015$, $\gamma = 0.035$ and $\omega = 0.43$ are used throughout, while $K$ is varied.

As was done in [36], we choose the fixed Poincaré section

\begin{equation}
\Sigma = \{(E, n) \in \mathbb{C} \times \mathbb{R} \mid n = -0.1\}.
\end{equation}

By numerical integration of (4.5) it can be found quite easily that, for a range of the injection strength $K$ around 0.1139, the Poincaré map on $\Sigma$ shows attracting invariant curves surrounding points of an unstable period-six orbit $\{\gamma_0, \ldots, \gamma_5\}$; see figure 13. As can be seen from the panels of this figure, the number of invariant curves, labeled $T^\Sigma$, changes with $K$.

One might be tempted to think that the change in the number of invariant curves is due to a bifurcation of the vector field (4.5), but this is not the case. Instead, there are several saddle transitions involving an underlying attracting invariant torus $T$; see figure 14. The torus $T$ has been obtained by integrating from a suitable initial condition (after omitting transients), because the dynamics on it appears to be quasi-periodic (or of very high period); figure 14 shows $T$ (mauve) computed as a single orbit over 60,000 time steps of size 0.01; the repelling periodic orbit $\Gamma$ inside $T$ is also shown; it was found as a fixed point of the sixth return map to the Poincaré section $\Sigma$. Indeed, as is shown in figure 14, there are exactly six intersections of $\Gamma$ (black) and $\Sigma$ (green).

To compare with the theory, note that the flow of (4.5) is tangent to $\Sigma$ along the tangency locus

\begin{equation}
C = \{(E, n) \in \Sigma \mid |E|^2 = \Delta(-0.1)\},
\end{equation}

where

\begin{equation}
\Delta(n) := 1 - \frac{2\gamma n}{1 + 2Bn}.
\end{equation}

Hence, $C$ is a circle in $\Sigma$ that is centered at $(0, 0, -0.1)$ with radius $\sqrt{\Delta(n)} \approx 1.0035$ for the given system parameters. We conclude from equation (4.5) that the flow points in the positive $n$-direction (⊗) inside $C$, and in the negative $n$-direction (⊙) outside $C$.

In figures 13 and 14 the parameter $K$ is varied and related panels are for the same values of $K$. In panel (a) the intersection $T^\Sigma$ consists of six disjoint invariant circles, each surrounding an intersection point $\gamma_i$. Under the first-return map $P$ on $\Sigma$ each invariant circle is mapped to another invariant circle in $T^\Sigma$. Note that a circle outside
Fig. 13. The Poincaré map of (4.5) in the fixed section $\Sigma$ defined by (4.6) has a number of attracting invariant curves, labeled $T_{\Sigma}$, that surround points of an unstable period-six orbit $\Gamma_{\Sigma} = \{\gamma_0, \ldots, \gamma_5\}$. The number of invariant curves in $T_{\Sigma}$ depends on the value of the injection strength $K$. Also shown is the circular tangency locus $C$ given by (4.7) that divides $\Sigma$ into two regions with upwards (⊙) and downward (⊙) flow. From (a)–(d) $K$ takes the values $0.1139, 0.11392468, 0.1139281$, and $0.11395$; compare with figure 14.

$C$ is mapped to one inside $C$, and vice versa. A neighborhood of each consecutive pair is topologically equivalent to figure 12(a). Panel (b) of figures 13 and 14 shows the first saddle transitions, where the invariant circles around $\gamma_0$ and $\gamma_1$ join to form a single invariant circle; locally the situation is topologically equivalent to figures 12(b) and 9(b). While each component of $T_{\Sigma}$ in figure 13(a) maps to itself under the sixth return of $P$, this is no longer true after the saddle transition in figure 13(b). After the bifurcation, as shown in figure 13(c), the part inside $C$ of the large component of $T_{\Sigma}$ that surrounds $\gamma_0$ and $\gamma_1$ is mapped under $P$ to the part of the same component that lies outside $C$. On the other hand, the outside part of this component is mapped under $P^5$ back to the inside part. Note that panel (c) of figures 13 and 14 also show the next saddle transition of the two invariant circles surrounding $\gamma_3$ and $\gamma_4$. Panel (d) of figures 13 and 14 shows the situation after the second saddle-transition with the set of four circles in $\Sigma$ that is invariant under $P$; two of the invariant circles now surround a pair of points of $\Gamma_{\Sigma}$.

As can be seen from the three-dimensional images of figure 14, the invariant torus $T$ does not appear to undergo any bifurcations (meaning that it remains a normally hyperbolic invariant manifold). The topological changes of the invariant set $T_{\Sigma}$ of the
Poincaré map shown in figure 13 are entirely due to the fact that the torus changes its ‘thickness’ with the injection strength $K$, which leads to saddle transitions. This is exactly the mechanism that was demonstrated with the simple geometric example in figure 12. Our investigation of the laser system shows that tangency bifurcations of an invariant manifold with a two-dimensional section must indeed be expected in concrete applications, even when the Poincaré section is kept fixed. Indeed, it is quite natural that invariant objects, such as periodic orbits and invariant tori, change their size and/or shape upon variation of a system parameter. As we have seen, changing a single parameter may lead to several topological changes of invariant sets in the Poincaré section.
5. Cubic tangency bifurcation in three-dimensional flows. In this section we discuss a different and final codimension-one tangency bifurcation of a two-dimensional invariant manifold of a three-dimensional flows. We identify and characterize this bifurcation in a planar section in the semiconductor laser system equation (4.5) in the next section. We then discuss the geometry with a simpler geometric model in section 5.2, and finally derive the normal form in section 5.3.

However, first we introduce a new geometric object — the extended critical locus denoted $\mathcal{C}$ — to help understand the geometry of the flow. Suppose that we have as part of the setup a one-parameter family $\Sigma_s$ of sections such that the bifurcation occurs at $x^* \in \Sigma_{s^*}$. (If, as in the laser system, we are starting with only a single section $\Sigma$ then we define the family $\Sigma_s$ in a natural way by moving it in the direction of the unit normal vector $\hat{n}_\Sigma(x)$, formally $\Sigma_s = \{x + s\hat{n}_\Sigma(x) \mid x \in \Sigma\}$ and $\Sigma = \Sigma_{s^*}$; note that for sufficiently small $s$ each $\Sigma_s$ is a global Poincaré section in the sense of (2.4).) The extended critical locus $\mathcal{C}$ is now defined as the union of the critical tangency loci $\mathcal{C}(s)$ of the sections $\Sigma_s$, that is,

$$\mathcal{C} = \bigcup_s C(s).$$

We assume here that the dependence of $\Sigma_s$ on $s$ is smooth, so that $\mathcal{C}$ is a smooth codimension-one submanifold of the phase space $\mathbb{R}^n$. Therefore, $\mathcal{C}$ is of the same dimension as the section $\Sigma$ (i.e., it is a surface for $n = 3$) and $\mathcal{C} \cap \Sigma = C$. Generically, the extended critical locus is transverse to $\Sigma_s$ and, hence, knowing properties of the flow through $\mathcal{C}$ gives new geometric insight. We define the tangency locus $D$ on $\mathcal{C}$ by

$$D := \{x \in \mathcal{C} \mid f(x) \cdot \hat{n}_\mathcal{C}(x) = 0\},$$

where $\hat{n}_\mathcal{C}(x)$ is the unit normal to $\mathcal{C}$ at the point $x$. As with $C$ on $\Sigma$ the tangency locus $D$ generically consists of codimension-one submanifolds (i.e., curves for $n = 3$) that divide $\mathcal{C}$ into regions with opposite directions of the flow.

5.1. Cubic tangency bifurcation in the semiconductor laser system. When the parameter $K$ of the semiconductor laser system equation (4.5) is increased to values beyond those shown in figure 13 then one encounters the codimension-one bifurcation of the invariant torus $T$ that is illustrated in figures 15 and 16.

Figure 15(a) is a three-dimensional image of the surfaces $T$, $\Sigma$ and $\mathcal{C}$ at the moment of bifurcation for $K \approx 0.1140145$. The extended tangency locus $\mathcal{C}$ was computed by considering the natural family of sections

$$\Sigma_s = \{(E, n) \in \mathbb{C} \times \mathbb{R} \mid n = s\}$$

where $\Sigma = \Sigma_{s^*}$ for $s^* = -0.1$. It follows from (4.7) and (4.8) that

$$\mathcal{C} = \left\{ (E, n) \in \mathbb{C} \times \mathbb{R} \mid |E|^2 = \Delta(n) \right\},$$

which is a cone. Furthermore, we find that

$$D = \left\{ (E, n) \in \mathcal{C} \mid E_x = -\frac{n}{2K} \Delta(n), \ E_y = \sqrt{\Delta(n) - \frac{n^2}{4K^2} \Delta(n)^2} \right\},$$

where $n$ is chosen such that $E_y \in \mathbb{R}$, that is, $|n| \leq 2k/\sqrt{\Delta(n)}$. The cone $\mathcal{C}$ is the gray surface in figure 15(a) that is divided by $D$ (closed white curve) into two parts. The
Fig. 15. Panel (a) shows the invariant torus $T$ (mauve) of (4.5) at the moment of the cubic tangency bifurcation at $x^* \approx (0.44162, 0.90111, -0.1)$ for $K \approx 0.1140145$; compare with figure 16(b). Also shown are the section $\Sigma$ (green), the extended critical locus $C$ (gray) and the respective intersection curves with $T$. A segment of the orbit $O(x^*)$ (magenta curve) is shown in panel (b) in the $(\theta, n)$-plane, and in panel (c) in the $(|E|, n)$-plane (where $E = |E|e^{i\theta}$).

Flow points from the inside of $C$ to the outside above $D$ and from the outside of $C$ to the inside below $D$.

At the moment of bifurcation, illustrated in figure 15, the torus $T$ crosses the section $\Sigma$ at the intersection point $x^* \in C \cap D$ of $C$ and $D$. Therefore, $T_\Sigma$ is tangent to $C$ in $\Sigma$ and $T_C$ is tangent to $D$ in $C$; see row (b) of figure 16. The passage of a two-dimensional invariant manifold through a point $x^* \in C \cap D$ could be used as the defining property of this codimension-one bifurcation. However, we prefer to characterize this phenomenon in terms of a property of the orbit $O(x^*) \subset M$. Figure 15(a) shows a relevant segment of $O(x^*)$ (magenta curve). Notice that this orbit segments remains very close to $\Sigma$ and that it is very difficult to judge its position relative to other flow lines. Therefore, figure 15(b) and (c) show the orbit through $x^*$ in the radial and angular projections of $E = |E|e^{i\theta}$, that is, in the $(\theta, n)$-plane and in the $(|E|, n)$-plane, respectively. In these projections one can clearly see the determining property of this orbit: it has a cubic tangency with the section $\Sigma$ at $x^*$, which is why we refer to this bifurcation as the codimension-one cubic tangency bifurcation.

What happens when one moves through the cubic tangency bifurcation for $K \approx 0.1140145$ is illustrated in figure 16, where the green panels on the left show $T_\Sigma$ in $\Sigma$ and the gray panels on the left show $T_C$ in $C$. Note that $C$ has been ‘unrolled’ and is shown in the $(\theta, n)$-plane. Also shown are enlargements near the bifurcation point in $\Sigma$ (green sub-panel) and in $C$ (gray sub-panel), respectively; here $T_\Sigma$ is plotted relative to the curve $C$, which appears as a straight line in the green sub-panels. As is shown in the left column of figure 16 and the associated green sub-panels, the curve
Fig. 16. Cubic tangency bifurcation for (4.5). The three rows show the situation before, at and after the bifurcation. The left column shows the interaction of $T_\Sigma$ with $C$ in $\Sigma$, and the right column the interaction of $T_C$ with $D$ in $C$; the sub-panels show enlargements near the tangency points in $\Sigma$ (green sub-panel) and $C$ (gray sub-panel) in the indicated regions. Rows (a)--(c) are for $K = 0.1140105, 0.1140145$ and $0.1140185$, respectively; compare with figure 15(a).

$T_\Sigma$ moves relative to the curve $C$ in the section $\Sigma$. At the same time we see in the right column of figure 16 and the associated gray sub-panels that $T_C$ moves relative to the curve $C = \Sigma \cap C$ in the extended tangency locus $C$. In figure 16(a) there are two intersections between $T_\Sigma$ and $C$, and two between $T_C$ and $C$. Points on the part of $T_\Sigma$ around $\gamma_5$ that lies outside $C$ return to points on one of two separate arcs of $T_\Sigma$, namely the large arc inside $C$ near $\gamma_0$ or the small piece between the two intersection
points with $C$ that is shown in the enlarged area of the Poincaré section. Figure 16(b) is at the moment of cubic tangency bifurcation when the invariant manifold $\mathbb{T}_\Sigma$ has a quadratic tangency with the tangency locus $C$ at the point $x^\ast$. At the same time $\mathbb{T}_C$ has a quadratic tangency with $C$ at $x^\ast$. Even though this bifurcation of the Poincaré map does not change the invariant curve $\mathbb{T}_\Sigma$, it does make a difference to the dynamics on the Poincaré section, because it changes the number of segments of $\mathbb{T}_\Sigma$ on either side of the tangency locus $C$. After the bifurcation $\mathbb{T}_\Sigma$ and $\mathbb{T}_C$ no longer intersect $C$; see figure 16(c). This means that now the part of $\mathbb{T}_\Sigma$ around $\gamma_5$ that lies outside $C$ returns to a single arc of $\mathbb{T}_\Sigma$ inside $C$.

It is generally quite difficult to find orbits with cubic tangencies with a Poincaré section. Therefore, the insight that a cubic tangency bifurcation takes place when a two-dimensional invariant manifold $\mathbb{T}$ passes through a point in $C \cap D$ is very useful from a practical point of view. Namely, the set $C \cap D$ consists generically of isolated points that can be calculated analytically. In particular, a cubic tangency bifurcation can only occur when $C \cap D \neq \emptyset$. One readily computes that for $|n| \leq 2k/\sqrt{\Delta(n)}$ the curves $D$ and $C$ intersect in two points, which are given by

\begin{equation}
C \cap D = \left(0.1 \frac{\Delta(n)}{2K}, \pm \sqrt{\Delta(n)} - \frac{0.01}{4K^2} \Delta(n)^2, -0.1\right)
\approx \left(0.05035 \frac{1}{K}, \pm \frac{1}{2} \sqrt{4.02808 - \frac{0.01014}{K^2}}, -0.1\right)
\end{equation}

for the fixed values $a = 2$, $B = 0.015$, $\gamma = 0.035$ and $\omega = 0.43$ used here, and for $s = s^\ast = -0.1$. Indeed for $\Sigma_{-0.1}$ there are exactly two points in $C \cap D$. At the bifurcation for $K \approx 0.1140145$ we have $C \cap D \approx \{(0.44162, \pm 0.90111, -0.1)\}$ and $\mathbb{T}$ crosses the point $x^\ast \approx (0.44162, 0.90111, -0.1)$; see figures 15(a) and 16.

We finally remark that $C = D$ is not generic in our context, but it occurs stably in Hamiltonian vector fields. In fact, this geometric situation was identified (but not in terms of $C$ and $D$) by Birkhoff [3] as the one that allows the construction of a complete Poincaré section. Namely, for $C = D$ the curve $C \in \Sigma$ is invariant under the flow and orbits are spiraling around $C$.

### 5.2. A helical tube with a cubic tangency bifurcation

It is quite clear from the previous section that a cubic tangency bifurcation involves an element of rotation of the flow around the curve $C$. To get geometric insight into how this bifurcation can be ‘straightened out’ to a normal form in the standard flowbox, we now consider a concrete geometric model of a cubic tangency bifurcation in a simplified curved flow; this model is in the spirit of the examples in section 4.1. As a ‘framework’ we consider

\begin{equation}
\Sigma_s = \{(x, y, z) \in \mathbb{R}^3 \mid z = s\}
\end{equation}

in $\mathbb{R}^3$, where we assume further that the flow is such that

\begin{equation}
C = C(s) = \{(x, y, s) \in \Sigma_0 \mid y = 0\}
\end{equation}

so that the flow points up for $y > 0$ and down for $y < 0$. We further assume that

\begin{equation}
\mathcal{C} = \{(x, y, z) \in \mathbb{R}^3 \mid y = 0\}.
\end{equation}

To specify the flow further we consider a helix $\Gamma$ of radius 1 in $\mathbb{R}^3$ given by

\begin{equation}
\Gamma = \Gamma(\theta) = \{(x, y, z) \in \mathbb{R}^3 \mid x = \theta, y = \cos \theta, z = \sin \theta\}
\end{equation}
with period $2\pi$ as parametrized by $\theta \in \mathbb{R}$. We assume that the flow leaves $\Gamma$ invariant. Notice that $\Gamma$ spirals around $C$ and intersects $\Sigma$ in infinitely many points for $|s| < 1$.

The next step of the construction is to consider a one-parameter family of invariant tubes around $\Gamma$. To obtain a generic situation, the radius (around the respective points of $\Gamma$) of the tube must vary with the angular parameter $\theta$. We consider here a standard tube that consists of circles of radius $kr(\theta)$ that lie in the plane spanned by the normal $N(\theta)$ and the binormal $B(\theta)$ of $\Gamma$ at $x = \theta$. The parameter $k$ is the 'gross radius' in the sense that changing $k$ changes the size of the tube but not its shape, which is given by $r(\theta)$; note that $k$ plays the same role geometrically as the injection strength $K$ in the laser system (4.5). We assume that $r(\theta)$ is generic, that is, there are no extra periodicity or symmetries. Furthermore, $r(\theta)$ is such that there are no self-intersections and other bifurcations such as saddle transitions too near the bifurcation point. A function $r(\theta)$ that satisfies all conditions with the exact formula of $T$ can be found in Appendix A.

The helix $\Gamma$ and the tube $T$ are shown in figure 17 for three different values of $k$. Also shown are the section $\Sigma = \Sigma_{-0.1804} = \{(x, y, z) \in \mathbb{R}^3 \mid z = -0.1804\}$ and the extended critical locus $C$. The value $s = -0.1804$ for the height of the section $\Sigma$ was determined so that there is a cubic tangency bifurcation for the fixed value $k = 0.2$; namely it occurs at $\theta = 6.94193$. The intersection curves $T_{\Sigma}$ and $T_{C}$ in $\Sigma$ and $C$, respectively, are shown in figure 18. In figures 17 and 18 the rows (a)-(c) show the situation before, at and after the bifurcation. Figures 17 and 18 also show the critical locus $D$ of $C$. Since we do not specify an underlying flow, the curve $D$ must also be constructed in a consistent way. In particular, $D$ must go through the point of cubic tangency and be consistent with the positions of $T_{C}$. These requirements are met by $D$ as defined in Appendix A, where the flow through $C$ is in the direction of negative $y$ above $D$ and in the direction of positive $y$ below $D$.

As can be seen from figures 17 and 18 together, the planes $\Sigma$ and $C$, the tangency locus $D$ and the invariant objects $\Gamma$ and $T$ form a consistent geometrical model for the cubic tangency bifurcation. By consistency we mean here that the conditions we place on the unspecified flow during the geometric construction are such that they can be realized by an actual flow; compare with figure 16. As for the laser system in section 5.1, the bifurcation is unfolded by changing the gross radius of the invariant manifold $T$, as specified by the parameter $k$ in (A.1). (Note that the cubic tangency bifurcation could also be unfolded by moving the section, that is, by changing the parameter $s$ in (5.6).) The key feature in the section $\Sigma$ is the single closed component $T_{\Sigma}$ that surrounds three points $\gamma_1, \gamma_2, \gamma_3 \in \Gamma_{\Sigma}$; see figure 18 (left column). Before the bifurcation the closed component of $T_{\Sigma}$ has four intersections with $C$; at the cubic tangency bifurcation the two innermost of them come together to a single point; and after the bifurcation there are only two intersection points (which is the minimal number for a component of $T_{\Sigma}$ that surrounds three points of $\Gamma_{\Sigma}$). In the plane $C$ the object of interest is the single closed component $T_{C}$ that surrounds only two points $\gamma_1, \gamma_2 \in \Gamma_{C}$; see figure 18 (right column). Before the bifurcation the closed component of $T_{C}$ has four intersection with $\Sigma \cap C$ (note that the situation in row (a) is close to a saddle transition), at the cubic tangency bifurcation the two innermost of them come together to a single point, and after the bifurcation there are only two intersection points (which is again the minimal number for a component of $T_{C}$ that surrounds two points of $\Gamma_{C}$).

Indeed the geometric model is as simple as possible if one considers a cubic tangency bifurcation of an invariant manifold in the form of an invariant tube. The key
Fig. 17. Geometrical model of a cubic tangency bifurcation, consisting of a helical orbit $\Gamma$ surrounded by a tube $T$ of varying radius that spiral around the tangency locus $C$ of a section $\Sigma$; also shown is the extended critical locus $\mathcal{C}$. Panels (a)–(c) are before and after the bifurcation, namely for $k = 0.19, 0.2,$ and $0.21$, while the section is given by $z = -0.1804$; see also figure 18.
Fig. 18. The geometrical model of a cubic tangency bifurcation shown in the section \( \Sigma \) (left column) and in the plane \( \mathcal{E} \) (right column). Panels (a)–(c) are before at and after the bifurcation, namely for \( k = 0.19, 0.2, \) and 0.21; see also figure 17.

ingredient for this bifurcation is that the flow makes one full rotation around \( C \), as is expressed by three intersections of the helix (periodic orbit) \( \Gamma \) with the section \( \Sigma \). At the same time, the flow makes only half a rotation with respect to the extended critical locus \( \mathcal{E} \).

5.3. Normal form of the cubic tangency bifurcation. To obtain the normal form of the cubic tangency bifurcation in a three-dimensional flowbox we consider a small neighborhood of the bifurcation in phase space. The idea is then to ‘untwist’ the helical structure of the flow that was identified as crucial in the geometric model in section 5.2. In other words, the flow becomes parallel and the section \( \Sigma \) and the
Fig. 19. Panel (a) depicts the cuspidal section $\Sigma = \Sigma_0$ (green) of (5.11) and the extended critical locus $\mathcal{C}$ inside the standard flowbox. Panel (b) shows the projection of $\mathcal{C}$ and $\Sigma$ onto the in-set $I$; the symbols $\circ$ and $\otimes$ indicate the regions with one and three intersections with $\Sigma$, respectively. Panel (c) shows the curve $\mathcal{C}$ in $\Sigma$, and panel (d) the the curves $\mathcal{C}$ and $D$. The direction of the flow is indicated by the symbols $\circ$ and $\otimes$.

extended critical locus $\mathcal{C}$ deform to smooth surfaces, rather than planes.

The key realization is that, owing to the cubic tangency of the orbit involved, in the normal form one needs to consider a section $\Sigma$ that has a cusp singularity with respect to the in-set $I$ (or the out-set $O$). The result in the absence of an invariant manifold was proved by Sotomayor and Teixeira [32, figure 5.2] in the context of vector fields on a three-dimensional manifold with a codimension-one boundary. It can be phrased as follows in the present context.

**Proposition 5.1.** In any sufficiently small flowbox the phase portrait near a cubic tangency of an orbit of a flow in $\mathbb{R}^3$ with a Poincaré section is topologically equivalent to the phase portrait in the standard flowbox (2.7) for $n = 3$ given by the section

\[(5.10) \quad \Sigma = \{(u, v_1, v_2) \in \mathbb{R}^3 \mid v_1 u - u^3 + v_2 = 0\}.\]
In order to understand the geometry of the flow in the standard flowbox and to help make the link with the previous sections, we now construct the extended tangency locus $C$. Since $\tilde{n}_\Sigma((0,0,0)) = (0,0,1)$, we embed the section $\Sigma$ of (5.10) into the one-parameter family of sections

$$\Sigma_s = \{(u,v_1,v_2+s) \in \mathbb{R}^3 \mid v_1 u - u^3 + v_2 = 0\},$$

so that $\Sigma = \Sigma_0$. One readily finds that the tangency locus of $\Sigma_s$ is

$$C = C(s) = \{(u,v_1,v_2+s) \in \Sigma_s \mid v_1 = 3u^2, v_2 = -2u^3\}.$$

The projection $\tilde{C}$ of $C$ onto the in-set $I$ along the $u$-direction (the direction of the flow) has two branches that meet at a cusp point at $(v_1,v_2) = (0,s) \in I$. It follows that the extended critical locus $C$ of the family $\Sigma_s$ is the parabolic surface

$$C = \{(u,v_1,v_2) \in \mathbb{R}^3 \mid v_1 = 3u^2\}.$$

Furthermore, the flow is tangent to $C$ along the tangency locus

$$D = \{(u,v_1,v_2) \in C \mid u = 0, v_1 = 0\},$$

where the flow is directed into the parabolic cylinder bounded by $C$ for $u < 0$ and out of the parabolic cylinder for $u > 0$.

Figure 19(a) shows the section $\Sigma = \Sigma_0$ and the extended critical locus $C$ inside the standard flowbox. Figure 19(b)–(d) show respective images on $I$, $\Sigma$ and $C$. The projection curve $\tilde{C}$ divides the in-set $I$ into two regions, labeled $\ominus$ and $\ominus$ in figure 19(b). Any orbit starting inside region $\ominus$ of $I$ has three intersections with $\Sigma$ while it ‘winds around’ the curve $C$ in $(u,v_1,v_2)$-space. (Rather, in the flowbox $C$ winds around the straight orbit segment.) Similarly, any orbit with $v_1 > 0$ intersects the parabolic surface $C$ twice; compare with figure 19(d). In other words, the geometry shown in figure 19 is indeed locally diffeomorphic to that near a cubic tangency as discussed in sections 5.1 and 5.2.

**Proposition 5.2.** In any sufficiently small flowbox, the unfolding of a cubic tangency of a two-dimensional invariant manifold of a flow in $\mathbb{R}^3$ with a Poincaré section is topologically equivalent to the unfolding in the standard flowbox (2.7) for $n = 3$ given by the one-parameter family of sections defined in (5.11), where the invariant manifold is the plane

$$M = \{(u,v_1,v_2) \mid v_1 = -v_2\}.$$
Fig. 20. Unfolding of the cubic tangency bifurcation in normal form in the standard flowbox, presented from two different viewpoints. Rows (a)–(c) show the invariant manifold $M$ (purple), the section $\Sigma_s$ (green) and the extended critical locus $C$ (gray) before, at and after the bifurcation. Also shown are the tangency loci $C$ and $D$. From (a)–(c) $s = -0.5$, $s = 0$, and $s = 0.5$; see also figure 21 and animation jcko_a3.gif.
s(0) = 0; furthermore, genericity of the dependence on \( \eta \) implies \( \frac{ds}{d\eta}(0) \neq 0 \). Therefore, assuming \( \frac{ds}{d\eta}(0) < 0 \) without loss of generality, the \( u \)-independent coordinate change

\[
(v_1, v_2) \mapsto (v_1, -s(\eta) - v_1 - \mu(v_1))
\]

maps \( \tilde{M}(\eta) \) to \( M \) as given by (5.14). Importantly, \( \frac{ds}{d\eta}(0) \neq 0 \) implies that the image \( \tilde{\Sigma}(\eta) \) of \( \Sigma \) under this coordinate change is a surface with a generic cusp at \( (u, v_1, v_2) = (0, 0, -s(\eta)) \). As in the proof of Proposition 4.2, the surface \( \tilde{\Sigma}(\eta) \) can be brought to the required form (5.11) by a \( u \)-independent coordinate change that leaves \( M \) invariant. The overall \( \eta \)-family of coordinate changes is continuous by the genericity assumption on \( \eta \).

The important realization is that the manifold \( M \) of the normal form in the standard flowbox needs to be in general position relative to the cusp surface, which means that it must have non-negative components in both the \( v_1 \)- and the \( v_2 \)-directions. This is ensured by the choice of the ‘diagonal’ manifold \( M \) defined in (5.14). Note that a horizontal manifold (given by \( v_2 = 0 \)) would always intersect the curve \( C \) in exactly
one point, while a vertical manifold (given by \( v_1 = 0 \)) would always intersect \( C \) at the cusp point. Both situations are not generic. Furthermore, for generic \( M \) as given in the normal form by (5.14), the cubic tangency bifurcation can alternatively be unfolded by moving the manifold \( M \) up and down. This is exactly the mechanism leading to a cubic tangency of an invariant torus when its gross radius changes as in sections 5.1 and 5.2.

In figure 20 the unfolding given by Proposition 5.2 is presented in \((u, v_1, v_2)\)-space, and in figure 21 on the in-set \( I \), the section \( \Sigma_x \) and the extended critical locus \( \mathcal{C} \); see also the accompanying animation jcko_a3.gif. Before the cubic tangency bifurcation the invariant manifold \( M_\Sigma \) in \( \Sigma_x \) has two intersections with the curve \( C \). Similarly, the intersection curve \( M_C \) in \( \mathcal{C} \) intersects \( C \) twice. At the moment of bifurcation both \( M_\Sigma \) and \( M_C \) have quadratic tangencies with \( C \) in \( \Sigma_x \) and \( \mathcal{C} \), respectively. Notice that these tangencies indeed occur at the point \( C \cap D \) as noted previously. After the bifurcation neither \( M_\Sigma \) nor \( M_C \) intersect \( C \).

Figure 20 illustrates how this unfolding comes about by the intersection of the two-dimensional manifold \( M \) with the family of cusp surfaces \( \Sigma_x \) in the standard flowbox. These three-dimensional renderings indeed correspond to the respective panels in figure 21. The comparison of figure 21 with the corresponding figure 16 of a cubic tangency bifurcation in the semiconductor laser system (4.5) demonstrates how the unfolding manifests itself in a concrete example. Indeed, the unfoldings agree when one restricts attention to a sufficiently small neighborhood of the bifurcation point. While it is harder to see, this is of course also the case for the organization of the two-dimensional manifolds; compare figures 15, 17 and 20.

6. Tangency bifurcations in higher dimension and of higher codimension. The unfoldings in the previous sections of the codimension-one tangency bifurcations of a manifold \( M \) with a Poincaré section \( \Sigma \) of flows in \( \mathbb{R}^2 \) and \( \mathbb{R}^3 \) only give a hint of the many possibilities for tangency bifurcations of a fixed codimension in \( \mathbb{R}^n \) for any \( n \). The key realization is that there are two ‘sources’ of codimension: the order of contact with \( \Sigma \) of the orbit \( \mathcal{O}(x^*) \) of the tangency point \( x^* \), and possible codimension associated with tangencies of \( M \) and \( \Sigma \) at \( x^* \) in other directions. The first example of a tangency bifurcation with both types of tangencies is the codimension-one quadratic tangency in \( \mathbb{R}^3 \) in section 4.

Classifying and unfolding tangency bifurcations of higher codimension and for \( n > 3 \) is beyond the scope of this paper. However, we now give a general framework for this task, which is based on a more detailed consideration of the intersection of the tangent spaces \( T_M(x^*) \) and \( T_\Sigma(x^*) \).

Definition 6.1. Let \( M \) be an invariant manifold of dimension \( \ell \) of a vector field \( f \) on \( \mathbb{R}^n \) with a given planar \((n - 1)\)-dimensional global Poincaré section \( \Sigma \). Suppose that the following conditions are satisfied:

(B1) There is a point \( x^* \in M \cap \Sigma \) such that the orbit \( \mathcal{O}(x^*) \) has a tangency of degree \( d \in \mathbb{N} \) with \( \Sigma \) at \( x^* \), where we assume that the tangency is at least quadratic, that is, \( d \geq 2 \);

(B2) The dimension of the orthogonal complement \( N \) of \( f(x^*) \) in \( T_M(x^*) \cap T_\Sigma(x^*) \) is \( p \); and

(B3) The point \( x^* \) is a critical point of codimension \( q \) of the map from \( N \) to \( M \). Then we say that \( M \) and \( \Sigma \) have a \( d \)-tangency with singularity dimension \( p \) and singularity codimension \( q \) at \( x^* \) (or \( d-p-q \)-tangency or short).

The singularity codimension \( q \) is only defined for \( p > 0 \), meaning that \( p = 0 \) iff \( q = 0 \). Furthermore, by construction of \( N \) there must be a tangency (quadratic or
of higher degree) along each of the base vectors of $N$, so that $q \geq p$. From the data specified in Definition 6.1 one can determine the overall codimension.

**Proposition 6.2.** The codimension $c$ of a $d$-$p$-$q$-tangency of an $\ell$-dimensional invariant manifold $M \subset \mathbb{R}^n$ with a global Poincaré section is $c = d + q - \ell$, where $p < \ell < n$.

**Proof.** Generically, $\dim(\Sigma \cap M) = \ell - 1$, independently of $n$. Furthermore, by (B1) and (B3) the point $x^*$ is a critical point of codimension $(d - 1) + q$ of the map from $T_M(x^*) \cap T_{\Sigma}(x^*)$ to $M$. Therefore, the codimension of the bifurcation is $c = (d - 1) + q - (\ell - 1)$.

Proposition 6.2 has some interesting immediate consequences. First of all, it shows that we indeed presented all codimension-one $d$-$p$-$q$-tangency bifurcations for $n \geq 3$, namely:

1. the 2-0-0-tangency for $\ell = 1$ is the quadratic tangency of a one-dimensional manifold in $\mathbb{R}^2$ and in $\mathbb{R}^3$ of Proposition 3.2 and Corollary 4.1, respectively;
2. the 2-1-1-tangency for $\ell = 2$ is the quadratic tangency of a two-dimensional manifold in $\mathbb{R}^3$ of Proposition 4.2; and
3. the 3-0-0-tangency for $n = 3$ and $\ell = 2$ is the cubic tangency of a two-dimensional manifold in $\mathbb{R}^3$ of Proposition 5.2.

Similarly, one can easily list all codimension-two tangency bifurcations for $n \leq 3$, which are:

1. the 3-0-0-tangency for $\ell = 1$ is the cubic tangency of a one-dimensional manifold in $\mathbb{R}^2$ and in $\mathbb{R}^3$;
2. the 2-1-2-tangency for $\ell = 2$ is the quadratic tangency of a two-dimensional manifold with a cubic tangency in the one-dimensional $N$-direction;
3. the 3-1-1-tangency for $\ell = 2$ is the cubic tangency of a two-dimensional manifold with a quadratic tangency in the one-dimensional $N$-direction.
4. the 4-0-0-tangency for $\ell = 2$ is the quartic tangency of a two-dimensional manifold.

An important new element of codimension-two tangency bifurcations is that they cannot be unfolded solely by moving the section $\Sigma$ (because $\Sigma$ is of codimension one in $\mathbb{R}^n$). Of the cases above, only the unfolding for $\ell = 1$, that is, the codimension-two cubic 3-0-0-tangency, is straightforward.

**Proposition 6.3.** In any sufficiently small flowbox, the unfolding of a cubic tangency of a one-dimensional invariant manifold of a flow in $\mathbb{R}^3$ with a global Poincaré section is topologically equivalent to the unfolding in the standard flowbox (2.7) for $n = 3$ given by the one-parameter family of sections (5.11) that interacts with the one-parameter family of manifolds

$$M = \{(u, v_1, v_2) \mid v_1 = \lambda \text{ and } v_2 = 0\}.$$ 

This result follows from Proposition 5.1 in the same way as Proposition 3.2 follows from Proposition 3.1, namely by the construction of a parameter-dependent coordinate change. Proposition 6.3 says that the unfolding of the codimension-two cubic tangency of a one-dimensional manifold in $\mathbb{R}^3$ (and, therefore, in all dimensions $n \geq 2$ and including $n = 2$) is given by the standard unfolding of a cusp bifurcation. Namely, the phase portrait is determined by the relative position of the point $M_I = (0, \lambda)$ in the in-set $I$ relative to projection $\hat{C}(s)$ of the fold curve; see figure 19. Crossing one of the two branches of $\hat{C}(s)$ corresponds to a codimension-one quadratic tangency that...
unfolds as given by Corollary 4.1. At the central codimension-two point the manifold
passes exactly through the cusp point in $I$.

Suppose now that $M$ is actually a segment of a periodic orbit $\Gamma$, meaning that
there is a global return $R$ from the out-set $O$ back to the in-set $I$ that leaves $M$
invariant. Then the number of intersections of $\Gamma$ with $\Sigma$ changes by two when $\Gamma$
crosses $C$, even if this happens at the cusp point.

7. Conclusions and discussion. We considered the class of tangency bifurca-
tions, which are bifurcations that one finds generically in global Poincaré maps but
that are not due to bifurcations of the underlying vector field. Tangency bifurcations
involve the interaction of an invariant manifold with the tangency locus of the section,
which is non-empty unless the system is effectively periodically forced. Specifically,
we presented a complete treatment of codimension-one tangency bifurcations of flows
in $\mathbb{R}^2$ and $\mathbb{R}^3$, that is, for one-dimensional and two-dimensional Poincaré sections. We
constructed their normal forms in the standard flowbox by specifying suitable families
of curved smooth sections that interact with straight invariant manifolds of appro-
priate dimension. Our approach is similar in spirit to that taken by Sotomayor and
Teixera, who considered flows on manifolds with one and two-dimensional boundaries.
However, depending on the dimensions involved, further coordinate transformations
are required to ‘straighten out’ the invariant manifold.

With the examples of the two-dimensional unforced Van der Pol oscillator and a
three-dimensional model of a semiconductor laser with optical injection we demon-
strated how the codimension-one tangency bifurcations manifest themselves in a spe-
cific vector field. Namely, we studied the interactions of periodic orbits and invariant
tori with the tangency locus of a given planar section. As is the case generically, the
respective bifurcations of the Poincaré map can be brought about by either changing
some system parameter of by moving the section. The quadratic tangencies of one- or
two-dimensional invariant manifolds with a planar section could be associated with
the respective normal forms in the flowbox in a relatively straightforward manner.
In the case of a cubic tangency, on the other hand, the operation of ‘straightening
out’ the flow to obtain the normal form in the flowbox is quite complicated. There-
fore, a simplified geometric model at an intermediate step was constructed to help
understand the normal form transformation geometrically.

The unfoldings presented here were shown to fit naturally into a general framework
for the classification of tangency bifurcations of arbitrary codimension. The general
idea is that a tangency of degree $d \geq 2$ of an orbit on the manifold is accompanied
by other possible tangencies of the manifold in the directions normal to this orbit.
This point of view provides a clear direction for the future study of tangency bifurca-
tions in higher-dimensional spaces and of higher codimension. We already listed the
codimension-two tangency bifurcations of a two-dimensional manifold in $\mathbb{R}^3$, and the
construction of their unfoldings is an interesting challenge. Another important next
step and the subject of our ongoing research is the study of tangency bifurcations
in $\mathbb{R}^4$. This study naturally starts with the tangency bifurcations of codimension
one, as they are encountered naturally when a single parameter of the vector field
is changed, or the section is moved. The normal forms that need to be developed
involve intersections of hypersurfaces in $\mathbb{R}^4$, which is very hard to imagine and visu-
alize. This difficulty can be overcome by considering the corresponding surfaces in
the three-dimensional in-set of the flow box. Note that it will be a real challenge to
identify and visualize tangency bifurcations in three-dimensional Poincaré sections in
concrete vector fields arising from applications.
Another topic of ongoing research is the classification of different mechanisms in which points or regions are created in the Poincaré section for which the flow never returns back to the section. In other words, the issue is to find bifurcations that create new sets of the section where the Poincaré map is not defined. As we already demonstrated in section 3.3, such bifurcations may be due to interactions between the Poincaré section and stable and unstable manifolds of equilibria and other invariant sets that do not lie in the section. Already for the case of three-dimensional flows, the study of these bifurcations in applications requires the use of numerical techniques for the computation of two-dimensional global invariant manifolds, such as those in [11, 21, 22].

Finally, we mention a related subject: the study of bifurcations of a Poincaré map that are due to the passage of an equilibrium of the flow through the section. As for tangency bifurcations, this does not correspond to a bifurcation of the underlying vector field. The added difficulty is that is not possible in this situation to consider a normal form in a flowbox (which cannot contain equilibria). A natural starting point for ongoing research are the codimension-one bifurcations of a Poincaré map where a hyperbolic equilibrium passes through the section; the type of bifurcation and its unfolding obviously depend on the topological type of the equilibrium.
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Therefore, the helical tube (A.1) takes the form

\[ T = \{ (\theta, k r(\theta) (N(\theta) \cos \phi + B(\theta) \sin \phi) ) \, | \, \theta \in \mathbb{R}, \; 0 \leq \phi < 2\pi \} , \]

where \( N(\theta) \) is the normal and \( B(\theta) \) the binormal at \( x = \theta \). From (5.9) it follows that the tangent, normal and binormal are

\[ T = \left( \frac{1}{\sqrt{2}}, -\frac{\sin \theta}{\sqrt{2}}, \frac{\cos \theta}{\sqrt{2}} \right), \quad N = (0, \cos \theta, \sin \theta), \quad B = \left( \frac{1}{\sqrt{2}}, \frac{\sin \theta}{\sqrt{2}}, -\frac{\cos \theta}{\sqrt{2}} \right). \]

Therefore, the helical tube (A.1) takes the form

\[ T = \{ (x, y, z) \in \mathbb{R}^3 \mid x = \theta + k r(\theta) \sin \phi, \quad y = \cos \theta + k r(\theta) \left( \cos \theta \cos \phi + \frac{\sin \theta \sin \phi}{\sqrt{2}} \right), \]

\[ z = \sin \theta + k r(\theta) \left( \sin \theta \cos \phi - \frac{\cos \theta \sin \phi}{\sqrt{2}} \right), \quad \text{for} \; \theta \in \mathbb{R}, \; 0 \leq \phi < 2\pi \}. \]

A function \( r(\theta) \) that satisfies the requirements mentioned in section 5.2 is

\[ r(\theta) = \left( \sin^2 \theta - \frac{(2\theta - 3\pi)^2}{2\pi} \right) - \frac{1}{2} \left( \frac{4\theta - 14\pi}{7\pi} \right)^2 + \frac{4}{5} \exp \left( \frac{11\pi}{4} - \theta \right) + 6 \].
For $K = 0.2$ we find a cubic tangency bifurcation with the plane $\Sigma = \Sigma_{-0.1804}$ at $x^* \approx (6.94193, 0, -0.1804) \in \mathcal{C} \subset \Sigma$. The curve $D \subset \mathcal{C}$ can now be constructed by observing the condition that it goes through $x^*$ and is in general position with respect to the components of $\mathbb{T}_C$. The definition

$$D = D(\theta) = \left\{(\theta, 0, z) \in \mathcal{C} \mid z = -0.64 \sin \left( \frac{16\theta \pi^2 - 111.0709 \pi^2}{-0.34 (2\theta - 3\pi)^2 + 22.4 \pi^2} \right) + 0.1804 \right\}$$

meets these requirement, as can be seen from figure 18. Note that the choice of $r(\theta)$ and $D$ are by no means unique. The formulae presented here are indeed quite involved, but they allow one to compute all objects of interest while being consistent with the existence of an underlying flow.