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Abstract—Microwave cooking, tempering, and pasteurizing of foods involves several complex and interacting physical phenomena. Although such processes are widely used, the interactions between the food product, packaging, and the microwave oven itself are particularly complicated, are not well understood, and applicable simulation tools are lacking. In this contribution we describe a combined finite difference time domain model for the electromagnetic and the heat transfer processes which include temperature dependence of the electrical and thermal properties of the food product. This model is validated by comparison to experiment.

I. INTRODUCTION

MICROWAVE COOKING, thawing, tempering, and pasteurizing of foods involves several complex and interacting physical phenomena. Although such processes are widely used, the interactions between the food product, packaging and the microwave oven itself are particularly complicated and are not well understood and applicable simulation tools are lacking. The type of oven and the shape, size, geometry, and temperature of the product all have substantial effects on the heating characteristics. By contrast with conventional heating methods, microwave heating can be more rapid due to the fact that the heating takes place, to a greater or lesser extent, throughout the interior of the food. This volumetric heat delivery leads to a much higher rate of heating than conduction limited, conventional heating methods, and microwave heating times are typically much shorter. However, the corollary of any volumetric heating method is that if uneven heating occurs, "hot" or "cold spots" can occur which do not have sufficient time to equilibrate by the end of heating. For food products, this can deleteriously affect product quality. Much effort, both in industry and in academia, is being applied to the design of oven geometries which will provide efficient, rapid, and uniform heating to the product. The existence of a computer model which is capable of predicting the performance of an arbitrary oven geometry with realistic products would complement and reduce the empiricism of the experimental work being undertaken. Perhaps due to the complexity of the problem, such models are lacking. Much recently published work e.g., [1]–[4] is limited to relatively simple situations which either do not include coupling between the electromagnetic and thermal processes, or are restricted to two-dimensional approximations and so are a long way from a realistic domestic or industrial system. In [5] the coupled problem has been solved for a homogeneous workload using a form of the method of lines [6]. Unfortunately, details of the numerical scheme are not given and there is no experimental comparison. In this contribution we analyze the behavior of a domestic microwave oven containing a representative workload by means of a mathematical model, based on finite difference time domain methods, developed at Bristol and by means of experimental measurements carried out at Unilever Research and we show that good agreement has been obtained. The efficiency of the computer algorithm is such that all the modeling work was carried out on the widely available HP730 workstation without excessive run times.

II. THE EXPERIMENTAL ARRANGEMENT

In order to carry out the validation, the Panasonic Genius model NN6857 microwave oven containing a somewhat idealized but not unrepresentative workload was chosen. The dimensions of this oven and the load are shown in Figs. 1 and 2. Also shown here is the mesh used in the modeling described later. Although the oven normally operates with a turntable, this was disabled throughout the experiments to exaggerate the temperature differences in the work load and simplify the assumptions. The load used during the experiment and simulation was a phantom food gel possessing similar properties to meat [7]. In order to maintain the shape of the gels, PTFE containers were used. Prior to the experiments, the gels (and the containers) were sliced through the horizontal plane of symmetry, in order to ease the task of thermal imaging, and chilled to 5°C. PVC film was used to keep the two halves separate. The composition of the phantom food load is given in Table I and is a modified form of the TX151 gelling agent, which is detailed in [7].

The dielectric properties of the phantom food loads were measured, using the HP85070A dielectric probe kit which is based on an open coaxial probe and an HP8510 automatic
network analyzer [8] and the thermal data used was taken from the literature [7]. The gel data used in the simulations is presented in Table II. For temperatures greater than 48° C, it was assumed that the permittivity remained constant.

For the PTFE the properties were considered to be independent of temperature and were taken from [9]. They are shown in Table III.

The gels were stored overnight at a temperature of 5° C, this being the initial temperature used throughout the simulations. A ambient temperature of 30°C was assumed together with a convective heat transfer coefficient of 10 Wm⁻² K⁻¹, corresponding to a flow of air of approximately 0.5 ms⁻¹ across the surface via the action of the oven fan.

Two different configurations of the workload were examined. In the first case, the phantom was placed so that its longer side was parallel to the feed, the slab being positioned such that the planes of horizontal and vertical symmetry of the load coincided with those of the feed. In the second case the load is displaced by 30 mm towards the rear of the oven.

In each case the oven was run for a period of 180 seconds after which the two halves of the slab were separated and thermal images were taken, using an Agema 870 camera, of the face of each half. The technique is similar to that used by Ohlsson and Risman in their study of microwave heating of cylinders and spheres [10], and for microwave cooking [11].

III. OVERVIEW OF THE MATHEMATICAL MODEL

Because of the complexity of the geometry of the structure and the fact that the material properties change as a function of temperature, and therefore as a function of time, the most appropriate mathematical method was considered to be the finite difference time domain technique. Two separate algorithms were used, the first being an enhanced version of the well known Yee algorithm [12] to solve the electromagnetic problem and the second being an explicit finite difference scheme to solve the heat transfer equations. The meshes for each algorithm were arranged such that a temperature node for the thermal algorithm was placed at the center of each unit cell of the electromagnetic mesh. This allowed the coupling between the two models to be conveniently calculated as detailed below. Because of the very different time steps which must be used for the two algorithms, O(ps) for the electromagnetics and O(s) for the thermal, the combined algorithm is implemented as follows. First the electromagnetic algorithm is run using the initial values of the material properties and with a sinusoidal excitation at the working frequency of 2.45 GHz. In order to avoid large transients which would delay the establishment of a steady state, the amplitude of the sinusoid is allowed to build up to its working level over a single cycle. When the fields have reached a steady state, typically after 4 or 5 cycles and determined by monitoring the total calculated dissipated power in the workload, the dissipated power at each cell in the domain is calculated from the rms field values and the electrical properties of the material. The thermal algorithm is then run using the dissipated power as input in order to calculate the rise in temperature at the center of each cell. The updated temperature information is used, in turn, to calculate the new material parameters. Although not necessary in the simulation described here, it would also be possible to simulate movement in the workload at this point. This would be appropriate for an industrial system in which
product was passed through a heating tunnel on a conveyor belt. The above procedure is then repeated until the required heating time has been simulated. After the initial pass through this loop, the time taken for the electromagnetic algorithm to reach steady state is usually just one cycle since the field perturbation as a result of the change of temperature is small. Since the field perturbation due to the change in material properties with temperature will be small this is not expected to cause stability problems. No numerical instability was detected on any of the results obtained.

IV. THE FINITE DIFFERENCE MESH

The problem space was contained within a computational domain whose dimensions are 321 mm × 271 mm × 390 mm.

A non-uniform mesh consisting of 88 × 68 × 92 unit cells was then defined. Each unit cell takes the form of a Yee cell with the addition of an extra temperature node placed at its center. The sizes of the unit cells used are given in Tables IV–VI.

The gel occupied a cuboid from nodes 13–56 in the z direction, 19–46 in the y direction and 25–70 in the z direction.

The PTFE container was represented by a layer 2 nodes thick on the five surfaces of the workload.

V. THE POWER DISSIPATION DISTRIBUTION

The power dissipation distribution \( P(x, y, z) \) was calculated with the basic equation

\[
P = (\omega \varepsilon_0 \varepsilon'' + \sigma) E^2
\]

where \( E \) is the rms value of the \( E \) field, \( \varepsilon'' \) is the imaginary part of the complex permittivity and \( \sigma \) is the conductivity of the material. The thermal algorithm requires, as input, the power dissipated per unit volume at the center of the unit cell, i.e., at the position of the temperature node. In order to calculate this we need to know the rms \( E \) field at that point. Assuming the standard FDTD approximation of a linear variation of field versus distance and the fact that the nodes for the different \( E \) field components are offset from the origin of each cell, we use linear interpolation for the unit cell \( i, j, k \) as in (2) as shown at the bottom of the next page, where the rms value of \( E_z \) may either be calculated using (3) where the sum is updated at each FDTD iteration and reset to zero at the end of each cycle or by looking for the maximum value of the \( E \) field during each period and multiplying this by \( \sqrt{2} \). Similar results were obtained whichever method was used with the basic equation

\[
E_z = \frac{\sqrt{2} \sum_{n=0}^{N} E_z(n\delta t) \exp(j\omega n\delta t)}{N}
\]

\( \delta t \) is the FDTD time step and \( N \delta t \) is the period of the sine wave used for excitation. Similar expressions are used for \( E_y \) and \( E_z \).

The heat generation term in a specific unit cell is then given by the specific dissipation times the volume of the cell as shown in equation

\[
Q' = P \delta x \delta y \delta z.
\]

The value of \( Q' \) is passed to the heat algorithm. In addition, by summing over all unit cells, we may calculate the total power dissipated in the workload.
VI. CALCULATING THE TEMPERATURE RISE

The temperature rise is calculated using the heat conduction equation [13] given below

$$\frac{\partial T}{\partial t} = \alpha \nabla^2 T + \frac{Q'}{rc} \quad (5)$$

where \( T \) is the temperature, \( \alpha \) is the thermal diffusivity, \( Q' \) is the heat generation term, \( r \) is the mass density and \( c \) is the specific heat. Alternatively, we can use \( \alpha = \kappa/cp \) where \( \kappa \) is the thermal conductivity. All values are in SI units.

At the material surfaces, convective boundary conditions are used such that

$$q = hA(T_s - T_{\text{air}}) \quad (6)$$

where \( q \) is the heat transfer rate, \( h \) is the convection heat transfer coefficient, \( A \) is the surface area, \( T_s \) is the surface temperature of the workload and \( T_{\text{air}} \) is the temperature of the surrounding air.

Away from the surface we implement (5) in the following explicit finite difference form [14]

$$T^{n+1} = F_0 T^n(i-1,j,k) + T^n(i,j,k) + T^n(i,j-1,k) + T^n(i,j,k-1) + T^n(i,j,k+1) + (1 - 6F_0)T^n(i,j,k) + \frac{Q'\delta t'}{\rho c} \quad (7)$$

where \( F_0 = \alpha \delta t'/\delta x^2 \), the superscript \( n \) refers to the time step and the indices \( i,j,k \) refer to the node position, i.e., \( T^n(i,j,k) = T((i + 1/2)\delta x, (j + 1/2)\delta y, (k + 1/2)\delta z, n\delta t') \) and \( \delta t' \) is the thermal algorithm time step.

If there is a convective surface, (7) must be modified by replacing the conductive heat transfer rate by the convective heat transfer rate, \( q \). For example if there is an interface between workload and air at \( x = (i + 1)\delta x \) we replace \( (T^n(i+1,j,k) - T^n(i,j,k))\delta x \) with \( (T_{\text{air}} - T^n(i,j,k))\delta x^2 \) from (6) yielding (8)

$$T^{n+1} = F_0 (2T^n(i-1,j,k) + T^n(i,j,k) + T^n(i,j-1,k) + T^n(i,j,k-1) + T^n(i,j,k+1) + (1 - 6F_0 - F_0B_i - 1)) \cdot T^n(i,j,k) - F_0B_i T_{\text{air}} + \frac{Q'\delta t'}{\rho c} \quad (8)$$

where \( B_i = h\delta x/\kappa \).

For numerical stability we ensure that

$$\delta t' < \frac{\delta x^2}{6\alpha(1 + B_i)}. \quad (9)$$

VII. UPDATING THE MATERIAL PARAMETERS

Having used the thermal algorithm to update the temperatures at the centers of each unit cell, we need to update the electrical parameters of the material at each cell in accordance with Table II. In this case it is the temperature at the \( E \) field nodes of the cell which should determine the value of permittivity and conductivity to use and, therefore, we use the linear interpolations given in (10)–(12), as shown at the bottom of the next page, where \( K_x(i,j,k) \) is the temperature which we use to calculate \( \varepsilon_x \) for the unit cell \( i,j,k \) and \( K(i,j,k) \) is the temperature at the center of the cell \( i,j,k \).

VIII. SPECIFYING THE EXCITATION

Energy is supplied to the cavity of the oven by means of the dominant TE10 mode of the rectangular waveguide. In the simulation, a plane within the waveguide is excited by equivalent electric and magnetic currents having the spatial distribution corresponding to this mode and with an amplitude which corresponds to an incident wave of the required power. In practice this is achieved by adding the appropriate values to the \( E_y \) and \( H_z \) nodes in the excitation plane. Energy which is reflected back due to a mismatch between the impedance of the waveguide and that of the loaded cavity passes through the excitation plane, which appears transparent, and is absorbed by the absorbing boundary.

In order to apply, as closely as possible, the same power in the simulation as that supplied during the experiment, the amount of power coupled into and dissipated within the gel was evaluated from the temperature rise measured using the thermal imaging. By solving for a normalized \( E \) field and making some assumptions concerning the amount of power reflected, we can calculate the field amplitude required to yield that power input to the gel via the approach outlined by Barratt [15]. The power dissipated in the experimental workload was estimated to be approximately 600 Watts based on a measurement performed in accordance with IEC 705.

Unlike many applications of the FDTD technique, it was found that sinusoidal excitation was more efficient than pulse excitation for this type of problem. In some cases it has been shown that, even if results are required at only one frequency, it may be more efficient to use a pulse rather than a sinusoid. In the work described here, however, that was not found to be the case.
IX. TREATMENT OF MATERIAL BOUNDARIES

It is well known that where there is an interface between materials of different electrical properties, both the field and the temperature will vary rapidly. This is especially true if we have a corner or a sharp edge. Care must be taken in these cases or the temperature rise near edges and boundaries will be overestimated. Using (2), which assumes linear variation of the field, under these conditions will give a result which is higher than reality and consequently an overestimate to the temperature rise. Instead we may calculate the field at the temperature node by making use of our knowledge of the asymptotic field behavior to provide a better estimate.

X. COMPARISON OF THEORETICAL AND EXPERIMENTAL RESULTS

The measured and calculated results for the two cases under investigation are shown in Figs. 3–6. It can be seen that in each case the main features of the heating pattern have been correctly predicted by the model. In particular the hot spots along the center of the front face of the load and at the corners.

\[
K_x(i,j,k) = \frac{K(i,j,k) + K(i,j-1,k) + K(i,j,k-1) + K(i,j-1,k-1)}{4}
\]

\[
K_y(i,j,k) = \frac{K(i,j,k) + K(i-1,j,k) + K(i,j,k-1) + K(i-1,j,k-1)}{4}
\]

\[
K_z(i,j,k) = \frac{K(i,j,k) + K(i,j,k) + K(i-1,j,k) + K(i-1,j-1,k)}{4}
\]
Due to the asymmetry of the oven, the position of the hot spot on the face is not in the center of the workload even when the load was placed symmetrically with respect to the waveguide feed, i.e., the energy is being applied to the system from the right of the figure and vertically symmetrical with respect to it. This indicates that the model is capable of handling subtle changes in cavity dimensions. The corner effects have been somewhat overestimated by the model and this may be for a number of reasons. It is partly caused by incomplete treatment of the rapid variation of fields in these areas. In addition some cooling will have taken place in the experiment before the thermal image was taken. This effect is estimated to cause an error of the order of 3–5°C. Another possible difference between the model and the experimental data is in the thermal imaging. There could, for example, be disturbance to the local temperature distribution when the clingfilm between the two halves was removed. In addition, air trapped between the two halves as the load was assembled may have led to gel movement on opening the box up.

The measured and calculated temperature distribution in the vertical plane is shown in Fig. 4. Here we see that most of the heating takes place at the bottom right hand corner of the workload and that the temperatures reached at this point are about 100°C. In the center of the workload the temperatures have risen to only about 10°C.

The effect of moving the load towards the rear of the oven can be seen in Fig. 5. Again good agreement can be seen between the model and the experiments except, perhaps for the same overestimation of the corner effect. The position of the hot spot is now shown to be off center in both the model and the measurements.

Fig. 6 shows the calculated power dissipation in the workload. This information, which would be extremely difficult to derive from experiment, shows the temperature distribution profile which would be obtained if thermal effects such as conductivity, convection, and the variation in material properties with temperature were not taken into account. Comparison of these results with the actual temperature profiles show the importance of these effects in terms of a “smoothing” of the temperature distribution with respect to the power distribution. These effects would be more important if the heating time was longer.
XI. IMPLICATIONS FOR MORE COMPLEX SCENARIOS

Although the test structure described here is comparatively simple, the same technique may be, and in fact has been, used for more complex loads such as "ready meals" with no increase in computer run time. Although studies have been made using idealized ready meals, e.g., [16], we are not aware of any model validations using such. Due to the variations within such products it is very difficult to get experimental results in a form which can be directly compared with the model. In these cases the model can be used to ascertain the effects of different changes in the geometry of the system in a controlled way regarding their relative capability for achieving a sufficiently uniform and rapid heating. This would be difficult experimentally.

XII. CONCLUSION

We have shown the feasibility of modeling the combined electromagnetic and thermal processes in a domestic microwave oven by means of the FDTD method implemented on just a moderately powered workstation and have shown comparisons with experimental results. Although the computer resources required are not trivial, (12 hours on an HP730 workstation being typical), the use of a model such as this to predict the effects of changes in the geometry of the oven and in the properties of the workload is still much quicker than building the necessary hardware for an experiment. The agreement obtained between prediction and experiment, while not perfect, is sufficient to show the main features of interest to the designer. Greater accuracy can, of course, be obtained by use of a finer mesh and more computer resources. Work is currently in progress into ways of speeding up the calculations by including analytical enhancements to the FDTD algorithm.
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