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Abstract—Chirped-pulse propagation close to a mini-stopband (MSB) in short photonic crystal (PhC) waveguides is studied using the 2-D finite-difference time-domain method. The group delay (GD) is calculated for different length waveguides and is shown to have a nonlinear relationship with length, implying that dispersion diagram based design approaches may not be applicable in these cases. Pulse compression is then observed directly in the time domain, and a GD-based analysis is used to explain the results. It is shown that the fast-light or negative GD region that is found within the MSB plays a more important role than pulse filtering effects, which can also induce compression. The GD analysis is then used to find the optimum length waveguide for the maximum pulse compression, and this is found to be in agreement with direct time-domain results. Finally, a different PhC waveguide structure is studied based on square holes, which results in an increased GD and, hence, increased pulse compression.

Index Terms—Photonic crystals (PhCs), pulse compression, waveguide dispersion.

I. INTRODUCTION

There has been much interest in the use of photonic crystal (PhC) waveguides in pulse compression applications [1]–[5]. It has become clear, however, that it is difficult for these waveguides to produce the large amounts of corrective dispersion that are required in long-haul telecommunications systems. Research has thus focused on applications where the twin advantages of PhCs of very small size and the potential for tunability are important. One example could be the fine tuning of the overall dispersion that is used within a receiver photonic integrated circuit or the possible direct integration of a dispersive element within a laser or semiconductor optical amplifier (SOA) [6] to correct or even prechirp device output pulses. In these applications, it is important to understand how to generate the required amount of dispersion and what might be the optimum length of a PhC waveguide. A typical approach to this problem would be to calculate the dispersion diagram for the PhC waveguide and to calculate the group velocity, and hence the group velocity dispersion (GVD), from these data. While this approach works well in general, there are cases, such as when operating near to a mini-stopband (MSB) with short-length waveguides, that it begins to break down. In particular, near an MSB, mode coupling occurs, leading to back reflection. As is well known in this regime, transmittance and phase shift no longer have simple relationships with device length. The following equations show these relationships for weak 1-D gratings [7], [8]:

\[ T = 1 - \tanh^2(\kappa L) \]  
\[ \phi = \arctan \left( \frac{\delta}{\Omega} \tanh(\Omega L) \right) \]  

where \( T \) is the transmittance, \( \kappa \) is the coupling coefficient, \( \delta \) is the frequency detuning factor, \( L \) is the device length, and \( \Omega = \sqrt{\kappa^2 - \delta^2} \). This simple theory has been extended to the more complex case of PhC waveguide MSBs [9], and this has been used to extract the loss parameters for these waveguides. This paper investigates, for what is believed to be the first time, the phase shift and, hence, the group delay (GD) relationship with the length for these waveguides. This then enables the effect of the waveguides on propagating pulses to be analyzed in detail, and predictions are made as to the pulse compression or expansion that can occur. The GD is also used to understand the mechanism of pulse compression in MSBs, and the well-known “fast-light” [10] or negative GD region that is found within the MSB is found to play a major role in the effect. Finally, an attempt is made to maximize the pulse compression in a given length of waveguide; it is found that square-hole-based PhC waveguides can produce a narrower MSB and, hence, have an increased negative GD, which, in turn, leads to an increased pulse compression.

II. MODELING

This paper uses the 2-D finite-difference time-domain (FDTD) method to study the propagation of pulses in these waveguides [11], both directly in the time domain and via Fourier transforms in the frequency domain. A number of important features have been implemented in this in-house code, which allow a detailed study of pulse propagation. First, modal excitation and mode overlap integrals [12], [13] have been implemented, which allow very accurate determination of the phase shift through the device. Second, linearly chirped pulses can be defined, which is a necessary requirement to observe pulse compression in any linear system. The following equation...
shows the linearly chirped-pulse excitation of the electric field, $E$ that has been used:

$$E(t) = \exp \left( -\frac{1}{2} \left( \frac{t-d}{t_0^2} \right)^2 \right) \cos \left( \omega_0 t - \left( \frac{1}{2} C \left( \frac{t-d}{t_0^2} \right)^2 \right) \right)$$

where $d$ is the time delay of the center of the pulse, $\omega_0$ is the radial carrier frequency, $t_0$ is the half-width at $1/e$ intensity, and $C$ is the chirp parameter. The expression shows that we have a Gaussian-shaped amplitude term multiplied by a carrier wave whose frequency varies with time. The $C$ parameter describes how far the pulse is from being transformed limited. Thus, for a 900-fs wide pulse ($1/e$ intensity half-width), which will be used later in this paper, with a $C$ parameter of $\pm 2$, the transform-limited width is 402 fs.

The $C$ parameter can be used in combination with the dispersion relation for the particular waveguide [14] to describe pulse dispersion. The dispersion relation is described in terms of $\omega - \beta$ diagrams, where $\beta$ is the propagation constant. From these diagrams, the GVD can be calculated; this is the second derivative of $\beta$ with respect to $\omega$ and is known as $\beta_2$. It can be shown that that for pulse compression to occur, the following relation must hold [14]:

$$\beta_2 C < 0.$$  \hspace{1cm} (4)

Thus, $\beta_2$ and $C$ must have opposite signs for compression to occur. However, an important point must be stressed here: The said assumption is only true when the higher order derivatives of the dispersion relation are assumed to be zero, i.e., $\beta_3 = \beta_4 = \cdots = 0$. For fiber-based systems, with typical pulselengths greater than a few tens of picoseconds, this is a reasonable assumption; however, in the strong dispersion environment of PhC guides, this may not be true, and much more complex pulse behavior can occur, as outlined in [14]. This paper concentrates on ultrashort pulses with pulselengths on the order of picoseconds, and their large spectral width increases the importance of higher order dispersion terms [14]. This paper, however, uses an alternative approach to dispersion diagrams for determining pulse behavior in linear systems based on GD. This approach is valid for any type of dispersion and automatically includes the effects of all higher order dispersive terms, which will be described in detail in Section III.

### III. Results

Fig. 1 shows a top view of the structure to be studied. This is a narrowed W3 waveguide in the $\Gamma - K$ direction with a lattice constant of 480 nm. The narrowed W3 waveguide is reduced from an initial width of 1.66 $\mu$m (= $2\sqrt{3} \times 480$ nm) to 1.34 $\mu$m; this is to place an MSB near to 1550 nm [15]. It should be noted that to align with the FDTD mesh, which is 10 $\times$ 10 nm in this case, the vertical spacing between rows has been adjusted from 415.69 nm (= $480 \times \sqrt{3}/2$) to 420 nm. The waveguide is excited by the fundamental TE mode ($E_x$ is the dominant field component) of the input photonic wire waveguide. This feature enables realistic excitation of the structure and allows overlap integrals to be performed at the output of the waveguide [12]. The transmission response of the structure is calculated by first performing a simulation with a simple straight waveguide and no PhC present in order to remove the effects of reflection from the PhC waveguide. After Fourier transforming the time-domain data, the frequency-domain Poynting vector gives the total input power. This procedure is repeated at the output of the guide with the PhC waveguide present. The ratio of these two powers gives the transmittance.

Fig. 2 shows the FDTD transmission for the different length waveguides, and the MSB is clearly observed. As expected, the depth of the MSB increases with increasing length; however, as the length increases, more complex behavior occurs within the MSB. As noted in [9], in the case of MSBs, unlike simple 1-D gratings, the bandwidth increases with increasing length due to the highly lossy nature of the higher order mode into which the fundamental mode is coupling. Another feature of these results is the fact that the center of the MSB is shifting...
to longer wavelengths with increasing length. It is not clear at this stage whether this is a numerical dispersion-related effect [11] or a real effect that is observed in these short lengths, where idealized Bloch mode transmission may not be realized. Detailed study of this will be the subject of future work.

The different length results can be used in conjunction with (1) to determine an effective 1-D coupling coefficient for the structure, and a value of 0.225 $\mu m^{-1}$ is obtained. This is similar to the value of 0.28 $\mu m^{-1}$, which is obtained using a more accurate approach [9] for a similar structure.

One of the powerful features of the FDTD method is that all the fields in the device can be viewed at any wavelength through the use of Fourier transforms. Fig. 3 shows the so-called frequency-domain snapshots of the electric fields within the 10-$\mu m$-long device. These are obtained from running Fourier transforms that are performed within the simulation. The left column shows the magnitude of the $E_x$ components, and the right column shows the $E_z$ components. These results illustrate very well the strong mode coupling that occurs inside the MSB. The multiple intensity peaks in the $z$ component are characteristic of higher order modes, and the reduction in intensity at 1517 nm, in the center of the MSB, is also evident. It can also be seen that the MSB is not symmetrical in terms of its upper and lower edges, and this will have a small influence on the pulse compression behavior at the two edges. The results also show evidence for beating effects, which could be influencing the phase response of the device.

Having calculated the transmission through the structure using Fourier transforms, the phase response of the device can also be calculated. The GD, $\tau_g$ is then calculated using

$$\tau_g = -\frac{d\phi}{d\omega}$$

(5)

where $\phi$ is the phase of the transmission coefficient, and $\omega$ is the radial carrier frequency.

Figs. 4 and 5 show the results for the different length guides, and the characteristic negative GD or fast-light region associated with these grating-like structures can be seen [16], [10]. The regions of positive GD near the MSB are the slow-light regions, which are being studied for delay line and optical memory applications, and it is felt that the results and techniques that are outlined in this paper could be useful for further understanding of such devices. It can be seen that there are strong GD slopes on either side of the MSB and that pulse compression will occur in these regions. An important point to note here is that there will also be filtering effects occurring as the pulse passes through the MSB, and since the pulse is chirped, there is a potential for this to induce compression. Thus, these two effects are operating simultaneously, leading to a quite complex behavior. This paper will present results showing that the negative GD or fast-light effect plays the major role in compression in these cases.

Looking in detail at Figs. 4 and 5, it can be clearly seen that there is no simple relationship between length and GD. In fact, they show that the 10-$\mu m$-long guide gives the highest GD of all guides apart from the 30-$\mu m$-long case. It should be noted here that since the regime of operation is partly inside the MSB, the level of attenuation is an important factor to consider when designing with these types of devices. In [6], the idea of integrating the device within a gain region has been postulated, and this could reduce the impact of the MSB attenuation. Also, in a practical implementation of such a device, the weak vertical guiding structure means that the MSB region would be above the light line, which implies high losses. These losses have
been studied for a number of years both in full 3-D [13], [20] and using the coupled-mode theory and measurement [9], and are typically on the order of 100–200 dB/cm. However, in the case here, the devices are very short, typically less than 30 \( \mu \)m, which implies losses of 0.3–0.6 dB, and it is felt that these should not have a significant impact on the overall device performance. The other important factor in these results could be the Fabry–Pérot effects occurring within the waveguide, which may have an influence on the GD response, and a detailed study of this will be the subject of future work. The results for GD are summarized in Fig. 6, where the minimum GD is plotted against the device length.

Fig. 6 highlights the very nonlinear relationship between GD and length in these short-length waveguides. It is likely that as the guides become longer, the behavior becomes more ideal as end effects reduce. However, there are many applications where short-length PhC waveguides may be of use, and these effects will be important. The GD dispersion (in picoseconds per nanometer) can be calculated by taking the derivative in Figs. 4 and 5, and this is found to have a maximum value of \( \pm 0.5 \) to 2 ps/nm for all guides apart from the 30-\( \mu \)m-long case, which has a value of \( \pm 15 \) ps/nm but only at the very high attenuation central point of the MSB. It should be noted, however, that unless the bandwidth of operation is very narrow, simple linear dispersion calculations will not apply to these types of waveguides. The results also show that the dispersion parameter \( D \) in terms of picoseconds per nanometer per millimeter becomes less meaningful since it is clear that there is no linear length dependence. This paper will proceed to show how estimates of pulse behavior can be made by combining the knowledge of the GD of an input pulse and the device GD. However, since FDTD works in the time domain, we can also observe the pulse behavior directly, and this will allow the GD-based analysis to be confirmed.

Thus, a linearly chirped pulse can be defined with a carrier wavelength close to the MSB and the output pulse observed after propagation through the PhC waveguide. A pulsewidth of 900 fs (half-width at 1/e intensity) is chosen since this gives a spectral width of 5.06 nm (full-width at half-maximum, FWHM), which is of the same order as the MSB width and should result in interesting behavior. The figure shows that for \( C = 1 \), as the MSB is approached from the long-wavelength side, a small amount of compression starts to occur, reaching a maximum close to the center of the

Fig. 7 shows a number of interesting features, and it should be noted that each data point is derived from an 11-h FDTD simulation. Most of these results have been obtained using a high-throughput Condor [17] computing cluster containing 260 Pentium-IV processors. The cluster enables large numbers of simultaneous simulations to be run, enabling the data of Fig. 8 to be obtained reasonably easily. It is seen that pulses with both positive and negative values of \( C \) have been used, and the graphs show that the simple behavior that is predicted by (4) does not occur. That is, there is no simple relationship between expansion and compression when a sign change of \( C \) occurs.

It can be seen that far from the MSB, the output pulses at 1511 and 1523 nm are remaining relatively unattenuated and reasonably Gaussian in shape. However, as they approach the MSB, they become more attenuated, and pulse splitting starts to occur. The compression behavior can be summarized by taking the ratio of the output pulsewidth (FWHM) to that of the input. These results are shown in Fig. 8.

Fig. 8 shows a number of interesting features, and it should be noted that each data point is derived from an 11-h FDTD simulation. Most of these results have been obtained using a high-throughput Condor [17] computing cluster containing 260 Pentium-IV processors. The cluster enables large numbers of simultaneous simulations to be run, enabling the data of Fig. 8 to be obtained reasonably easily. It is seen that pulses with both positive and negative values of \( C \) have been used, and the graphs show that the simple behavior that is predicted by (4) does not occur. That is, there is no simple relationship between expansion and compression when a sign change of \( C \) occurs.

The figure shows that for \( C = 1 \), as the MSB is approached from the long-wavelength side, a small amount of compression starts to occur, reaching a maximum close to the center of the
MSB. This is followed by a rapid switch to expansion and can be seen to be due to the pulse splitting effects that occur, as shown in Fig. 7. Since a simple pulselwidth definition is being used, as soon as the secondary pulse crosses the half-power point, the output pulselwidth jumps to a high value, producing the sharp peak in Fig. 8. As the carrier wavelength continues to decrease, the expansion decreases, but it never crosses into compression. A similar behavior is seen for the case of $C = 2$, with larger compression occurring on the long-wavelength side and compression now being achieved on the short-wavelength side as well.

The GD that was derived in the first part of this section can now be used to understand all the aspects of the aforementioned behavior. To begin with, the GD of the input chirped pulse needs to be calculated. This can be derived directly from the analytic Fourier transform of (3) [14] and is shown in Fig. 9.

The GD is linear as is expected for a linear chirp, and it can been seen that in simple linear dispersion compensation, a reverse identical slope is required to correct for the dispersion. This would result in a flat GD response. This is the essence of the approach taken by this paper: We can use the flatness of the GD at the output of the PhC waveguide as an indication of how close the output pulse is to being transformed limited, i.e., at the limit of compression. As mentioned earlier for the 900-fs wide pulse with $C = \pm 2$, the transformed limited width is 402 fs; this therefore puts an upper limit on the amount of compression that can be obtained, which is 0.4466 in terms of the results in Fig. 8. Thus, to find the GD at the output, it is only required to add the GD of the pulse to the GD of the PhC waveguide. There is, however, one further requirement: To estimate the GD flatness, it is required to know the bandwidth across which to measure the flatness. This can be found from the output spectrum of the pulse. Thus, in Fig. 10, the output spectrum is shown for the case of $C = 2$ at a carrier wavelength of 1518 nm, which is the maximum compression point on the long-wavelength side of the MSB.

It can be seen that because of filtering, the maximum of the pulse spectrum is now shifted close to 1520 nm. The total GD at the output can be calculated and is plotted in Fig. 11.

The effect of the fast-light region of the MSB is clearly seen here: It reduces the GD at the short-wavelength side of the pulse and, thus, reduces the overall GD spread of the pulse. A GD flatness of 0.72 ps is obtained; it is difficult, however, in this complex dispersion environment to relate the GD flatness figure directly to the output pulselwidth, but it can be used as a figure-of-merit. The effect of filtering can also be understood from these figures. The filtering will reduce the bandwidth of the pulse and, thus, work to improve the GD flatness; however, it must be remembered that a reduction in spectral width will increase the transform-limited temporal width of the pulse. Thus, the overall effect will be reduced. This analysis can be applied on the short-wavelength side as well; Fig. 12 shows the output spectrum, and Fig. 13 shows the output GD. It can be seen that the fast-light region is now working to accelerate the long-wavelength edge of the pulse increasing the pulselwidth. Filtering effects will still occur, however, which result in the small level of compression that occurs on the short-wavelength side of between 0.9 and 1, as shown in Fig. 8. Obviously, when the sign of $C$ changes, these same arguments apply, but swapping the short- and long-wavelength sides of the pulse. It can be seen that there is no exact symmetry when this occurs, and this is due to the unsymmetrical nature of MSBs. Thus, we have used GD to understand the complex behavior of pulses in MSBs, and this approach will be very useful in optimizing systems to achieve the best possible compression for a given pulse.
Thus, the GD flatness figure can now be used to estimate the pulse compression performance for different length waveguides, as shown in Fig. 14. It can be seen that the 10-µm-long guide is predicted as having the best compression behavior. To confirm this, direct time-domain simulations have been carried out, and summary results are shown in Fig. 15. They confirm that, indeed, the 10-µm-long guide gives the best compression behavior. The direct time-domain results have been taken across a wide range of wavelengths, as shown in Fig. 8, and thus, the slight change in the center of the MSB with length should not effect this conclusion.

Having optimized the length of the PhC waveguide, it is interesting to consider what may be the best possible compression for a given length of waveguide. To this end, a different design of waveguide was explored, with a slightly different width of 1.4 µm and using square holes. The use of nonround holes can be a fabrication challenge, but techniques such as focused-ion-beam etching [18], [19] can achieve very sharp corner features, and high-resolution E-beam systems should also be able to achieve this. Fig. 16 shows the top view the structure, and Fig. 17 shows the length dependence of the transmission through the device. In this case, an increased mesh size of 20 × 20 nm was used, which is sufficient to maintain a reasonable accuracy.

It can be seen that the square-hole-based waveguide has quite different and more complex transmission responses. This is due to the more complex mode coupling occurring in this case, as evidenced by the multiple MSBs that can be seen in the 10-µm-long case.
Fig. 17. FDTD simulated transmission for the 10-, 20-, and 30-µm-long waveguides of Fig. 15.

Fig. 18. GD for the 10-µm-long square-hole waveguide of Fig. 15 as compared to that for the round-hole structure.

An equivalent 1-D coupling coefficient can again be extracted using these data and (1), and a value of 0.283 µm⁻¹, which is slightly higher than that of the round-hole case, is found. Thus, one might assume that an increased GD may occur. This is plotted in Fig. 18, which shows that this is indeed the case. Thus, with an increased GD, it might be hoped that an increased compression may be achieved. Fig. 19 shows the pulse compression ratios for the square-hole case, and compression has, indeed, now increased to around 0.6, which is approaching the maximum possible in this case, i.e., 0.4466.

These direct results can again be checked using the GD flatness approach, and the output pulse GD for both round-hole and square-hole cases is shown in Fig. 20. The figure shows that as expected, the GD flatness is better in the case of the square-hole structure. Thus, this paper has shown how improved compression can be obtained by optimizing the PhC structure, albeit over quite a narrow bandwidth. Work is now on going to optimize for the maximum bandwidth as well as the maximum compression. The GD flatness approach will be used to identify what GD profile a MSB should have in order to achieve this goal.

IV. CONCLUSION

This paper has studied pulse propagation in PhC waveguides using the 2-D FDTD method, both directly in the time domain and via Fourier transforms in the frequency domain, to derive the output GD response. It has been shown that there is no simple relationship between GD and length for short-length PhC waveguides when propagation is near to an MSB because of the mode coupling that is occurring. This means that the use of dispersion diagrams for pulse compressor design may not yield good results. Having calculated the GD in the frequency domain, it can be used in conjunction with the GD of an input pulse to estimate the output pulsewidth. This has been confirmed by the direct time-domain modeling, and the approach enables simple explanations of quite complex pulse behavior to be achieved. It is found that the fast-light region within the MSB plays an important role in compression and has a stronger influence than the filtering effects that are associated with the MSB. This analysis shows that ideas such as opposite edges of the MSB inducing compression and expansion, respectively, do not really apply in these complex dispersion and filtering environments. Since the pulse is partially inside an MSB, care must be taken not to attenuate the pulse too greatly. It is hoped that combining the approach with a gain medium may overcome this limitation. This paper then studies the length dependence...
of the pulse compression, and it is found that the GD flatness and direct time-domain simulation both agree that, in this case, 10 µm is the optimum length. Finally, the optimum compression for a given length is studied, and a square-hole-based design is shown to have an increased compression in agreement with the GD flatness analysis. This simplified analysis will enable the optimum MSB GD profile to be determined, which can then be used to drive an optimization process to find the required PhC waveguide design to achieve this. It is hoped that tunable designs can be achieved, which may even be able to perform a real-time control of dispersion in the next-generation high-speed optical communications systems.
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