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This thesis concludes that the proposed guided deep learning approaches benefit animal
analysis in tackling the real-world challenges.
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1.3. THESIS OVERVIEW

Chapter 3 introduces the PanAfrica dataset, one of the largest camera trap video footage
datasets for great apes. To enhance detection performance in PanAfrica, the chapter inves-
tigates context-guided deep learning by two approaches, i) motion-guided learning and ii)
spatiotemporal-attention-based learning. The initial approach exploits the hand-crafted mo-
tion feature, generated by Motion History Image (MHI) or optical flow, to facilitate learn-
ing with the temporal contextual information. The second approach which leverages the self-
attention mechanism in the spatiotemporal feature domain is proposed to alleviate these lim-
itations. Extensive experimental results show the effectiveness of the context-guided models
on challenging scenarios in the PanAfrica dataset. This study provides insight into the chal-
lenges of detecting animals from camera trap video and the necessity for models to reason by
temporal context.

Chapter 4 explores the temporal relationships in a video, demonstrating that such relation-
ships can be further exploited in a self-guided learning mechanism. A method that leverages
visual coherence and temporal correspondence, two naturally inherited characteristics in any
video, is proposed for video representation learning and experimentally evaluated under sev-
eral video understanding tasks. The learnt visual representation is proven to be beneficial to
animal behaviour recognition tasks, demonstrating the potential of self-guided learning in an-
imal analysis where a large number of unlabelled animal videos can be utilised to develop
powerful computer vision tools.

Chapter 5 considers a deep learning model that can recognise animals under a low-data
regime. The chapter studies a semi-supervised detection approach that is built upon a student-
teacher system in a self-trainingmanner with pseudo-labels. Experimental findings show that
the self-reinforcing loops within this system could lead to the bipolar behavioural dynamics
of learning. To mitigate this problem, this chapter explores curriculum learning policies to
guide model training. The proposed policy-guided method can steer learning towards a self-
reinforced virtuous learning cycle that benefits learning and improves performance. Detailed
experimental results as well as comparison experiments are demonstrated on various animal
datasets as well as standard object detection datasets, suggesting its effectiveness and wider
applications.

Finally, Chapter 6 closes the thesis with a conclusion of the works presented and avenues
for future works.
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2.6. CONCLUSION

the unlabelled data have been reviewed, including both discriminative and predictive self-
supervised learning approaches. Then some related works on video self-supervised learning
that cover the background related to Chapter 4 have been discussed in detail. Next, related
methods that boost learning by exploiting a large amount of unlabelled data are presented
in Section 2.3. This section illustrates the prevalent semi-supervised methods from the per-
spective of consistency regularisation and pseudo-labelling. In particular, some consistency
regularisation applications as well as pseudo-label-based applications on object detection are
explored which are related to Chapter 5 in this thesis. Finally, Section 2.4 surveys the relevant
works using computer vision technologies to facilitate animal recognition.
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CHAPTER 3. CONTEXT GUIDED LEARNING FOR ANIMAL DETECTION

randomised splits or implementing K-fold cross-validation to provide a more comprehensive
assessment of the model’s performance on PanAfrica Dataset.

We note that ecological camera trap studies are currently widely conducted by manual
inspection, although frame-by-frame object detection algorithms [137, 157] have been used for
ecological surveys before the iwildcam 2018 [13] and DrivenData [48] hosted a challenge to
classify camera trap clips by the presence of the species, without explicitly detecting animals
and their location in frames.

The presented system, in contrast, provides explicit animal locations and is independent of
visibility constraints. It adds a new capability of detection and localisation of animals partly
occluded by vegetation or obscured by the capture environments at adequate performance
levels. Whilst tests against other animal detection frameworks from the camera trap are out-
standing andwill formpart of our futurework,we conclude that the presented system is ready
to assist human camera trap inspection efforts.
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CHAPTER 4. SELF-GUIDED VIDEO REPRESENTATION LEARNING

for videodownstream tasks. Experiments ondownstream tasks for action recognition onUCF101
and HMDB51 dataset, video retrieval on UCF101 and animal behaviour understanding on
PanAfrica Dataset demonstrate CEP is effective in significantly advancing the self-supervised
video representation learning.

The proposed method employs white noise to simulate the non-deterministic nature of
future predictions. However, the extent to which various techniques can be employed to sim-
ulate stochastic prediction has not yet been fully explored. Future studies could investigate the
potential of alternative methods for simulating stochastic prediction, in addition to the effect
of utilising white noise, to further improve upon the proposed approach.

In summary, the claims of this chapter are summarised as: (i) a novel temporal cycle-
exploiting minimisation objective for self-guided pretext that provides superior generalisa-
tion and representational ability in latent space has been proposed, (ii) the proposed Cycle
Encoding Prediction (CEP) approach implements this minimisation objective in combination
with contrastive learning and by adding key components, such as amemory bank andways to
avoid trivial solutions, (iii) the potential of usingCEP concept as an add-on to existingmethods
has been experimentally demonstrated, it can consistently improve the leading frameworks,
achieving STOA performance on action recognition downstream tasks. (iv) CEP achieves com-
petitive or better than the state-of-the-art results performance for action recognition onUCF101
andHMDB51, video retrieval on UCF101 and animal behaviour understanding on PanAfrica.
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