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Abstract

Ultrasound imaging is a widely used technique for non-destructive testing of large structures and
surfaces and various other range of inspection needs. The use of array based imaging techniques
has grown in recent years, with use of techniques, such as the Full Matrix Capture (FMC) and
Total Focusing Method (TFM), becoming industry standards. In an ever growing industry,
the methods of non-destructive testing of in-service becoming more and more necessary for
safety critical analysis. Limitations of the current state of the art techniques due to their data
acquisition rate means long inspection times for large surface area scans for ultrasound testing.
This thesis aids TWI ltd, the sponsoring company for this project, to increase data acquisition
rates by reducing the number of transmission signals transmitted into a sample.

This thesis explores several techniques to increase the rate of data acquisition in array
based imaging. Allowing for quicker scan speeds in specific industrial scenarios where faster
scans would be a desirable outcome. Current fast based algorithms which are being developed
for industrial deployment are investigated with the use of a hybrid linear model, in the forms
of Plane Wave Imaging (PWI), Virtual Source Aperture (VSA) and Radial Virtual Source
Aperture (R-VSA). These algorithms are then scrutinised and compared with FMC and TFM
with the use of a performance index defined as the Array Performance Index (API). After a
thorough evaluation, the results define a basis for optimised characteristics for each algorithm.
In each case, it is determined PWI and VSA perform similarly and are affected in different
ways depending on the location of an artefact in the x-z direction, while R-VSA was found to
result in worse performance relative to PWI due to its wavefront not being circular but more
plane-wave like.

Coded Excitation signals have a wide range of use, and have been implemented for ultrasonics
as a means of increasing signal-to-noise ratio (SNR). Following on from the above investigation,
this thesis uses these signals in the form of Linear Frequency Modulated (LFM) signals and
Pseudo-Random Bipolar Signals (PRBS) to increase the rate of data acquisition in (PWI) by
using a characteristic of these signals defined as partial orthogonality. The PWI algorithm is
adapted into the form of Rapid Plane-Wave Imaging (R-PWI) and Ultra-Rapid Plane-Wave
Imaging (UR-PWI) respectively. From analysis, the results show that R-PWI is able to increase
the rate of acquisition by approximately double, while UR-PWI is capable of a speed increase
more than 12.5 times. However, both techniques have disadvantages and advantages. It was
determined that R-PWI is best performing at fast frame-rates (1300-2500 theoretical frames
per second ffpsg), while UR-PWI performs the best at ultra fast frame rates (> 2500 fps),
albeit at a lower SNR than if PWI was used at its relatively low frame-rates.

This thesis has provided a basis of optimising and standardising new techniques, PWI and
VSA, and introduced new techniques with the use of coded-excitation signals to further reduce
the number of transmission cycles required to perform an inspection.
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Chapter 1

Introduction

This thesis aims to increase the rate of data acquisition in ultrasound array based imaging

techniques via use of various methods. This chapter introduces the reader to the background

of ultrasound testing and describes the motivation behind this project and gives the general

structure of this thesis.

1.1 Background

In terms of safety-critical environments and reliability, it is important to understand not only

how materials fail but also when [1–3]. The use of methods to non-invasively evaluate and

test engineering components and materials has become an important part in the engineering

industry. These methods are called Non-Destructive Evaluation (NDE) or Non-Destructive

Testing (NDT) [4–11]. NDT has a wide variety of uses, whether in service condition monitoring

and inspection, during manufacturing of components or even after-service life of parts to

understand the impact of damage over a service life [12–16]. There are multiple methods to

inspections which use NDT, depending on inspection needs. One method of NDT used in

industry today is Eddy-Current Testing [17, 18], this technique uses electromagnets to induce

an magnetic field using electromagnets into a conducting sample, this creates an eddy current

onto the inspection object. Small shifts in the eddy-current flow imply presence of defects in

the sample. Another form of NDT is to use image based techniques, known as radiography

[19]. This method uses high energy radiation in the forms of 
, neutron or X-ray radiation to

penetrate samples, thus creating 2D film based images to identify defects, this technique requires

either removable of test samples or shutdown of industrial locations for safe inspection due

to background radiation. The most common known NDT method is simply visual inspection,

these include but not limited to, camera based inspection, dye penetrant and magnetic dye

penetrant. These methods simply look at magnified inspections of surfaces for surface level

cracks or highlight locations of damage in the inspection [20]. This technique is only able to

detect surface level defects. Another form of NDT, and the form that will be discussed in this
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thesis, is the use of transducers which emit ultrasonic sound waves (sound waves generated

at higher frequencies than 20kHz), this is called ultrasound testing (UT). The simplest form

of ultrasound testing is comprised of a single element transducer in pulse-echo configuration

[21]. This method transmits a single carrier pulsed ultrasonic signal through the inspection

object and receives any reflected or scattered signal data. The signal data is then displayed on

a time-trace graph consisting of time and amplitude data, this term is called an A-Scan. From

A-Scan data, the user can use techniques such as time-of-flight and the amplitude of resulting

echoes to identify geometric features such as the samples’ back wall or defects like cracks.

To interpret the time trace to identify these requires extensive training and experience. To

overcome this, imaging methods to visualise the A-scans can be used to ease interpretation. By

scanning a sample in a straight line, an image of data can be formed by stacking the responding

A-scans, this is called a B-scan [22, 23].

The introduction of ultrasonic arrays, which consists of multiple independent transducer

elements, allowed for B-scans to be generated from these elements transmitting and receiving,

thus removing the time required to form large area scans [24]. The biggest advantage for

ultrasound arrays however, was the capability of adding delay laws to delay the excitation of

an ultrasound signal to an element, thus allowing the beam to angularly be controlled. This

became known in the industry as the sector scan or S-Scan [25]. Originally developed in the

medical field to overcome the requirement of the operator to manually having to adjust the

transducer manually to sweep different angular ranges, this became a staple in weld inspection

[26–28], as it allowed to gather information on difficult to find defects, such as stress fractures

[29]. With current advancements in computing power and processing technology [30], a method

described as the Full Matrix Capture (FMC) has become increasingly used in the NDE industry.

This technique requires gathering and saving all data time-traces for each existing element

combination of transmit and receive, this causes a requirement of large data sets to be stored for

analysis [31]. This is used in conjunction with the Total Focusing Method, which is a synthetic

focusing method, where all points are focused to form an ultrasound image. The increased

use of FMC has come for many reasons, one of which consists of being able to capture all

data required for a detailed inspection. A FMC data set contains A scans for every single

inspection scenario, this not only allows for direct visualisation using the TFM algorithm, but

also visualisation of other techniques described above, like, pulse echo, B scans, S-scans etc

[5, 32].

1.2 Motivation and Objectives

The NDT industry is ever growing, and with the introduction to FMC and TFM, ultrasound

NDT has become more accessible and better understood in the industry domain. This is mainly

due to being able to not only identify defects such as cracks [33, 34], but size them [35], allowing
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companies to understand when maintenance is required of in service objects, such as, pipes;

panels and rail tracks. However, the requirement of FMC to transmit on each element separately

on an array means there is a physical limit present for the rate of data-acquisition, this is

shown in Figure 1.1. In industries where large scans are required, such as but not limited to;

nuclear facilities, aircraft, large pipelines, entire railway lines etc. [36–40], this can become a

time-consuming technique which requires large storage space on computers to save all gathered

data files. Techniques which can reduce the number of transmission cycles while not losing

image quality presented by FMC-TFM would be highly beneficial to the industrial sector. This

would not only increase the scan speeds, but also reduce file sizes, thus saving time and money.

By being able to perform fast scans for large areas, this would allow more detailed scans of

potentially troublesome areas with the use of advanced TFM techniques. The Welding Institute

(TWI ltd), the sponsoring company of this project, are aiming to overcome this hurdle, by

standardising and innovating techniques which can overcome the physical speed limitations.

This would be a valuable solution to issues when it comes to scanning large surface areas, for

example, scanning a nuclear site for defects in the walls and piping systems can take long

periods of time, this would require the nuclear facility to stop work for the duration of the

evaluation. If speed of inspection could be increased, this would reduce downtime of the nuclear

site. Another example, where this increase would be useful would be direct inspection of railway

lines, by having rapid scan speeds, a transducer could potentially be placed on high-speed

inspection railways, to inspect the railway tracks for any cracking, this would allow much

quicker identification of troublesome tracks and potentially reduce number of trains de-railing.

Figure 1.1: Block diagram of an ultrasound array based NDT inspection system

For array based imaging, the reception of the signal induced into the sample is at a maximised

limit due to receiving on all active elements, while the transmission has a physical limitations,

this limitation also limits the post-processing speed of the data. These limits are described by

Figure 1.1. Methods to improve these physical limitations come in the form of ”fast” phased

array techniques, such as, plane wave imaging, virtual source based data acquisition, and

sparse firing techniques, which have been recently developed in the medical field [41–43] to

counter this speed issue. These techniques are currently being considered for implementation
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for NDT application and have been explored for various applications, however they require

standardisation for typical industrial use. Therefore the overall aim of this thesis to increase the

rate of data-acquisition in array-based imaging techniques, while retaining image quality in the

form signal to noise or another form of quality scale. This is done by exploring the following:

� Extending or optimising existing techniques.

� Combining multiple approaches in parallel.

� Developing a novel approach.

1.3 Thesis Overview

The structure of this thesis consists of the following chapters:

� Chapter 1 provides a background of ultrasonic NDT and its main function in the safety

critical domain, this then leads onto the main objective and goals of the thesis.

� Chapter 2 provides a literature review of existing array based imaging applications in the

NDE ultrasound industry and an introduction to coded-excitation signals and their uses.

� Chapter 3 provides an insight of fast ultrasound algorithms for imaging; in the form of

Virtual Source Aperture and Plane Wave Imaging. These are then compared with each

other for performance with respect to the golden standard of Full Matrix Capture and

Total Focusing Method.

� Chapter 4 investigates the use of coded excitation signals in the form of Linear Frequency

Modulated signals and a method to implement them to increase rate of data acquisition

for an existing algorithm. This becomes the basis of the algorithm defined as Rapid

Plane-Wave Imaging. The algorithm is simulated and the results are scrutinised against a

defined parameter of the artefact level. Furthermore, experimental data is performed to

validate the results and the algorithm is compared to regular Plane Wave Imaging.

� Chapter 5 is a theoretical investigation of coded-excitation signals in the form of Pseudo-

Random Bipolar Signals. Similarly to Chapter 4, an algorithm is designed to increase the

rate of data acquisition for an existing imaging algorithm, defined as the Ultra-Rapid

Plane wave Imaging algorithm.

� Chapter 6 provides industrial Influence from the results provided from Chapter 3 and also

displays the capability of Rapid Plane-Wave Imaging with two test inspections. Finally,

an overall summary for the defined fast-based algorithm is explored and the advantage

and disadvantage each one bolsters.
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� Chapter 7 concludes and summarises the findings from the thesis and suggests potential

projects for further work. This includes further investigation of existing and new algorithms,

a method to implement the coded excitation signal in Virtual Source Aperture and use of

fast algorithms in 3D imaging.
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Chapter 2

Literature Review of Array Based

Ultrasound Imaging

This chapter explores the relevant literature covering existing of array-based ultrasound tech-

niques which have been standardised and are currently in use in industry. The forward model

that is used to simulate ultrasound inspection using arrays is also described. Fast array-based

ultrasound techniques, such as, plane-wave imaging and virtual source aperture, which are cur-

rently being discussed by industry, are described in Chapter 3, and literature for coded-excitation

signals, used later in the thesis are described in Chapter 4.

2.1 Array based ultrasound techniques used in Industry

This section covers literature for existing array-based ultrasound techniques which have been

standardised and are currently in use in industry.

2.1.1 Classical Ultrasound Imaging with Arrays

As described in previous chapter, the simplest form of ultrasound testing was a pulse-echo

configuration, where a single ultrasound beam would be fired and its time-trace would be

captured as it reflected back to the transducer. As the transducer is shifted across the x axis

direction, multiple A-scan images are captured, this can be visually represented as a two

dimensional (2D) image in the x and z direction. With the inclusion of ultrasonic arrays,

which are small ultrasound elements situated in an array [44], classical imaging techniques

became more advanced. Due to the elements of an ultrasound array being small, single array

elements would have poor lateral resolution as the element size would restrain the sensitivity

[31]. To overcome this issue, multiple elements would be used in tandem, creating an aperture,

pulsing simultaneously and capturing the overall A-scan. This aperture would then be shifted

electronically across the length of the array to create a B-scan image. This method of B-scan
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imaging is visualised in Figure 2.1 below. With advancements made in ultrasound testing with

array based imaging, the electrical signals sent to elements to excite ultrasound were able to be

controlled with time delay laws thus allowing steering of ultrasound signals [45]. This is led to

Phased-Array Ultrasound Testing (PAUT).

Figure 2.1: Example of array based planar B-scan, adapted from [31]

2.1.2 Phased-Array Ultrasound Testing (PAUT)

Figure 2.2: A one-dimensional (1D) ultrasound array design adapted from [46]
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Phased-Array Ultrasound Testing (PAUT) is a method which was developed from the well

established medical ultrasound imaging [47, 48]. It consists of using time delay laws on the

elements of an array to steer the ultrasonic beam. Various delay laws can be used to generate

different forms of imaging adapted from the B-scan imaging method, as shown by Figure 2.3.

Where Figure 2.3a is an adapted B-scan where the delay laws dictate a focus point for the

ultrasonic beam to focus energy to, and Figure 2.3b is a sector scan which sweeps an area of

interest, capturing A-scans per swept angle.

(a) (b)

Figure 2.3: Example of array inspection imaging modes in the form of (a) focused B-scan and
(b) sector scan (S-scan), adapted from [5]

Considering a focused B-scan, the beam steering angle can be defined by using the array

properties shown in Figure 2.2, where a is the element width, p is the inter-element spacing or

pitch and L is the length of the element. The beam steering angle [48] can then be defined by

following equation:

(2.1) �s = sin�1
�
c∆t
p

�

Where �s is the propagation angle of the beam, c is the speed of sound in the medium and

∆t is the time delay arrays for each adjacent elements. Furthermore, from the use of arrays

in radar systems [49], it was found that to exclude grating lobes, which can be generated in

ultrasound arrays, the element pitch, p, must be no more than half the wavelength of the wave

in the medium [5, 45, 49]. The evidence of grating lobes can be seen in Figure 2.4 below. The

wavelength in a medium is determined by the following equation:

(2.2) � =
c
fc

where � is the wavelength in the medium and fc is the centre frequency of the array. This design

law created a challenge in PAUT due to different materials having different wavespeeds. This

lead to arrays being designed for specific materials [50]. However, under recent array design

studies, it was shown that the half-wavelength requirement could be relaxed, without necessarily

degrading imaging performance [51]. By understanding the direct limitations of increasing the
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element spacing, imaging in the right area would result in similar image performance. From the

study, it was determined at pitch, p = �
2 the steering angle permitted was approximately pi

4 ,

compared to when the pitch was set to the wavelength, p = �, the steering angle was restricted

to pi
12 .
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(a)

(b)

Figure 2.4: Simulated ultrasound pressure, from the model described in Section 2.2, with a 32
element array with element spacing p at (a) 0:5� and (b) 1:0�
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PAUT has now become a staple for Non-Destructive Testing and used for various testing

scenarios in industry [52–54]. Example of use of PAUT range from testing of nuclear power

plant components [55]; welded joints [56]; and all the way to testing of aircraft turbine engines

[57].

2.1.3 Full Matrix Capture (FMC) and the Total Focusing Method (TFM)

Full Matrix Capture and Total Focusing Method (FMC-TFM) was adapted from the Synthetic

Aperture Focusing Technique (SAFT) used within medical and industrial ultrasound [58–62].

SAFT is a method uses the same element as a transmitter and receiver and enables an array to

form an image equivalent to a focused B-scan [63]. The FMC algorithm adapted this by forming

a matrix which consists of all captured transmit and receive combinations of time-domain data

for a given ultrasound array [31]. For example, an array with N elements, where all elements

are able to transmit and receive, the FMC would consist of an N �N data matrix, consisting of

all time-domain responses, fij(t), which corresponds to the transmitting element i and receiving

element j. An example of the FMC for an N element array is displayed by the equation below.

(2.3)

2

66664

f1;1 f1;2 � � � f1;N

f2;1 f2;2 � � � f2;N
...

...
. . .

...

fN;1 fN;2 � � � fN;N

3

77775

The big difference between SAFT and FMC is that FMC takes all potential transmission

and reception data, while SAFT contains only the transmission and reception in the same

location accross the array. SAFT can be visualised within the FMC matrix as displayed below:

(2.4)

2

66664

f1;1 � � � � �
� f2;2 � � � �
...

...
. . .

...

� � � � � fN;N

3

77775
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Figure 2.5: The Total Focusing Method (TFM) ray path, adapted from [64]

TFM is then used as a post-processing tool on the FMC data to create an ultrasound

image by applying the appropriate time delays and summing all the transmit-receive time

domain signals. The Hilbert transform data, sij , is used in the summation as the modulus of

the transform becomes the Hilbert Envelope which provides smoothing to the image [5, 31, 64].

The process of TFM results in synthetic focusing of ultrasound transmission beam at every user-

defined point in a chosen region of interest, both for transmission and reception of ultrasound.

For example, point P (x; z) shown in Figure 2.5, the imaging amplitude at that point is given

by:

(2.5) I(P (x; z)) =
����
NX

i=1

NX

j=1

sij(t
P (x;z)
i + tP (x;z)

j )

����

Where, tP (x;z)
i is the time taken for the wave to travel from the transmitting element to

the synthetic focus imaging point, and tP (x;z)
j is the time taken for the wave to travel from the

synthetic focus imaging point back to the receiving element. Note that the image generated for

the specific point of interest is the Hilbert Envelope as described above, which is the modulus

of the summed data. If a specific test material has a wave velocity, c, and the location of the

transmitting element in contact is described as; E(xi; 0), and the location of the receiving

element is described as; E(xj ; 0), then the time-of-flight can be described as:

(2.6) tP (x;z)
i =

p
(x� xi)2 + z2

c

and similarly:

(2.7) tP (x;z)
j =

p
(xj � x)2 + z2

c
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TFM itself requires intesive computing power, but with the recent enhancements to graphical

processing units (GPUs), FMC-TFM is able to be used in real-time [65] and has had success

in many industrial applications [66–69]. It is considered by many as the ”gold standard” of

ultrasound imaging. The main reason for this is due to its physical simplicity, FMC requires

no complex delay laws which are present in beamforming and S-scans, and TFM uses FMC

to its full extent, by visualising the illuminated area of interested via post processing of the

received data set [5, 70]. Furthermore, due to FMC capturing all potential transmit receive

combinations, in post-processing, the FMC data set can be manipulated by adding delay laws

to the user needs, and allowing for most forms of imaging methods to be used, such as, sectorial

scans or beamformed scanned images. TFM also provides a high resolution image of the sample

which is very desirable to industry.

2.1.4 Sparce Firing Techniques (SFT)

(a) (b)

Figure 2.6: (a) Full Matrix Capture vs (b) Sparce Firing Technique, adapted from [71]

SFT is one of the methods introduced to reduce the number of transmission cycles and hence, to

increase the speed of data acquisition in array-based ultrasound. It is a technique which reduces

the number of active transmitting elements, while still receiving on all available elements, as

shown by Figure 2.6b. Consider an array with N elements, in which only M elements are

in active transmit mode, this would adapt the FMC into the Sparce-Firing Matrix Capture

(SFMC) consisting of a M �N matrix:

(2.8)

2

66664

f1;1 f1;2 � � � f1;N

f2;1 f2;2 � � � f2;N
...

...
. . .

...

fM;1 fM;2 � � � fM;N

3

77775

This would also adapt TFM at a given point P (x; z) to:

(2.9) I(P (x; z)) =
����
MX

i=1

NX

j=1

sij(t
P (x;z)
i + tP (x;z)

j )

����

where i represents the active transmitting element and j the active receiving element. The

use of SFT is widely used as a method to reduce not only the number of transmission cycles

but also fundamentally reduce the input dataset, and therefore the memory required to store

14
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data. However, SFT comes with some limitations, where imaging closer to the array are more

senstive to angular apodidsation, defects in this area have difficulty in appearing with SFT,

and require more elements to be fired [72]. Furthermore, due to reduction in firing elements,

there is an overall energy loss into the sample which can significantly reduce the signal-to-noise

ratio (SNR) and a loss of contrast-to-noise (CNR) [71, 72]in real world applications, dependent

on the reduction of active transmitting elements.

2.2 Forward Model of Array Based Ultrasound Data

Acquisition

This section covers the forward hybrid model used for simulating various ultrasound technique

A-scan data sets for side-drilled hole-like defects. This model is used throughout the thesis as

it is highly adaptable and is considered accurate when compared to experimental results of

contact array-based imaging in direct mode. It has been used in various studies, for example,

the use of low-reflection point scatterers to simulate granular material noise [73–75]. It was also

adapted to another algorithm, Plane-Wave Imaging, for multi-mode angular analysis [76]. This

model has also been validated via experiments to provide evidence of its accuracy in linear

based imaging [74, 77]. This model is ideal for linear ultrasound array based modelling, however

this model takes some simplification to physical reality. Firstly, each element of an array is

assumed to be identical, this means its transmitting signal contains the exact same directivity

and signal. Secondly, the model assumes no cross-talk between elements, and no near-field

element apparent, therefore the dead-zone that is visible in physical ultrasound system A-scans

are not produced, this topic is discussed further in Chapter 4. Finally, due to linearity, the

model assumes that each defect or back-wall placed is independent and does not effect the ray

path to the next defect or back-wall, therefore the received signal will be more idealistic and of

larger magnitude than actual reality based on number of defects.
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2.2.1 Ray-based Analytical Model

Figure 2.7: The forward model design for a scattering type defect adapted from [31]

The ray-based analytical model is based upon Huygens’ principle where each element is

considered to be a point source [5]. The model also considers a one-dimensional (1D) array

configuration, where each element is spaced equi-distant and the elements are assumed to be

very long in the y-direction. Therefore, the model is simplified into a two-dimensional (2D)

problem and the wave propagation is assumed to be in the X-Z plane [31]. The modelled

media is assumed to be isotropic and homogeneous, but with varying attenuation. In initial

simulations attenuation is considered to be negligible, but in later models attenuation is varied

for comparison. All calculations are done in the frequency (!) domain. The frequency response

of a transmit-receive combination, Hi;j , for a given scatterer can be given as:

(2.10) Hi;j(!) = F0(!)D(!; �i)D(!; �j)Ai;jSi;j(!; �i; �j)e jk(!)(di+dj)e��(!)(di+dj)

where:

� F0(!) is an input signal which has passed through the transducers’ impulse response.

This is usually just a 4 cycle tone-burst created via a Hanning window, however it can be

different and be extracted experimentally.

� D(!; �i) andD(!; �j) are the element directivity of the transmitting and receiving elements

respectively, where �i and �j are the angles of the wave from the scatterer to the transmitter

and receiver respectively.

� Ai;j represents the energy lost due to beamspread of the transmitted wave, for line-like

emitters and scatterers, this is proportional to 1p
didj

, where di and dj are the travel

distance of transmitted wave and received wave from the scatterer.
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� Si;j(!; �i; �j) is the reflected energy from the scatterer as a function of the incident and

scattered angles, this is known as the scattering matrix.

� e jk(!)(di+dj) is the time-delay of the original input signal to travel to the scatterer from the

transmitting element and back to the receiving element. Where k(!) is the wave number,

jis the imaginary unit to avoid confusing with transmitting and receiving element being

denoted as i and j.

� e��(!)(di+dj) is the attenuation equation, where �(!) is the frequency dependent attenua-

tion coefficient. The coefficient is usually considered negligible throughout the thesis, but

in some later instances it is non-zero.

For further derivation the reader is directed to references [5, 31].

2.2.2 The Scattering Matrix

In the ray-based model, usually two forms of scattering is assumed, either the backwall acting as

a perfect planar reflector or a line-reflector scattering omni-directionally with a fixed scattering

value. To make the ray-based model more accurate for existing scenarios, the scattering matrix of

a side-drilled off based off Kirchoff’s method is implemented instead based on the reference [78].

This simulates responses of side-drilled holes (SDH), which can be used easily to validate any

simulated results experimentally [79]. In all simulations throughout the thesis, only longitudinal

waves are considered, this means that no shear wave propagation is captured, when comparing

the model to experimental data in further chapters, there is potential for discrepencies where the

shear-wave propogation is effecting the physical reality compared to the model. If multi-modal

analysis is desired, the scattering matrix model for SDH can consider mode-conversions. The

ray-based model with scattering matrices provides the basis of the widely used and well-validated

hybrid linear system model for ultrasound [74, 80].
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2.2.3 Ray-based Model adaption for backwall reflection

Figure 2.8: The forward model design for backwall scatter

As seen from Figure 2.8 above, for backwall reflections, Equation 2.11 can be simplified to the

following:

(2.11) Hi;j(!) = F0(!)D(!; �w)2AwRe jk(!)(2dw)e��(!)(2dw)

where:

� D(!; �w) is the directivity of both the transmitter and receiver as �w is equivalent for

both transmitting and receiving element.

� Aw is the energy lost due to beamspread of the transmitted wave to the backwall, which

is proportional to 1p
2dw

� R is the reflection coefficient of the backwall, in simulation this is assumed to be a perfect

reflector, therefore R = �1

� dw is the distance from the transmitting or receiving element and the backwall.

Note, assuming the back-wall is perfect reality is idealistic, in reality, the back-wall it self would

have some loss based on the reflection/transmission coefficient of the sample material and

outside environment. Any changes to the model is stated in later chapters, where relevent.

2.3 Summary

This chapter covered existing techniques which are currently used in Ultrasound array based

inspection. These consist of Phased-array Ultrasound Testing (PAUT), Full Matrix Capture

and the Total Focusing Method (FMC-TFM) and Sparce Firing Technique (SMC-TFM). The
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chapter also introduced the hybrid model which simulates ultrasound array data using a ray-

based analytical model with a scattering matrix to simulate a side-drilled holes. The following

chapter introduces two new imaging algorithms which have potential for industrial application;

Plane-wave Imaging and Virtual source Aperture. These algorithms’ literature is reviewed and

then a comparison and optimisation of these techniques is carried out compared to the gold

standard of FMC-TFM.
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Chapter 3

Comparison and optimisation of fast

array-based ultrasound testing

techniques

This chapter covers the relevant literature for plane-wave and virtual source based imaging

algorithms. The algorithms are compared against each other and to the golden standard of

FMC-TFM, and optimisation characteristics of both algorithms are discussed. Both algorithms

are used as a means of increasing the rate of data acquisition by reducing the number of

firings into the sample, Plane-wave imaging also aims on increasing depth penetration on noisy

materials by illuminating all elements almost simultaneously, allowing for larger energy into

the system, this is to compensate for grain noise created by materials such as carbon fibre

[20]. Virtual Source Aperture was adapted from FMC for more time-critical inspections. The

potential speed increase of rate of data acquisition found from this chapter are also discussed.

A comparison of each individual algorithm to FMC-TFM has already been made in existing

literature [68, 76, 81–84], however, this chapter aims to further the comparisons and find

optimisation characteristics for each algorithm, helping aid the process of standardising these

for industrial use. This chapter consists of data which was published on the journal Insight -

Non-Destructive Testing and Condition Monitoring, Volume 63, Number 4 [64]. BINDT has

granted permission for it to be used in this thesis.
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ULTRASOUND TESTING TECHNIQUES

3.1 Imaging Algorithms

This section covers the algorithms of Plane-Wave Imaging and Virtual Source Aperture.

3.1.1 Plane-Wave Imaging

Figure 3.1: Plane-Wave Imaging (PWI) algorithm.

Fast ultrasound was developed for use in Medical ultrasound [41, 85] by use of plane-wave

compounding to enable scans of blood vessels and mitigate doppler effects, which is where

micro-bubbles in the blood stream cause non-linear propagation of ultrasound waves creating

large echos, an adaption for NDT inspections was made to produce fast ultrasound testing

[76]. From Figure 3.1, in the PWI method the whole array fires with a set of time delays

applied to the transmitters to produce a plane wavefront rather than a circular waveform, which

would have been produced via individual transmitter firings. Furthermore, by using these delay

laws, plane-waves can be steered to travel at different angles. The delay laws are calculated

by simulating a virtual array at the required angle and the difference in distance between the

elements of the actual and virtual array, as shown in Figure 3.1, is used to calculate the delay

between neighbouring elements as [41]:

(3.1) �w =
np sin �

c
where n is the element number, p is the center to center distance between elements (i.e. pitch)

of the array and � is the angle of the plane-wave.
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PWMC is a matrix of data that contains the received time data of all different firing angles.

For example, consider an array with N elements, and the user selects Q plane-wave angles, this

forms a Q�N data matrix; wqj where q is the plane-wave firing number and j is the receiver

number [76]. The PWI algorithm, is shown in Equation 3.2. This summation equates to a plane

wave in transmission and focusing the ultrasonic beam at every point in a region of interest on

reception, i.e. TFM in reception. The amplitude of the PWI image at a specific point P (x; z)
in the region of interest is given by:

(3.2) I(P (x; z)) =

������

QX

q=1

NX

j=1

sqj(tP (x;z)
q + tP (x;z)

j )

������

where, sqj , is the Hilbert transform of the time domain data. The time taken for the

plane-wave to travel from the array to the image point, tP (x;z)
q , and the time taken for the wave

to travel from the image point back to the receiving element, tP (x;z)
j , are given by:

(3.3) tP (x;z)
q =

x sin � + z cos �
c

and:

(3.4) tP (x;z)
j =

p
(xj � x)2 + z2

c

3.1.2 Virtual Source Matrix Capture (VSMC) and Virtual Source Aperture

(VSA) Algorithms

The use of synthetic virtual source to transmit large diverging waveforms from multiple elements

was developed in the medical field to simulate SAFT level of imaging while reducing number

of transmissions [42]. This method was later adapted into array-based imaging techniques for

both medical and non-destructive ultrasound [83, 86, 87]. In the VSA method the location

of a virtual source point somewhere behind the array is chosen and the element delays set

to synthesise the resulting emission of circular wavefronts from the array [88]. There are a

number of variants of the VSA method in which the virtual source point is positioned at

different locations along various curves or lines. The algorithm variants which are explored

here are the VSA-Radial (VSA-R) also known as Swept-Multiple Virtual Source Aperture

(Swept-MVSA) [88] and the VSA-Linear (VSA) also known as Linear-Multiple Virtual Source

Aperture (Linear-MVSA)[83, 88] techniques.
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ULTRASOUND TESTING TECHNIQUES

3.1.2.1 VSA-Radial (VSA-R) Algorithm

Figure 3.2: Virtual source aperture radial (VSA-R) algorithm.

As shown in Figure 3.2, the VSA-R method requires the virtual source point to be placed along

a circular arc of radius R, with an origin at the center of the array. The radial arc is then

divided into Q locations (or firings) at angles, �, with respect a normal projected from the

array surface. For a specific angled firing, �, the time-delay laws are:

(3.5) �vsa =
p
(xi +R sin �)2 + (R cos �)2 �R cos �

c

By having multiple firings, at Q number of angles, for an array with N elements, a VSMC

data matrix of size of Q�N is formed. The elements of this matrix are the time domain signals,

vqj , where q is the virtual source firing number, and j is the receiver number. An expected

wave-field can be seen from Figure 3.14, this shows a chord based beam, however this seems

to behave more like a plane-wave, due to the wave not expanding like a circular wave, but

travelling like a planar wave in a chord-shaped form. This is explained later in this chapter,

and its effect is explained in Section 3.3.8.

Then the VSA imaging algorithm for the radial method is applied to the VSMC data-set,

similarly to the PWI algorithm, where it uses TFM for reception, by synthetically summing

all the Hilbert transformed time domain signals, sqj , with appropriate time delays. As in the

previous section, time delays are used in this summation to allow the ultrasonic beam to be
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synthetically focused on reception at every point in a region of interest. The amplitude of the

image at a specific point P (x; z) in the region of interest is again given by Equation 3.2. For

the VSA-R the time taken for the wave to travel from the transmitting virtual source to the

image point, tP (x;z)
q , and the time taken for the wave to travel from the image point back to

the receiving element, tP (x;z)
j , are:

(3.6) tP (x;z)
q =

p
(x+R sin �)2 + (z +R cos �)2 �R cos �

c

and:

(3.7) tP (x;z)
j =

p
(xj � x)2 + z2

c

3.1.2.2 VSA-Linear (VSA) Algorithm

Figure 3.3: Virtual source aperture linear (VSA) algorithm.

As shown in Figure 3.3, the VSA-Linear method uses a sub-aperture technique, where a sub-

aperture of size l (made up of n elements) is chosen and the virtual source is placed at a

distance d above the centre of the sub-aperture. Then, all elements in the sub-aperture are fired

using delay laws to simulate an emitted wavefront as if it was produced from the virtual source

point. This sub-aperture is then shifted across the array by a set amount. For each sub-aperture

firing, all elements in the array act as receivers, to produce the VSMC made up of time domain
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data, vqj , where q is the aperture firing number, and j is the receiver number. A matrix size of

Q�N is formed, where Q is the number of firings and N is the number of elements. Note that

not all VSMC’s are equal as they depend on the delay law used for each firing. This means

that a given VSMC can only be used with a particular VSA variant.

As the aperture-size and the location of the virtual source with respect to the sub-aperture

are fixed, the delay laws for each firing case will be identical, making this a simpler algorithm

to implement relative to VSA-R. The delay law for VSA is given by:

(3.8) �vsa =
p
(xi � xvsa)2 + d2)� l

c

where xvsa is the x-location of the virtual source.

The imaging algorithm for VSA is given by Equation 3.2 with the receive time, tP (x;z)
j , given

by Equation 3.7 and the transmit time, tP (x;z)
q , given by:

(3.9) tP (x;z)
q =

p
(xvsa � x)2 + (z + d)2 � d

c

3.2 Simulation Setup and Analysis Method

3.2.1 Simulation Setup

The simulation of the FMC data matrix is based upon a widely used and well-validated hybrid

linear system model [74, 78, 80] which was described as the forward model in Chapter 2, Section

2.2. The model has been adapted to consider the various algorithms discussed and note that

this model does not include any scattering from the grain structure, and so can only be used

to represent low-noise materials, such as aluminium and some steels at moderate ultrasonic

frequencies. Furthermore, the model has no shear-wave implementation as described in Chapter

2. This means, at high angles of Plane-wave imaging or VSA-R, where shear-waves could

dominate the experimental results will not be captured. The following array properties are used

for the simulations and the experiments:
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Array Property Symbol Value

Number of elements N 64
Element pitch p 0.60 mm
Element width Ew 0.50 mm
Array length L 38.4 mm

Centre frequency fc 5 MHz
Speed of sound c 6300 m/s
Wavelength � 1.26mm

Sampling frequency fs 50 MHz
SDH radius r 1.5mm
SDH location (x; z) (1.5mm,44mm)

Table 3.1: Array parameters and SDH location used for both the simulations and the experiments.
Note that the experimental sample is an aluminium block of dimensions 100 � 50 � 68 mm
(X;Y; Z).

3.2.2 Method of Analysis

To quantitatively analyse the imaging resolution from the simulations (and experiments), the

array performance index (API), defined as a dimensionless value which measures the spatial

area of the normalised point spread function (PSF) [5], is used. For example, API�6dB is

the area where the PSF is larger than -6dB below the maximum, divided to the wavelength

squared (at the centre frequency). Hence, an API of one means that the image of a point is one

wavelength squared. The API of the fast imaging algorithms is further normalised by the API

of the TFM for comparison in quality. An example of the -6dB API is shown in Figure 3.4.

(3.10) API�6dB =
A�6dB

�2

where A�6dB is the area sliced by the -6dB contour.

(3.11) APIcomparison =
API�6dB algorithm

API�6dB TFM
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Figure 3.4: Definition of the -6dB API [31]. The image of a point is shown as a contour map
and the API measures the area at a given amplitude.

3.3 Results

Simulations were conducted on the three described fast algorithms, and for each algorithm,

various input variables were changed and the -6dB and -20dB API calculated for each change.

For example, for PWI, various numbers of firings and sweep angles were explored. To explain

further, consider a scenario of PWI with 5 firings and a sweep angle of 30 degrees; these 5

angular firings result in 5 plane-waves evenly distributed between +ve and -ve sweep angles.

Therefore, the angles of the plane-waves for this given case would consist of; -30, -15, 0, 15 and

30 degrees. This range of angles could also be used for the case of VSA-R, with the addition

of information on the radius of the virtual source arc, R. For VSA, the number of elements

in the sub-aperture, n, the number of firings and the virtual source location, d, are the key

parameters. Furthermore, the optimisation carried out initially on a single defect location,

this was to identify key parameters for each algorithm and also validate the simulation data

with experimental data, to validate the simulation for further analysis and optimisation, where

defects were placed in multiple locations.

3.3.1 Experimental Validation

To validate the simulations, experiments were conducted, with an array (Olympus, United

States, model-5L64-A2) which has the same properties as shown in Table 3.1. This validation
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was performed on a low-noise aluminium test block, with a SDH at the same location of that

used in the simulations. The -20dB APIs were calculated for each scenario and compared to

that of TFM.

3.3.2 PWI

(a) (b)

Figure 3.5: -20dB API of PWI relative to the TFM with various number of firings and sweep
angles for (a) simulated and (b) experimental data.

Figure 3.5 shows both in simulation and in experiment how the -20dB API for PWI varies with

both angular sweep range and the number of firings. It can be seen that the choice of sweep

range has a larger effect on imaging quality compared to the number of firings, particularly for

number of firings beyond 5. Figure 3.6 shows a number of vertical and horizontal slices from

Figure 3.5, so that the trends can be visualised more clearly. The trends that emerge from these

Figures are that, a) increasing the sweep range steadily improves the image quality up to a limit

of around 30 degrees, and b) increasing the number of firings results in rapid improvements

up to 5 firings followed by a very small improvement for further firings. The trends from the

experimental data and simulated data can be seen to have a good agreement, further validating

the model approximations. The experimental results show to have slight increased shift in

API compared to simulation, this is due to the simulated results being idealistic, where each

element is considered identical and the transmitting signal from each element is an ideal 4

cycle tone-burst, in reality the signal varies element to element and it is not an ideal 4 cycle

Gaussian tone-burst, therefore resulting in slight differences. This shift is also seen in Virtual

Source Aperture results. It can also be seen that PWI and a sweep range of 30 degrees with 5

firings results in an -20dB API only 8% larger than the TFM for this particular scenario.
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(a) (b) (c)

Figure 3.6: PWI vertical and horizontal slices of Figure 3.5 at (a) 4 firings, (b) 5 firings and
(c) � 30 degree angular sweep.

3.3.3 VSA-Radial (VSA-R)

(a) (b)

(c) (d)

Figure 3.7: -20dB API of VSA-R relative to TFM as a function of number of firings and sweep
range, for (a) simulated and (b) experimental data when R = 20mm, and, (c) simulated and
(d) experimental data when R = 80mm.

As can be seen from Figure 3.7, VSA-R has a similar overall performance trend to PWI in

that as the sweep range and number of firings increases the API decreases, meaning that the

image quality increases. It can be seen that when the virtual source is placed further away from

the array (moved from R=20mm to 80mm), the overall performance improves. Comparison
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between Figure 3.8 and 3.6 again shows that the performance trends of VSA-R and PWI are

similar. It is noted that VAS-R performs better in API than PWI in certain cases, such as

5 firings, 10 degrees, where the PWI API is 40% larger than TFM and VSA-R is only 35%

larger. However, by comparing the extent of the low API regions (i.e. dark blue regions) in

Figures 3.5 and 3.7, it can be seen that PWI performs better in terms of API than VSA-R over

a larger range of sweep angles and firings. This is most likely due to the VSA-R wave-form

behaving more like a planar-wave, with a slight change in wave shape, described in section

3.3.8, furthermore, if the Virtual Source distance was set infinitely away from the array, the

VSA-R algorithm would behave exactly like PWI.

(a) (b) (c)

Figure 3.8: VSA-R vertical and horizontal slices of Figures 3.7c and 3.7d at (a) 4 firings, (b) 5
firings and (c) � 30 degree angular sweep.
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3.3.4 VSA-Linear (VSA)

(a) (b)

(c) (d)

Figure 3.9: -20dB API of VSA relative to TFM as a function of sub-aperture size and number
of firings, for (a) simulated and (b) experimental data when d = l, and, (c) simulated and (d)
experimental data when d = 2l. The black contour line represents the boundary when mf is
achieved (see Equation 3.12).

From Figure 3.9, the API trend for VSA is that increasing the aperture size increases API,

meaning that the image quality decreases. It is also apparent that the number of firings has

only a small effect on API. The black contour shown indicates the aperture size, mf , at which

all elements are used at least once,

(3.12) mf =

�
N
n

�
=

�
L
l

�

where n is the number of elements in the sub-aperture, L is the length of the array, and l is the
length of the sub-aperture. For example, a sub-aperture of 16 in a 64 element array requires

mf=4 to use all the elements at least once, i.e. sub-apertures will cover elements, 1-16, 17-32,

33-48 and 49-64. It should be noted that combinations of aperture size and firing number to the

left of the mf line (see Equation 3.12) results in a form of sparse firing[71]. In this region not

all elements will fire, which may negatively affect the signal-to-noise-ratio in real applications.
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However, it can also be seen by following mf contour that little benefit in terms of image

quality is produced beyond about 8 firings.
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3.3.5 Relationship of API with respect to Virtual Source Location

(a)

(b)

Figure 3.10: The effect on the experimental -20dB API with relation to the virtual source
location for (a) VSAR and (b) VSA.
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Comparing the effect on API to virtual source location for both VSA and VSAR can be seen

in Figure 3.10. In the VSA implemented here the virtual source location, d, was set relative
to the aperture length, l. It was noted that moving the virtual source further away from the

aperture (from 0:5l to 2l) resulted in generally slightly worse performance. Inversely, for VSA-R

implementation, the virtual source point R was set relative to the array length L, and in

this case, moving the source away from the array saw improvement in API. For the VSA-R

case, the API tends towards PWI API, this is because for a specific case, where R=L = 1,

VSA-R will become PWI, as described above. Note that a simulation with fixed positions

for the virtual source point (VSP) as a function of sub-aperture size was also performed and

showed no significant change in the results from the Figures shown in this thesis. In both

cases at approximately 0:5l and 0:5L for VSA and VSA-R respectively, significant deterioration

of the API occurs when decreasing the virtual source location, this can be considered the

critical point and the virtual source should not be located any lower than this. Physically, this

forces all the energy to be excited outwards, rather than into the system, and wave-form shape

deteriorates, causing an error in the imaging algorithm as the expected wave-form is not the

physical wave-form induced into the system. The conclusions draw being that the VSA is not

particularly sensitive to the location of the source point, but it should be kept relatively close to

the aperture. Around 0:5l, and VSAR the source point should be kept fairly high, between 1L
and 2L, any higher and it will be better to use PWI, as the algorithm will be tending towards

it. In both cases the virtual source point should be no lower than 0:5 of the respective ratio.

3.3.6 Optimisation analysis

Using the results from the previous sections, the following variables for each algorithm were

used for further analysis unless stated otherwise:

Algorithm Variable Value

PWI Sweep Range �30 deg

VSA-R
Sweep range �30 deg

R 60mm

VSA
Aperture size, n 16

d l=2

Table 3.2: Optimised variables used for for further analysis.
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3.3.7 Effect of low numbers of firings on sidelobe level

(a) (b)

(c) (d)

(e) (f)

Figure 3.11: Images from the fast algorithms to show the presence of sidelobes with low numbers
of firings for (a) PWI 5 firings, (b) PWI 15 firings, (c) VSA-R 5 firings, (d) VSA-R 15 firings,
(e) VSA 5 firings, and (f) VSA 15 firings.
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A direct consequence of reducing the number of firings by using any of the fast algorithms, is

the appearance of increased amplitude sidelobes as seen from Figure 3.11. While the analysis

in previous subsections showed, for example in PWI that there is no improvement in -20dB

API after 5 firings, the number of firings still has an impact on the sidelobe level, as shown in

Figure 5.5. Overall, it can be seen that the sidelobe performance of the three fast algorithms is

similar, with very small differences (approximately 1 - 2dB), and that the results tend to the

TFM result for high numbers of firings. The VSA-R can be seen to perform slightly better than

PWI and VSA in that the resulting side lobes are consistently 2-3 dB lower. VSA has similar

performance to VSA-R at low firing numbers, however, after 16 firings, the VSA sidelobe level

becomes larger than that of PWI. In all cases, beyond 10 firings, the effect of further increasing

firings has a diminishing effect on the sidelobe level. Therefore 10 Firings seems to be a good

choice to minimise imaging sidelobe level.

Figure 3.12: Effect of number of firings on sidelobe level for the different imaging fast algorithms
(both simulations and experiments) and TFM.

3.3.8 Imaging Performance as a Function of Location

In this section image quality in terms of API is explored as a function of the location of the

defect within the z � x plane in front of the array. The defect used for this analysis is an

omni-directional point-scatter with a scattering value of 0.01, this was chosen as a suitable

value for a scattering as it is equivelent to a very small side-drilled hole. The previous sections

provided evidence that the simulation provides accurate data compared to experimental, an

omni-directional point scatterer is chosen for this optimisation characteristic to provide a fair

study between each algorithm assuming an infinitely small defect is present in multi-locations.
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Figure 3.13 shows the spatial performance in terms of API of the TFM and the various fast

algorithms, each for 2 different numbers of firings. Figure 3.14 shows examples of the ultrasound

beams created by applying the algorithms and helps further explain results seen from Figure

3.13. As a visual aid, the boundaries of the angled waves in PWI and VSA-R are shown as

lines projected from the edge of the array at the emitted angle. These lines represent the

location at which the desired waveform, e.g. plane wave or circular wave, starts to degrade

resulting in reduced performance of the algorithm. Figures 3.13b and 3.13c show that for PWI

at lower depths, the specific angles used lead to artefacts in the API performance maps. As

more plane-waves are used these artefacts become less significant, which seems reasonable as

when more plane waves contribute to the image at a given point, the effect of each individual

plane wave is diminished. Differently from PWI, the VSA-R and VSA spatial performance

maps are little effected by increasing the the number of firings from 5 (or 4 for VSA-R) to 8, as

shown by Figures 3.13d, 3.13e, 3.13f and 3.13g. However close examination of Figures 3.13f and

3.13g, reveals that the VSA has a just-visible ripple-like artefact at a depth of 60mm which

corresponds to the edges of the sub-apertures used.
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(a)

(b) (c)

(d) (e)

39



CHAPTER 3. COMPARISON AND OPTIMISATION OF FAST ARRAY-BASED

ULTRASOUND TESTING TECHNIQUES

(f) (g)

Figure 3.13: -6dB API as a function of location for (a) TFM; (b) PWI 5 firings; (c) PWI 8
firings; (d) VSA-R 5 firings; (e) VSA-R 8 firings; (f) VSA 4 firings; and, (g) VSA 8 firings.
The coloured contours for PWI and VSA-R in the 5 firing scenario represent wave-boundary
pairs coming from the array at angled waves of: [Red, Blue, Black] = [(-30 and 30), (-15 and 15),
0] degrees and for the 8 firing scenario of: [Red, Blue, Black, White] = [(-30 and 30), (-21.43
and 21.43), (-12.86 and 12.86), (-4.29 and 4.29)] degrees. The black contour lines in the 4 firing
scenario of VSA represent the firing sequence of sub-apertures (elements: 1 - 16, 17 - 32, 33 -
48, 49 - 64)

(a) (b) (c)

Figure 3.14: Examples of the ultrasonic beam formed from arrays for (a) 15 degree angled
plane-wave; (b) 15 degree angled VSA-R Beam; and (c) 16 element VSA beam.
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(a) (b) (c)

Figure 3.15: TFM-normalised -6dB API comparison of (a) PWI with 5 firings, (b) VSA-R 5
firings, and (c) VSA 4 firings. The Coloured lines show the angled-beam boundaries for PWI
and VSA-R and sub-aperture firing boundaries for VSA.

Finally, Figure 3.15 shows the effect of normalising all the the API spatial performance

maps by that of the TFM. For all the fast imaging algorithms, between 3mm to 20mm depth

the API performance with respect to TFM is approximately 40% larger meaning that they have

poorer near-surface performance. For PWI, seen in Figure 3.15a, the edges of the plane waves

can distinctly be seen as regions of reduced image quality (i.e. higher API) relative to the TFM.

The performance degrades further at deeper depths when the plane waves start to completely

miss the defect. In the result for the VSA-R shown in Figure 3.15b, the wave boundaries do

not result in artefacts, suggesting that the desired circular wave front is maintained over these

regions, however, other ripple-like artefacts are visible. Figure 3.15c shows that VSA has the

smallest variations of API with depth. The only areas where there are significant changes in

comparison to TFM are at the edges of the sub-aperture beams, as indicated by the black

lines. The mean API of each figure was extracted to obtain a measure of overall image quality

with respect to the TFM. This result, as well as the maximum and minimum performances are

shown in Table 3.3 below.
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Algorithm Averaged API
performance

Maximum
API outside
dead-zone

Minimum API Notes

PWI 7.2% averaged
larger API
than TFM

45.3% larger
than TFM API

4.7% smaller
than TFM API

Regions of
worst relative
performance
located at the
plane-wave
beam-edges.

VSA-R 11.7% averaged
larger API
than TFM

26.3% larger
API than TFM

0.8% smaller
API than TFM

Relative
performance
improves

with depth.

VSA 9.1% averaged
larger API
than TFM

18.1% larger
API than TFM

0.3% larger
API than TFM

Worst relative
performance
at aperture
beam-edges.

Table 3.3: Mean Performance of -6dB API of the three algorithms in comparison to TFM taken
from Figure 3.15 over a 100� 100 mm region.

3.4 Summary

This chapter has explored various array imaging algorithms which can be used reduce the number

of transmission cycles and thereby to speed up data acquisition while retaining acceptable

image quality. Two versions of VSA, a method where a virtual source is positioned some

distance behind the array, and PWI, a method where a synthetic array is used to produce

planar waveforms, were compared in terms of image quality to FMC+TFM. All algorithms

showed promising results, where the best average performance was shown by VSA, and the

best minimum API was shown to be from PWI. In this instance any algorithm could be used

for further study, with specific strengths and weakness. In the case of PWI, the array size could

be increased without having to increase number of firings, however, as the sample size gets

larger in depth, the performance of PWI degrades, and VSA proves to be the best performing

due to no waves missing the illuminated area of interest.

PWI seems to be the promising in terms of retaining image quality when reducing the

number of firings, as seen from Figures 3.5 when compared with Figures 3.7 and 3.9. When

optimised for a single 1.5mm radius SDH at (x; z) = (1:5mm; 44mm), PWI imaging was able to

achieve an API value within 5% of TFMs while the other two algorithms, VSA-R and VSA,

were at best 15% and 10% larger than TFM. From Figure 3.9, VSA was shown to be the least

effected by number of firings, and showed that lower aperture size yielded better API. However,

having a lower aperture size required the introduction of a minimum number of firings to have
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all elements be active and not compromise signal to noise ratio. VSA-R had some regions of

better performance than PWI, seen when comparing Figures 3.8 and 3.6, but was always at

least 15% worse than FMC+TFM.

Since the fast algorithms rely on specific waveforms travelling in the sample, it was important

to see how defect location could effect the imaging. From Figures 3.13b and 3.13c, PWI has

very distinct regions of poor imaging performance, located at the transmitted wave-boundaries.

However, when the number of firings was increased from 5 to 8, these features were reduced.

For VSA-R, Figure 3.15b showed improvements in API as depth increased. The picture was

similar for VSA as seen in Figure 3.15c. When the -6dB API values of the three algorithms

werer normlised by the TFM result (Figure 3.15), the general performance for each algorithm

was shown to be: 7.2% larger API for PWI, 11.7% larger API for VSA-R and 9.1% larger API

for VSA. This result can be seen from Table 3.3.

In terms of sidelobe level shown in Figure 5.5, VSA-R has the lowest sidelobe levels, and

at high firing numbers, is very close to TFM’s sidelobe level. VSA performs somewhat better

than PWI in sidelobe level for numbers of firings up to 16. While the difference is small, when

choosing an algorithm for fast, large area scans, the slight difference in sidelobe level can be a

factor in choosing VSA over PWI.

To maximise frame-rate and scanning speeds, the number of transmission cycles should be

minimised. In this paper, the results show that for a 64-elment array all three proposed fast

algorithms, have capability of reducing the firing number to � 5, which is factor of 12.8 relative

to the FMC+TFM, with only a small decrease in image quality. In reality, there are many

factors, such as, data transfer rate, image reconstruction rate etc., which can effect the scanning

speed but assuming the firing processes and other factors take the same amount of time, this

means the scan speed can be increased by a factor of 12.8. As an example, the rate at which

FMC captures data using the University of Bristol Software, BRAIN [31], is approximately 8

frames-per-second (fps). By the use of any of the proposed algorithms this could be increased to

102 fps. However, to fully retain imaging quality and the level of imaging sidelobes, the number

of firings should be around 10, which still represents a potential speed increase of 6.4 times,

leading to 51 fps, a significant improvement. With this in mind, a careful consideration must

be used when making the choice of algorithm for an inspection, as variables such as inspection

area and location can effect the compromise between speed and imaging quality. The next

chapter continues the work from this chapter, with implementation of coded-excitation signals to

potentially further increase the speed of an existing algorithm, in this case Plane-wave imaging.

The literature of coded-signals is explored, and a new technique is developed to implement it

into PWI.
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Chapter 4

Use of partially-orthogonal coded

signals to increase the rate of PWI

data acquisition

The literature of coded signals and frequency modulated signals are explored within this chapter.

Furthermore, a term for signal orthogonality is discussed and its application is then presented

with the use of an existing fast algorithm, PWI. Orthogonality between signals allow for the

transmission of multiple signals simultaneously with no interference between them, this can allow

for faster data acquisition. By the use of signals which can be considered partially orthogonal,

this chapter aims to provide evidence in its use to increase the rate of data acquisition by

potentially a factor of 2.

4.1 Coded Excitation Signals in various Engineering

Disciplines

Coded Excitation Signals have been used in various engineering disciplines, such as, radar,

telecommunication and radio systems [89–92]. Due to ultrasound system limitations and

complexity, with physical equipment restricting temporal coding, coded excitation signals have

been difficult to adapt to the ultrasound field [93]. In 1979 the application of coded signals

were theorised for use in Medical Ultrasound [94], however due to time-bandwidth product

limitations created by ultrasound transducers, coded signals found little use until recent years,

for example, where the use of coded signals have been used for pulse-compression technique

found its use in medical ultrasound to improve SNR by 15 to 25dB [95]. Another use for coded

signals has also been attempted use for fast ultrasound imaging [96–100]. In more recent years,

coded-excitation signals have seen more use in the NDT field, with its main function to increase

signal-to-noise (SNR) in various applications [101, 102]. It has also been used as an attempt to
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detect blind holes, [103] and even found use for SNR increase in guided-wave based inspections

[104]. Coded-signals have also been attempted to be used to increase frame-rate of imaging

based algorithms in the medical field by use of dual excitation with orthogonal signals [96].

This chapter will use existing literature to formulate a new algorithm to enhance an existing

algorithm, in this case plane-wave imaging, for further acquisition speed increase.

4.1.1 Derivation of coded-excitation signals

A coded excitation signal refers to a signal which has been modulated. Consider a complex

signal:

(4.1) �(t) = e j!0t

In this case, !0 is the centre angular frequency. To make �(t) a modulated signal, a modulation

function must be applied. Therefore a modulated complex signal becomes:

(4.2) �(t) = �(t)�(t)

Where �(t) is the modulation function defined as the following:

(4.3) �(t) =
���(t)

�� � e j�(t)

Where
���(t)

�� is the amplitude modulation function and e j�(t) is the phase modulation function.

Note if !0 = 2�f0 where f0 is the centre carrier frequency, then the phase function can also be

defined as:

(4.4) Γ(t) = 2�f0t+ �(t)

As long as the phase function, Γ(t) is a non-discrete time function, The time-derivative of it

can be defined as the instantaneous frequency fi:

(4.5) fi =
1

2�
dΓ(t)
dt

= f0 +
1

2�
d�(t)
dt

The complex signal function can then be split into real and imaginary terms, where the real

function is considered a cosine carrier [93] and imaginary function is considered a sin carrier.

For this thesis, any form of modulated signal, a sin carrier will be considered. Therefore the sin

modulated signal carrier, s(t), is defined as:

(4.6) s(t) = Im
�
�(t)g =

���(t)
�� sin (Γ(t))
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4.2 Linear Frequency Modulated Signals (LFM Signals)

LFM signals, or more commonly known as linear chirp signals [105], are a form of signal

modulation as described in the previous section, where the phase is modulated in such a

way that the instantaneous frequency at a given time can be considered to follow a linear

relationship. Chirp signals have been used in a variety engineering applications due their high

energy properties and compressibility allowing for wide-band long-pulse transmission signals

[106]. These long-pulse transmission signals can be compressed to form short-pulse with the

use of specific pulse compression signal processing filters described in Section 4.1.3. The use

of pulse compression techniques , acts also as a filter, this allows for significant improvement

of Signal-to-Noise ratio (SNR) against random noise which are not related to the original

transmitted pulse. Originally used in radar and communication [107–109] for improvements

in range and reception, they have been explored for use in the medical ultrasound [93, 110]

domain for depth penetration ability and SNR improvement and attempts have been made to

use orthogonal chirps to increase speed of SAFT [96].

LFM signal, or Chirp, consist of a signal which has varying frequency with time. Most signals

of this composition (frequency modulated) will provide a form of pulse compression, which

allows for long wave forms to become small with the use of matched filters in post-processing.

The LFM is the simplest form of this phenomenon, where the signal’s instantaneous frequency,

described in Chapter 2, can be related to a linear function of time. A LFM signal can be

expressed in the following notion;

(4.7) s(t) =
���(t)

�� sin
�
2�
�
f0t+

B
2T

t2
��

; 0 � t � T

Where T is the duration of the pulse, B is the swept bandwidth of the chirp, f0 is the start

frequency of the chirp. Therefore the instantaneous frequency, dfdt , can be described as:

(4.8) fi =
d
�
f0t+ B

2T t
2�

dt
= f0 +

B
T
t

The instantaneous frequency following a linear equation as shown above, means that

the phase modulation function for generating the waveform will follow a quadratic function.

Furthermore the term B=T is often denoted as � [93], which is referred as the FM slope, defines

the sweep rate of the of signal. This definition means that the signal’s bandwidth is swept from

a starting frequency, f0, to the frequency f0 +B, where B 2 R, in a linear transition, meaning

that the signals frequency can either increase or decrease for the duration of the pulse. A FM

signal which increases in frequency for its duration is considered sweeping up and therefore

is referred as an up-chirp, while a FM signal which reduces in frequency for its duration is

considered sweeping down and therefore referred as a down-chirp [106]. Figure 4.1 below is a

visual representation of both up and down chirps with equal and opposite swept bandwidth, B.
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(a)

(b)
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(c)

Figure 4.1: LFM Signal with T = 12�s and (a) B = 10MHz, f0 = 0MHz, (b) B = �10MHz,
f0 = 10MHz and (c) the rectangular window function to excite the pulse.

4.2.1 Spectrum Analysis

Due to linear FM signals created using a rectangular window function, as shown in Figure

4.1, the instantaneous frequency change, which occurs in the signal for the duration of the

rectangular window, causes a rippling effect between the swept bandwidth of the signal. This

is referred as Fresnel Ripples, which are a form of oscillation in a form of phase distortion,

this directly effects pulse compression and causes a loss of signal-to-noise. This can be seen in

Figure 4.2 below. By implementing a simple windowing function, usually a Tukey Window, to

taper the start and end of the signal response, the phase distortion present can be smoothed.

This can be visualised in Figure 4.3. For the rest of this chapter, it will be assumed that all

chirps will use a tukey-window to reduce the phase distortion.
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(a) (b)

Figure 4.2: Up-Chirp Spectrum with properties T = 12�s, B = 8MHz and F0 = 2MHz, with
(a) showing full spectrum and (b) showing zoomed in image of Fresnal Ripples

(a) (b)

Figure 4.3: (a) Up-Chirp with properties T = 12�s, B = 8MHz and F0 = 2MHz, and (b) its
spectrum analysis

4.2.2 Transducer effect on coded-signals

The piezoelectric materials inside transducers are designed to resonate at specific frequencies

which allow for excitation of specific frequencies. This gives transducers innate transfer functions

which can affect input signals. They also add a limitation to bandwidth properties that can

be applied to FM signals, as to a large extent, the chirp frequency must match those of the

transducer. To find a transducer’s transfer function, the impulse response of the transducer must

be obtained, or an estimation can be assumed. For example, for the transducer properties used in

chapter 3, an assumption that a 4-cycle burst pulse with a centre frequency of 5MHz. However,

an estimation of the impulse response can be found experimentally by either attempting to

fire a very short signal or firing a long linear FM chirp without any tapering, into a non-defect

sample. Figure 4.4 shows example pulses that can be attempted to be induced into a sample.
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Taking the back-wall response, the received data response can be transformed into the frequency

domain. Since the signals pass through the transducer twice, it passes the transfer function

twice, therefore to obtain the estimated impulse response, the spectrum response of the received

back-wall signal must be square-rooted to obtain a close-approximation of the actual transducer

impulse. For this thesis, this was done using an array controller (Verasonics Vantage 128 system)

with an array consisting of 5MHz 64 elements and pitch of 0.6mm (Imasonics), on an aluminium

block with a depth of 60mm. Figure 4.5 is the result of finding the impulse response using the

methods described above.
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(a)

(b)

Figure 4.4: Signals used to determine the impulse response of a transducer with (a) 1 cycle
Gaussian pulse, and (b) a 0 - 15MHz up-chirp with no tapering.
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Figure 4.5: Obtained experimental Impulse response of a 5MHz array by; blue: using a short
pulse and red: using a 0-15MHz Up-Chirp

This transfer function then can be applied to any signal that needs to be processed within

simulation to simulate real application. This is done by adapting the signal response in the

frequency domain, F0(!), and multiplying it by the transducer transfer function, P0(!). This is
shown by equation 4.9. For the rest of this thesis, it can be assumed that the simulated results

uses an estimated transfer function obtained in the way described above. The transducer’s

transfer function effects the employed signals shape, this is shown in the Figure 4.6. In this, the

chirp configuration shows a noisy response compared to the small pulse excitation, this is due

to the chirp excitation being uncompressed and also because the hardware limitation of the

VERASONICS toolkit in generation of the large chirp bandwidth is not perfect.

(4.9) Fp(!) = F0(!)P0(!)

Where Fp(!) is the transducer effected pulse.
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(a)

(b)

Figure 4.6: (a) Up-Chirp with properties T = 12�s, B = 8MHz and F0 = 2MHz, and (b) its
transducer effected signal
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4.2.3 Pulse Compressibilty

One of the driving factors for using coded signals, and specifically, FM waveforms, is the

ability to compress the wave-shape with post-processing techniques. Pulse compression allows

shortening of the waveform without losing bandwidth and therefore retaining information. A

dimensionless number, called the Time-Bandwidth Product, TB, is a term which helps identify

if a pulse can be compressed or not. The TB is defined by Equation 4.10.

(4.10) TB = �ce �Bce

Where �ce is the coded excitation pulse duration and Bce is the coded excitation pulse bandwidth.

The lowest possible value for TB is 1 [93], in this case a pulse has no compression property,

and this pulse can be defined as a single-carrier pulse with a Gaussian envelope. Furthermore,

any waveform which has a TB > 1 is considered a pulse-compression waveform. Note that any

form of modulation following the modulation principles will increase the TB.

A perfectly matched filter (PMF) is required to perform pulse-compression in post-processing.

A PMF consists of Dirac responses equal to the original waveform with its time axis reversed,

or in other terms, a discrete version of the input signal which has been conjugated. This is

represented from Figure 4.7. To compress, the PMF is time convoluted with the response signal,

and a compressed output is produced [93], this is shown by Equations 4.12 and 4.11, which are

the time domain and spectrum domain compression methods respectively. In ultrasound testing,

this means that the received A-scan signal responses from long pulses can be compressed into

short pulses for imaging.

(4.11) G(!) = F (!) � F �(!)

Where G(!) is the compressed spectrum output, F (!) is the received data output and F � (!)
is the spectrum of the PMF.

(4.12) g(�) =
Z inf

� inf
f(t) � f�(� � t) dt

Where g(�) is the A scan of the compressed output, f(t) is the A scan of the received data and

f � (� � t) is the convolution function of the PMF.
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(a) (b)

(c) (d)

(e)

Figure 4.7: (a) Up-Chirp with properties T = 12�s, B = 8MHz and F0 = 2MHz, (b) its
perfectly matched filter for compression, (c) zoomed in version of (a) between time 0 and 5�s,
(d) zoomed in version of (b) between time 0 and 5�s, and (e) the compressed pulse output.

Compressibility is important when it comes to ultrasound imaging, as shorter pulses allow

for more accurate defect localisation. By using a long pulse-width waveform and compressing

the output response in post-processing, an image can be formed with similar resolution of

regular pulsed excitation, but with more energy, better signal-to-noise ratio is possible [93].
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(a)

(b) (c)

(d) (e)

Figure 4.8: (a) Transducer effected Up-Chirp with properties T = 12�s, B = 8MHz and
F0 = 2MHz, (b) the PMF of the input Up-Chirp, (c) a PMF of the transducer effected
Up-Chirp (d) its compressed output via convolution of (a) with (b), and (e) the over-compressed
pulse output via convolution of (a) with (c).

However, it should be noted that when compressing the received data from an ultrasound

A scan data, the PMF must be of the input signal which is transmitted, and not of the
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transducer effected signal which is received. If a PMF of the latter is chosen, this will cause a

phenomenon identified as over-compression which is shown in Figure 4.8. This is where the

compression method not only compresses the input signal, in this instance an up-chirp, but the

non-compressed component of a signal is also attempted to be compressed, in this instance

the transducer’s transfer function, causing the ”compressed” output pulse width to be larger

than intended. This also reduces the degree of orthogonality between orthogonal paired signals,

described in the next section.

4.3 Orthogonality Principles

Orthogonal signals in form of electrical design philosophies, define signals which are completely

separable by correlation, such that two signals which are orthogonal when cross-correlated

return the result of 0 [111]. The use of orthogonal signals have been used in a wide-range of

radar applications for multiplexing signals [111–114]. By either using narrow-band or frequency

separated signals, or signals which have separate phase constraints, perfect orthogonality can

be achieved [112]. However, in the field of ultrasound, due to the restriction of the transducers

transfer function, and due to transducers having no phase-constrained receivers, especially

in 1D arrays, achieving perfect orthogonality is challenging. Furthermore, by multiplexing

narrow-band frequencies to achieve orthogonality, this would lead to a loss of image quality due

to the transducers bandwidth restriction.

Figure 4.9: Chirp Orthogonality Performance Index (COPI) showing the degree of orthogonality
with varying bandwidth and chirp duration
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Figure 4.10: Vertical and horizontal slices of COPI at B = 10MHz and T = 10�s

Here the aim is to select signal that, whilst not perfectly orthogonal have a useful degree

of orthogonality. For example, using an up-chirp and down-chirp combination with equal

and opposite bandwidth sweeps, within the same frequency range, will achieve a degree of

orthogonality. This degree of Orthogonality can be calculated as a dimensionless number defined

as:

(4.13) Ō = 20 log10

�
maxjS1;1j
maxjS1;2j

�

Where Ō is the degree of orthogonality in dB, S1;2 is the cross-correlation of signal 1 and signal

2, and S1;1 is the auto-correlation of signal 1. Figure 4.9 displays the effect of Ō with variance

of chirp parameters, T and B, in the form of the chirp orthogonality performance index. The

result shows a symmetry in the y = x axis, which can be associated with the TB as shown

by Figure 4.10. As the overall TB increases, the resulting degree of orthogonality increases.

However, when the transducer impulse effect is added to the signals, via equation 4.9, the

effect of orthogonality can be viewed in Figure 4.11 below. In this case, the chirp bandwidth

property is respective of the centre frequency of the transducer, such that the compressed

waveform will always have a peak at the centre frequency, similar to a pulsed response. Note,

that this effect varies depending on the transducer impulse. Therefore each transducer will have

a separate effect, and it is recommended to identify the bandwidth of each transducer either

via the method implemented above, or using the data sheet provided by suppliers.
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Figure 4.11: Transducer effected Chirp Orthogonality Performance Index (T-COPI) showing
the degree of orthogonality with varying relative bandwidth and chirp duration

Figure 4.12: Vertical and horizontal slices of T-COPI at B = 4MHz and T = 10�s

The obvious observation is the change of shape of the result from Figure 4.9 and Figure

4.11, where the best value of Ō is at a specific bandwidth value which coincides with the

bandwidth of the transducer transfer function as further shown in the sliced figure where T

= 10�s in Figure 4.12. Furthermore, there has been a drop of 5 dB in Ō, which defines that
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the transducer transfer function reduces orthogonality by a significant amount, and cannot be

avoided. Therefore, the best practice gained from the both COPI and T-COPI is to use the

bandwidth matching the transducer, while using the largest viable signal length, T , as possible.
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(a)

(b)

Figure 4.13: Crosstalk representing deadzones from experimentally captured A-scan data (a)
using an up-chirp of parameters T = 10�s, B = 6MHz and F0 = 2MHz; and (b) a zoomed
version showing the crosstalk region generated by signal generation.
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For 1D Array based imaging, an element of a transducer is unable to transmit and receive

simultaneously [115], therefore creating a deadzone based on signal length. The deadzone area

in A-scans are seen experimentally in the form of crosstalk generated by signal generation being

received by adjacent elements in an array. This can be seen by Figure 4.13. In the imaged

response of an algorithm, for example FMC-TFM, this deadzone changes in size depending on

material properties, and can be estimated by the following:

(4.14) Dzone � 0:5c� �s

Where c is the speed of sound in the medium and �s is signal length in time. An example of

expected deadzone can be seen in Figure 4.14, where �s = 10�s and c = 6320m=s (longitudinal

speed of sound in aluminium). In this scenario, the expected deadzone is approximately 32mm.

The deadzone is generated due to electrical saturation between elements, due to all receivers

being active. To minimise this distortion, multiple methods can be used, such as reduction of the

excitation amplitude [116, 117] (lowering the voltage of the input signal), or using apodization

[118].

Figure 4.14: TFM image of expected deadzone using an array with properties of 5MHz 64
element, with a pitch of 0.6mm, and with a 10�s Chirp in an aluminium sample.
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4.4 Rapid Plane-Wave Imaging (R-PWI) Algorithm

Figure 4.15: The Rapid-Plane Wave Imaging Algorithm.

From Chapter 3, it was determined that for PWI to have similar response and image quality of

FMC-TFM, a minimum of 5 firings was required, however to minimise the spiked sidelobes

produced, 10 firings or more was better. The aim of Rapid Plane-Wave Imaging (R-PWI) is

to increase the speed of pulsed PWI while minimising the loss of image quality. This can be

attained by using the partially orthogonal signals described above. In normal pulsed excitation,

due to reverberations of the back-wall signal within a specified medium, the next firing is

usually sent when the reverberations have dissipated. This time defines the pulse repetition

time (PRT) or frequency (PRF). The aim of R-PWI is to fire a pair of partially orthogonal

chirps within the PRF of the initial firing, as described in Figure 4.15. This would lead to an

increase of speed and acquired frame-rate. Considering an ideal scenario, and assuming the

required time to capture 1 frame of data consists of all firings taking place, the maximum

theoretical achievable frame-rate for PWI can be assumed to be:

(4.15) frameratepwi =
PRF
N�

=
1

N� � PRT

Where N� is the number of planar waves to be fired. R-PWI equivelent would equate to:

(4.16) framerater�pwi =
1

(� + N�
2PRF )

=
2

N� � PRT + 2�

� being the delay factor between up-chirp and down-chirp firing. In the special circumstance

where � = 0 the two waves are fired simultaneously, and the range of � can be defined as

f0 � � � 1
2PRT � Tg. This is visualised in Figure 4.16.
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Figure 4.16: Example of a firing scenario for R-PWI.

4.5 Simulation setup and Results

Property Symbol Value

Number of elements N 64
Element pitch p 0.60 mm
Element width Ew 0.50 mm
Array length L 38.4 mm

Centre frequency fc 5 MHz
Speed of sound c 6300 m/s
Wavelength � 1.26mm

Sampling frequency fs 50 MHz
SDH radius r 1.5mm

SDH1 location (x; z) (0mm,40mm)
SDH2 location (x; z) (-35mm,40mm)
SDH3 location (x; z) (35mm,40mm)

Back-wall distance wall 60mm
Back-wall Reflection Coefficient Rb -1
Front-wall Reflection Coefficient Rf 0.8

Chirp Length T 10�s
Chirp Bandwidth Range Br 3-7MHz
Pulse Repetition Time PRT 200�s

Table 4.1: Simulation parameters and signal properties used for R-PWI investigation.

65



CHAPTER 4. USE OF PARTIALLY-ORTHOGONAL CODED SIGNALS TO INCREASE

THE RATE OF PWI DATA ACQUISITION

The simulation again uses the hybrid linear model described in Section 2.2 in Chapter 2, and

used in Chapter 3. The model being adapted to allow simulation of the R-PWI algorithm.

In this instance multiple back-wall reflections are added with a reflection coefficient for the

front-wall, i.e. the transducer-material interface. The initial simulation was carried out with

varying values of � ranging from 0 � 55�s, and The simulation parameters used for initial

simulation of R-PWI are displayed in Table 4.1. In comparison, the expected propogation time

of a single firing, or the pulse repitition time (PRT) is 200�s. Figure 4.17 represents the initial

simulation space used to conduct analysis of rapid plane-wave imaging.

Figure 4.17: Simulation space used for initial R-PWI simulation.
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(a)

(b)
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(c)

(d)

Figure 4.18: Captured FMC-TFM image from simulation (a) compared to R-PWI image from
simulation at � = (b) 0�s , (c) 22�s and (d) 54�s. Where the total capture time, Tc = (a)
12:8ms (b) 1ms, (c) 1:022ms and (d) 1:054ms.
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The initial simulation from Figure 4.18 show that as the artefact created by R-PWI

decreases in amplitude as � increases and therefore the image quality improves. Furthermore,

after investigation, it was noted that the artefact was created by the reverberations of the

signals between the front and back walls. To further investigate, the side-drilled holes were

removed from the simulation, as they were thought not to be the cause of the artefacts. To

analyse the image degradation, the amplitude of the artifact can be compared to the amplitude

of the back-wall reflection as shown in equation 4.17, and used for the remainder of results to

understand the relationship between � and image quality.

(4.17) Artifact Level (dB) = 20 log10

�
Art
Abw

�

Where Art is the artifact amplitude and Abw is the back wall amplitude.

4.5.1 Simulation Results

variations of the R-PWI algorithm can be implemented, for example, the choice of angular

pairing for each firing scenario can be chosen, this may have an effect on the amplitude of the

artifact that is generated. Two firing schemes were investigated. The ”fixed” firing scheme,

where the the two angles, �1 and �2, are such that:

(4.18) �1 � �2 = K ; �
�
2
� �1;2 �

�
2

Where K is a constant value, and the ”symmetric” firing scheme, where:

(4.19) �1 + �2 = 0 ; �
�
2
� �1;2 �

�
2

These schemes are visualised in Figure 4.19 below.

(a) (b)

Figure 4.19: Visual example of the (a) fixed firing, and (b) symmetric firing schemes.
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Figure 4.20: Comparison of results for (blue) fixed and (red) symmetric firing schemes.

Artifact levels of both firing schemes are plotted against each other in Figure 4.20 . It

shows that both have very similar level of artifact level. At low � values however, fixed firing

scheme (blue) has a slight edge over symmetric (red), by having an artifact level lower in

value by approximately 2.5dB. The overall performance of both firing schemes shows very little

difference, therefore the choice of firing scheme is assumed to be purely personal preference.

For the remainder of this chapter, only fixed firing schemes is used for further analysis. Due to

the artifact being created by back-wall reverberations, an effect on the result can be caused by

the attenuation coefficient, �, of the material. Usually � varies with the material that is to be

inspected, however, due to different materials having vastly different speeds of sound, this can

effect the overall output of the results. To make a fair analysis, the speed of sound is kept the

same through out, to match aluminium, but the attenuation coefficient is varied for different

known materials. Furthermore, the reflection coefficient,R, at the front wall is set to -1 to make

sure all energy is retained within the system and the only expected loss is due to attenuation

and beam spread.
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Figure 4.21: R-PWI simulation results with varying attenuation levels. (green) no attenuation,
(blue) 0:0087 dB mm�1, (red) 0:0267 dB mm�1, and (magenta) 0:0868 dB mm�1.

The results from Figure 4.21 show the relationship with � and attenuation. As attenuation

of material is increased, the artifact level of the artifact created within the imaging domain

decreases. The dashes lines represent the expected drop at each expected reverberation artifact

inclusion point. This is simply calculated by the following equation:

(4.20) Ad = �2NLbw�fc

Where Ad is the expected artifact level drop in dB, N is the reverberation number, �fc is the
attenuation coefficient at a given centre frequency in dB mm�1, and c is the speed of sound in

the medium. From the first reverberation the expected drop matches the simulation results,

however from the second reverberation point, it shows there is a larger drop by �1 dB than

expected, this is assumed to be the cause of energy loss via beam spread of the signal that is

defined in the simulation model in chapter 2.

Another variable which can effect the output of R-PWI is the reflection coefficient, R,
at the front wall and transducer connection point. While in reality, R is determined by the

manufacturing of the transducer as well as the test material, it is important to understand how

R can effect the R-PWI algorithm, which will allow users to choose the appropriate transducer

and potentially a secondary medium, such as a wedge. In this scenario, the speed of sound is

still set to 6300m=s and � is set to 0, meaning no attenuation in the system.
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Figure 4.22: R-PWI simulation results with varying front-wall reflection coefficient values.
(green) �1, (blue) �0:75, (red) �0:5, and (magenta) �0:25. Note that the reflection coefficient
at the back wall is set to -1 for all scenarios.

Figure 4.22 shows the relationship between � and R. In this instance, the lower the reflection

coefficient the lower the artifact level after each reverberation. The dashes lines again represent

the expected drop due to energy loss via the front-wall reflection. The direct loss can be assumed

to be:

(4.21) Ad = 20 log10

�
RN
�

Where Ad is the expected artifact level drop in dB, R is the front wall reflection coefficient

and N is the reverberation number. Each drop is expected to take place at each reverberation

artifact point which can be calculated as the following:

(4.22) �rev �
2NLbw

c

Where �rev is the � value at where a reverberation takes place, N is the reverberation number,

Lbw is the distance to the back wall and c is the speed of the wave in the medium. While the

first reverberation expected drop match the simulation output, the second reverberation shows

a difference again, this is again thought to be due to losses from beam spread. While the result

shows lower R allows for lower values of � for better image quality due to the artifact level

being lower, in most instances of contact imaging, where the array is directly in contact with

the test medium, the expected reflection coefficient will most probably range from an estimated

value of -0.9 to -0.6.
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4.5.2 Experimental Validation

(a) (b)

(c) (d)

(e) (f)

Figure 4.23: R-PWI processed images at � = 0 (a) experimental, (b) Simulated; at � = 22�s (c)
experimental, (d) simulated; and at � = 50�s (e) experimental, (d) simulated.

To experimentally validate the algorithm results, the array controller (Verasonics Vantage

128 system) with a 5MHz, 64 element, 0.6mm pitch array (Imasonics) was used again. In

this instance an aluminium test block with a back wall located at 58mm depth was used

and simulation data was carried out with the same setup to compare results. Furthermore,

up-down chirp combinations were used at a swept bandwidth, B = 3 � 7MHz, with a chirp

duration of T = 10�s, also the front-wall reflection coefficient of the experiment was estimated
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to be approximate 0.8, and note the simulation has no noise within its parameters. The array

controller uses a 15 level tri-state wave-form generator which is capable of producing Linear FM

waves or any other desired waveform [119]. However, due to built in hardware limitations there is

no direct method of implementing the R-PWI algorithm. Assuming a linear system, To generate

R-PWI data, the up-chirp angled firings are linearly added with the delayed down-chirp angled

firing results to artificially create the R-PWI results. Figure 4.23 shows the images generated

from both simulation and experimental data. Note that there is no inclusion of the front wall

cross-talk in the simulation, this is the cross-talk between elements during signal generation

that is always present in transducers. The cross-talk has large effect on the R-PWI equation,

as shown by the low � values from the image. As � increases, the artifact generated by the

front wall cross talk moves downwards, until it is out of the direct imaging space. This effect is

shown by the poor agreement from Figure 4.23a, 4.23b,4.23c and 4.23d, and once the cross-talk

artifact has left the imaging space in Figure 4.23e, we see good agreement to the simulated

data in Figure 4.23f. The artifact level created by this cross-talk artifact is significantly higher

than the back-wall and its reverberations amplitude, meaning that while the simulation data

shows that even the back-wall artifact at low � values are reasonably acceptable, in a real world

scenario this would not be the case. After the cross-talk artifact leaves the imaging space, the

simulation data agrees with the experimental data, this is affirmed by Figure 4.24. Moreover,

the experimental data reveals the discerning deadzone described earlier in the chapter in Section

4.2, where signal generation would effect the areas detection zone, as shown by the stationary

artifact in the deadzone area marked by the red line in Figure 4.23.

Figure 4.24: R-PWI experimental vs simulation artifact level.

There are noticeably differences in the minima points of the experimental and simulation
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data, this is due to the simulation having a no noise environment and it should also be noted

that the simulation system has no mode converted signals present whereas in reality these would

exist in experimental scenarios which can lead to unwanted noise as depicted by the sharp

edges of the results in Figure 4.24. As described above, at low values of � up until 28�s there is

a large difference between simulation and experimental data due to an artifact being generated

by the cross-talk between elements during signal generation. However, past � = 28�s point the

simulation is in better agreement with the experiment, and the simulation and experimental

images shown by Figures 4.24e and 4.24f show good agreement in artifacts below the deadzone

point indicated by the red line. For proof of concept of the R-PWI algorithm, the R-PWI

algorithm was applied with a 4 cycle pulse that is used currently in inspection which was

described in chapter 3, and compared with the result of a chirp based R-PWI algorithm, as

seen in Figure 4.25.

Figure 4.25: R-PWI pulsed (orange) vs chirp experimental data (blue).

The above figure shows that R-PWI with chirp is always better performing in terms of

minimising artifact level than if the algorithm was applied with a regular pulsed response,

especially in the instances where � is less than 80�s. The difference between the two diminishes

but chirped excitation still has an advantage even at 180�s which is reaching the industry

standard of 5 kHz PRF. In both instances, at low � values, the imaging artifact is dominated

by the front-wall cross-talk artifact, however, even in this instance the coded R-PWI algorithm

has a lower artifact level value in comparison to a non-orthogonal pulsed R-PWI algorithm by

approximately 5 dB. Following the results of experimental validation, for best practice the user

75



CHAPTER 4. USE OF PARTIALLY-ORTHOGONAL CODED SIGNALS TO INCREASE

THE RATE OF PWI DATA ACQUISITION

should follow the following formula for choice of �:

(4.23) � �
4Lbw
c

4.6 Summary

This chapter has explored the theory behind linear frequency modulated signals, otherwise

known as chirps, and the principle of orthogonality which can be used as a means to potentially

simultaneously fire signals, as a means to reduce number of firings. This knowledge was then

used to combine with an existing algorithm of Plane-Wave Imaging (PWI) to conceptualise the

Rapid-Plane Wave imaging (R-PWI). The algorithm enables the firing of a second wave with

the use of orthogonal chirp pairs within the PRF of the first wave firing, visualised by Figures

4.15 and 4.16. By adding a slight delay between the two wave firings (�), improvements into the

image quality could be attained. This leads to an increase of data-acquisition speed and overall

frame rate increase by almost double, assuming there is no change in equipment and system.

Initial simulation results showed the advantage of R-PWI with small deterioration of image

quality due to artifacts created by back-wall reverberations, seen in Figure 4.18. Further

investigation of this phenomena was performed by exploring the variables which could effect

the output. Firstly, the choice of chosen angular pairing could effect the output so two defined

schemes were defined as seen in Figure 4.19, and the resulting artifact level which appeared

in the imaging domain was compared and contrasted. Figure 4.20 showed that there was very

little difference between choice angular pair firing scenarios and image quality that is output,

leading to user choice in firing schemes. Moreover, investigation of physical properties of the

attenuation coefficient and front-wall reflection coefficient were carried out, which showed the

effect these had on the displayed imaging artifact as a function of �. The results, which are

shown in Figures 4.21 and 4.22, show the effect these can have on algorithm. In this case,

a highly attenuating material would benefit the R-PWI algorithm as it reduces the artifact

level per reverberation, and this is also the case with a reduction in the front-wall reflection

coefficient.

Figures 4.23and 4.24 showed discrepancies from experimental data and simulated data,

where the simulation does not consist of noise, and more importantly, at low � values, the

experiment showed artifacts which were generated from the cross-talk between elements at

the front-wall. After the front-wall cross-talk artifact had moved out of the imaging space, the

results showed good agreement with the simulation data. Furthermore, orthogonal chirp based

R-PWI was compared with regular pulsed R-PWI algorithm to show the direct benefit of the

R-PWI algorithm, this is visualised in Figure 4.25.

Overall R-PWI is a promising algorithm to increase the rate of data acquisition. Assuming

an idealised scenario, where an inspection is carried out on 60mm aluminium block with a PRF

of 2kHz, and 10 angular planar waves to be fired. If regular PWI was used this would lead to a
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maximum theoretical frame-rate of 200 fps, if R-PWI was used with the best practice defined

by equation 4.23, assuming a � of 40�s, the maximum theoretical frame-rate would equate to

396.8 fps, which is almost an increase of speed by a factor of two.

The next chapter looks at a different type of coded signal, in the form of psuedo-random

sequences, these signals are implemented similarly to linear FM signals to further increase the

frame-rate of PWI.
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Chapter 5

An investigation of pseudo-random

based coded-excitation signal to

increase the rate of data acquisition

This chapter covers an investigation to pseudo-random coded-excitation signals (PRCE) and

an exploration of their potential for implementation to increase the rate of data acquisition.

Literature for pseudo-random sequences is explored and available approaches to find the ideal

coded sequence parameters is discussed. Furthermore, the degree of orthogonality metric, Ō,
between the sequenced signals is described and an application of use to select the best sequences

is presented. Similar to the previous chapter, the use of the higher degrees of orthogonality

between the signals leads to reduced number of transmission cycles. Once captured and de-coded,

this data can be used in an existing imaging algorithm. The potential drawbacks of this type of

approach to data capture and imaging is discussed.

5.1 Pseudo-Random coded excitation Signals (PRCE)

Pseudo-Random sequences have been used in a wide variety of applications in the electrical

field, such as, radar and telecommunication [120–122] but also in ultrasonics; both medical

[93, 96, 123] and NDE [124–126]. The main use of these sequences have been to increase

signal-to-noise ratio in lossy mediums by the use of the pulse-compression technique described

in the Chapter 4, Section 4.2.3. However, in this thesis, a new development is planned to use

partial orthogonal signals to further increase the speed of Plane-wave imaging. While perfectly

orthogonal psuedo-random sequences exist, each sequence has exactly a singular orthogonal

pair [127], if these were used, the results would be similar to the R-PWI algorithm in terms of

speed increase. This thesis aims to use multiple sequences to further increase speed compared

to R-PWI.

79



CHAPTER 5. AN INVESTIGATION OF PSEUDO-RANDOM BASED

CODED-EXCITATION SIGNAL TO INCREASE THE RATE OF DATA ACQUISITION

Figure 5.1: Example of a 16 bit length Pseudo-random bipolar signal.

The simplest form of PRCE is pseudo-random bipolar sequences (PRBS), which consist

of a randomly generated sequence with either a value of 1 or -1. This means there are sharp

discrete changes in phase from � to ��. Figure 5.1 shows an example of a 16 bit PRBS, which

can be adapted for use into ultrasonics and various other signal processing scenarios [128–132].

To adapt the coded excitation signal for use for ultrasonic arrays in NDE, Figure 5.2 introduces

two additional variables which can further modify the output signal, �f1j�1g and �f0g. �f1j�1g

is the duration in time of the excited bit, and �f0g is the duration in time of the downtime

between excitation. When one or the other variable is at a value of 0, two special cases can

occur, when �f1j�1g is 0, the response becomes an impulse pulse train described by Figure

5.3a; and when �f0g is 0, the response becomes a randomised square-wave excitation which is

visualised in Figure 5.3b. Section 5.2 later explores the optimal values for these parameters to

identify the most suitable PRBS signal for NDE application.
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Figure 5.2: Variables to generate Psuedo-random bipolar signals for transmission.

(a)

(b)

Figure 5.3: (a) PRBS with bit length of 16 and �f1j�1g = 0�s, �f0g = 1�s; and (b) PRBS with
bit length of 32 and �f1j�1g = 0:2�s, �f0g = 0�s.
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5.1.1 Compressibilty

(a)

(b)
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(c)

Figure 5.4: Visual example of the (a) PRBS with bit length of 16, (b) its compressed pulse,
and (c) the absolute of (b) with identification of sidelobe and mainlobe.

Similar to the description in chapter 4, Section 4.2.3, the main advantage of using PRBS is due

to the ability of the transmitted signal to be compressed. Compression of PRBS is identical to

compression of FM Chirps, by convolution of a perfectly matched filter and the signal described

by Equations 4.12 and 4.11 in Section 4.2.3. However compared to FM Chirp, the drawback

of compressing PRBS signals is the generation of significant sidelobes as seen in Figure 5.4.

The sidelobe level in comparison to the mainlobe has a direct relation to the PRBS bit length,

Figure 5.5 below describes this relationship, by measuring the maximum sidelobe amplitude,

compared to the amplitude the mainlobe, for 500 different generated PRBS over a range of bit

length, Lb. The sidelobe level can be approximated to 1p
Lb
, where Lb is the bit length [93].

83



CHAPTER 5. AN INVESTIGATION OF PSEUDO-RANDOM BASED

CODED-EXCITATION SIGNAL TO INCREASE THE RATE OF DATA ACQUISITION

Figure 5.5: (blue) Averaged sidelobe level of 500 randomly generated PRBS for various bit
lengths, Lb, with visualised variance (orange) caused by the differences in each generated PRBS
of that bit length.
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5.1.2 Spectrum Analysis

(a)

(b)
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(c)

(d)
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(e)

(f)

Figure 5.6: Spectrum analysis of a 32 bit length PRBS with (a) �f1j�1g = 0�s, �f0g = 1�s; (b)
�f1j�1g = 0:1�s, �f0g = 0:2�s; and (c) �f1j�1g = 0:1�s, �f0g = 0�s; and (d) the time domain of
(a), (e) the time domain of (b) and (f) the time domain of (c).
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The Fourier spectrum analysis of variations of PRBS displayed in Figure 5.6 shows the change

of energy based on specific choice of variables of �f1j�1g and �f0g. In each case, the frequency

response shows a broadband response, and in the special case of the impulse pulse train, where

�f1j�1g is 0, the energy output is maximised. The effect of these energy outputs caused by the

transducer transfer function is explored in the next section.

5.1.3 Transducer effect on coded signal

(a) (b)

(c) (d)

Figure 5.7: A 50 bit length PRBS with �f1j�1g = 0:1�s, �f0g = 0:2�s. (a) The desired transmis-
sion pulse, (b) the transducer effected pulse, (c) the spectrum of (a) and (d) the transducer
effected pulse frequency spectrum.

Figure 5.7 represents the effect the transducer transfer function described in the previous

chapter in Section 4.2.2, has on PRBS signals. Figure 5.7d compared to Figure 5.7c shows the

loss of energy created by the transfer function due to limited bandwidth of a 5MHz element in

an array. This, like the FM chirps, effects degree of orthogonality and hence compressibility.

Furthermore, assuming information transmitted is directly proportional to the total energy, the
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loss of energy can be assumed to be a loss of information [133, 134]. This can be associated

with signal properties �f1j�1g and �f0g described in the next section.

5.2 Sequence Properties

5.2.1 Information Retention and Idealised Sequence

As described above, the effect of the transducer’s transfer function causes information loss to

varying degrees depending on the PRBS variables. To quantify this loss information is assumed

to be a direct correlation to energy, which is a function of the spectrum area. Therefore a

dimensionless number can be used to define the information retention on transducer effected

PRBS:

(5.1) IRR =
A2
T

A2
P

Where IRR is the dimensionless Information Retention Ratio, AT is the spectrum area of the

transducer effected PRBS, and AP is the spectrum area of the desired PRBS signal.

Figure 5.8: Information Retention Ratio of a PRBS with bit length of 50, passed through a
5MHz array transfer function which is assumed to be 4 cycle Gaussian pulse.
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Investigating the IRR with variations to both �f1j�1g and �f0g are shown in from Figure 5.8.

For a 5 MHz transducer, the largest IRR value is defined when �f1j�1g = �f0g = 0:1�s. This
relation shows that the optimal PRBS signal occurs when:

(5.2) �f1j�1g = �f0g =
1

2Fc

Where Fc is defined as the centre frequency of the transducer. A visual representation of an

optimised transmitted pulse and non-optimised is given in Figure 5.9 with a chosen bit length

of 16. From visual comparison, the optimised pulse generates a more complete signal compared

to the non-optimised version, physically meaning there is minimal destructive interference in

the optimised signal compared to the non-optimised version. This allows more of the desired

signal energy to propagate compared to the non-optimised version. From further investigation,

the degree of orthogonality, Ô, between two optimised PRBS signals at a bit length of 16 was

10.4dB, while the non-ideal had only 4.5dB, validating the optimisation characteristic of the

two parameters.

(a) (b)

(c) (d)

Figure 5.9: 16 bit length PRBS pulse with (a) optimised �f1j�1g = �f0g = 0:1�s, (b) non
optimised �f1j�1g = �f0g = 0:2�s, (c) transducer effected pulse of (a), (d) transducer effected
pulse of (b).
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5.2.2 Orthogonality

Figure 5.10: Transducer effected PRBS Orthogonality Performance Index (T-POPI) with
variation in bit length.

Similar to chirps, PRBS have a degree of orthogonality, however, unlike chirps, which only

have one partial orthogonal pair of the same bandwidth, each PRBS generated has a degree

of orthogonality to any other. By using Equation 4.13, an orthogonality index for PRBS can

be generated for various bit lengths. Figure 5.10 displays the orthogonality of 500 randomly

generated PRBS transducer effected signals, a direct correlation can be seen with bit length,

Lb, and Ô. As Lb increases, the degree of orthogonality increases, however this also increases

the overall pulse duration in time. Figure 5.11 below displays the same data as Figure 5.10

but with the average Ô and variance visualised. The figure shows that variance of degree of

orthogonality between sequence realizations decreases with bit length. However, similar to

before, the bit length correlates to the overall pulse length, and as this increases, the deadzone

defined in Section 4.3 also increases. These are important factors to consider when choosing the

bit length for the signal.
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Figure 5.11: (blue) Average of 500 PRBS’ degree of orthogonality, Ô, vs bit length, Lb, with
variance (orange) displayed.
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5.3 Ultra Rapid-Plane Wave Imaging (UR-PWI) Algorithm

Figure 5.12: The Ultra Rapid-Plane Wave Imaging Algorithm.

Similar to R-PWI algorithm, the Ultra Rapid-Plane Wave Imaging (UR-PWI) algorithm uses

the orthogonality between different pseudo-random binary sequenced signals to reduce the

total time for all number of transmission cycles needed for data acquisition. Similar to how

R-PWI functions, as described by Figure 4.16, UR-PWI uses the advantage of having multiple

orthogonal signals to fire at the time interval of �, such that � becomes the new pulse repetition

time (PRT), displayed by Figure 5.12. This has the potential to lead to a significant increase in

the rate of data acquisition and therefore overall frame-rate. Compared to R-PWI, where the

maximum potential increase in frame-rate is expected to be 2 times larger, UR-PWI has the

potential to increase by a factor relating to �. The frame-rate defined by UR-PWI is described

by Equation 5.3 below.

(5.3) framerateur�pwi =
1

N��

Where N� is the number of planar waves to be transmitted and � is the time delay function as

defined.
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5.4 Simulation Setup and Results

5.4.1 Simulation Setup

Property Symbol Value

Number of elements N 64
Element pitch p 0.60 mm
Element width Ew 0.50 mm
Array length L 38.4 mm

Centre frequency fc 5 MHz
Speed of sound c 6300 m/s
Wavelength � 1.26mm

Sampling frequency fs 50 MHz
Back-wall distance wall 60mm

Back-wall Reflection Coefficient Rb -1
Front-wall Reflection Coefficient Rf 0.8

Bit Length Lb 50
Number of Sequences Ns 10
PRBS parameters �f1j�1g = �f0g 0:1�s
Total Pulse Length T 10�s

Table 5.1: Simulation and signal parameters used for UR-PWI investigation.

The simulation uses the hybrid linear model described in Chapter 2, Section 2.2.1, and used in

the previous chapters; Chapter 3, Section 3.2; and Chapter 4, Section 4.5. This time the model

is adapted to implement the UR-PWI algorithm. Referring to the R-PWI simulation, it was

found that the largest contributor to artifacts and deterioration of the image quality was caused

by the back-wall reverberations. Therefore, for UR-PWI investigation, only the back-wall is

present and an analysis on the artefact level, as defined by Equation 4.17, is carried out. The

delay variable, �, is varied from range of 0 to 100 �s. Note that 100�s is the industry standard

setting for the lowest practically achievable PRT, and is equivalent to a PRF of 10kHz [135].

To simulate UR-PWI, the collection of all angled firings with different PRBS excitation are

collected into one collective A-scan by summation of all angled firings, as displayed by Figure

5.13b, then the received A-scan data is de-coded via pulse compression for each individual

angled firing. Figure 5.13c represents a de-coded A-scan at -10 degrees angled plane wave.

Figure 5.13a below visualises the simulation space used for analysis.

94



5.4. SIMULATION SETUP AND RESULTS

(a)

(b)
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(c)

Figure 5.13: (a) Simulation space description for investigation of UR-PWI. (b) an Example of
the received A-scan for all PRBS signal firings for UR-PWI, in this instance, � = 22�s and (c)
the compressed output for a single angular A-scan data, in this instance at angle of -10 degrees
into the region of interest.

5.4.2 Simulation Results

Figure 5.14 shows the imaging results of the simulation carried out, from first view, at low �
values, there is significant deterioration of the image quality, but as � increases in value, the

image quality improves. However, it is clearly visible that there is an artefact surrounding the

back-wall, this is caused strictly by the sidelobe phenomena that occurs when compressing

PRBS signals, as described in Figure 5.5. These sidelobes significantly impact the inspection

needs, meaning if this method was used to detect non-specular defects, such as tip-defractions

of cracks, the amplitude would be masked by the sidelobes, however specular defects such as

holes and void fractions could still be detected, albeit with some difficulty, the levels of these are

visualised in Figure 5.15. The artifact level created by the algorithm specifically, the detection

zone is moved away from the high level sidelobes (approximately at -16dB at high �). Figure
5.15 below displays the result of this investigation.
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(a)

(b)
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(c)

(d)

Figure 5.14: Captured UR-PWI image from simulation at � = (b) 5�s , (c) 22�s and (d) 50�s
compared to TFM (a). The total capture time T expected is (a) 12:8ms, (b) 0:05ms, (c) 0:22ms
and (d) 0:5ms.
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The relationship between � and artefact level is very similar to that seen in R-PWI, where

as � increases, the average artifact level decreases. However, due to the sidelobe imaging artefact

created from pulse compression of PRBS signals, in UR-PWI, at approximately � = 40�s,
the maximum amplitude of imaging sidelobe of PRBS signals dominates over any form of

artefact created by the algorithm itself. Further investigation shows that the UR-PWI algorithm

dominates the artefact level at low � values, but as � � 35�s, the artifact becomes dominated

by the sidelobe artefact, which from Figure 5.5 is expected to be approximately �16dB. The

sidelobe artefact zone and the UR-PWI artefact zones are shown by Figure 5.16. If the sidelobe

artefact is at an acceptable level this value of � can become the PRT for this described algorithm.

Note Figure 5.16 displays in red the expected amplitude of a specular defect and in black the

expected amplitude of a non-specular defect, such as a tip defraction. In this instance, UR-PWI

will not be able to detect non-specular defect due to the side-lobe artifacts dominating the

imaging field. In this case, the expected theoretical frame-rate for a 10 angled plane-wave firing

scenario would equate to approximately 2850 frames per second. This compared to current

imaging frame-rate using PWI which, with a 10kHz [135], is expected to be 1000fps.

Figure 5.15: Artifact level generated by the PRBS algorithm.
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(a)

(b)

Figure 5.16: Captured UR-PWI image from simulation at � = 22�s with (a) representing the
imaging zone where the UR-PWI artefact level dominates, and (b) Where the sidelobe artefact
from pulse compression dominates the artefact level.

100



5.5. SUMMARY

5.5 Summary

This chapter has investigated a theory of using Pseudo-Random Bipolar Sequences (PRBS),

which have previously been used as methods to increase signal to noise for lossy materials, as a

means to increase the rate of data acquisition in Plane-Wave Imaging (PWI). This technique

uses the orthogonality between each generated signal to fire each wave at a rate faster than the

current PRT, defined by the delay variable �. This leads to an increase in overall data rate for

capture and therefore frame-rate, conceptualising the UR-PWI algorithm by Figure 5.12.

Initial investigation of PRBS led to the identification of two pulse parameters, �f1j�1g

and �f0g. These parameters identify the pulse form and shape during generation. Further

investigation of these parameters with the introduction of the transducer transfer function,

shows loss of energy in transmission in the form of information loss described by the comparison

of the frequency spectrum of the desired pulse compared to the transducer effected one. Using

this knowledge, a parameter study was carried out to find the ideal PRBS parameters for pulse

generation in an ultrasound based system, this is detailed by Figure 5.8.

Thereafter, the knowledge gained for the optimal PRBS parameters for a 5MHz array was

implemented into a UR-PWI simulation with variations of �. The simulation showed promising

results with the back-wall being able to be identified compared to algorithm artifact noise, as

seen by the images from Figure 5.14. However, the limitation of PRBS is the extent of the

compression of the pulse, which leads to large signal sidelobes, described by Figures 5.4 and

5.5. These sidelobes directly effect the imaging algorithm, which display sidelobes as artefacts

surrounding the back-wall at 60mm displayed on Figure 5.14. The imaging region of 0mm to

50mm depth is used to identify any artefact created due to the UR-PWI algorithm, as shown

by Figure 5.16. The results of this analysis presented by Figure 5.15. The results show that at

� < 35�s the artifact level is dominated by the algorithm artefact, otherwise the maximum

artefact amplitude is dominated by the sidelobe artefact surround the back-wall image. This

can be again associated to the reverberation of the back-wall and a similar conclusion can be

drawn to that for R-PWI where the ideal � is equated to � � 4Lbw
c , however experimental data

will be required to confirm this.

Overall, UR-PWI shows promising initial results to further increase the rate of data

acquisition. For example, considering the use of a 10 angled PWI with a 2kHz PRF on a

60mm block of aluminium, again the expected maximum theoretical frame-rate is 200fps. If

instead a UR-PWI algorithm is deployed, with � = 40�s, the expected maximum theoretical

frame-rate is 2500fps. Which is an increase of a factor of 12.5. This speed is very fast, and may

not be necessary for some inspection needs, but it could be used for large scans, such as surface

degradation of railway tracks on fast moving trains, or visually inspecting a crack forming on

a test sample or even using it to visual particles moving in blood streams. It could also be

potentially used to measure void-fractions in pipes for liquid hydrogen distribution.

The next chapter captures all the work done in this thesis, and applies an industrial
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application for the algorithms presented to show their potential. Furthermore an overall

comparison is made for PWI.
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Chapter 6

Industrial Influence and Summary of

Algorithms

This chapter explores the inclusion of industrial applications and potential industrial influence

from the investigations carried out in the previous chapters. This includes parameter flowchart

for calibration during inspection carried out with VSA and PWI, which links to Chapter 3, and

industrial applications for R-PWI. A general summary of the PWI adapted algorithms (PWI,

R-PWI and UR-PWI) is also explored, to compare each algorithm for optimisation. Figure

6.1 used in Chapter 1 shows the bottlenecks in industry today, where data reception is at its

maximum limit with being able to multiplex reception data together, the main aim is to reduce

the number of transmit sequences to reduce the total data acquisition time of the system enable

for faster scans in time critical scenarios. This will benefit TWI to enable quicker inspections,

such as, inspections of nuclear sites and railways.

Figure 6.1: Block diagram of an ultrasound array based NDT inspection system
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6.1 Flowchart used to define parameter choice for PWI and

VSA

Based upon Chapter 3’s findings [64], a flowchart was created to provide guidance based on

inspection needs in choosing the correct parameters and algorithms for fast inspection, Virtual

source Aperture (VSA) or Plane-wave Imaging (PWI). This is presented in Figure 6.2.

Figure 6.2: Flow diagram to aid in calibration and standardisation of fast imaging algorithms.

fPWIg: For PWI, the optimum angular range was found to be a sweep angle of -30 to 30

degrees, as deciphered by Figure 3.5, however if the sample that is to be inspected is larger

than 100mm in depth, please see note f4g.
fVSAg: For VSA, it was noted by Figure 3.9 that the increase in aperture size, increased the

API defined by Figured 3.4. Aperture size choice of 1 - 20 elements showed minuscule change
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in API in contrast to 20 - 64 elements, so the aperture size should be chosen accordingly. It is

recommended to choose a factor of the maximum number of the available elements within the

range of 1 - 20 elements for easier algorithm interfacing. Figure 3.10 shows that the optimum

choice for the virtual source point was 50% of the aperture length to give the best API.

f1g: Specular type defects reflect large energy and produce large amplitudes in A scans,

while non-specular defects will generally produce low amplitude results. While Figure 3.6 showed

API does not change after 5 firings for PWI and Figure 3.9 showed that API does not become

effected at all by number of firings, the sidelobe level described by the investigation in Figure

3.11, display a correlation of sidelobe level and number of firings. Choose the number of firing

accordingly, based upon the type of defect that is expected via inspection with this information.

f2g: Figure 3.11 displays that for low firing numbers, 1 - 20, VSA performs slightly better

with lower imaging sidelobes of 1 - 2dB. Therefore to minimise sidelobes for inspection, it is

recommended to use VSA, however the difference is small and PWI is also fine to use if it is a

preferred technique. For both techniques, the largest effect was at firings from 1 - 10, after 10

firings and more, the reduction in sidelobe had diminishing effects, therefore choose your firings

to 10+ for best image quality.

f3g: As described by note 1, for PWI the minimum firing number should be set to 5, based

upon Figure 3.6. For VSA, the minimum firing number is based upon the aperture size. This is

defined by Equation 3.12.

f4g: Figure 3.5 displays that API is largely effected by the angular range choice. However,

using a low firing combination with the best angular range description (-30 to 30 degrees) for a

sample size larger than 100mm, would mean most of the planar waves would be missing the

region of interest. This effect is displayed by Figure 3.13b. Therefore it is recommended to

decrease the angular range, which can be defined by the following equations:

(6.1) �max = arctan
�2xmax
zmax

�

(6.2) �min = arctan
�2xmin
zmax

�

Where xmax and xmin are the minimum and maximum value of the region of interest respectively

in the x domain, and zmax is the maximum depth of the region of interest in the z domain.

However, if the angular range is smaller than 20 degrees, such that �max � �min � 20, it is

better to use VSA as API will degrade quickly.

f5g: Both VSA and PWI require multiple element use per firing scenario, however, in the

case of VSA, the number of active elements for each firing is limited to the aperture size. For

PWI the entire array length is used for every instance of firing. This means PWI, for each firing

scenario, inserts more energy into the sample.

As an example on how to use this flowchart, take a case study, for example, I have a 45mm

thick 316L stainless steel block I wish to inspect. I would like to look for a specular defect, and
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maximise speed. Following the flowchart, I reach setting my algorithm to the minimum firing,

my sample is smaller than 100mm, however it consists of large granular noise. Continuing the

flow-diagram this leads me to PWI. Therefore for this case, I would use PWI at 5 firings, if I

wished for better image quality, I would increase my number of firings to atleast 10.
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6.2 Industrial application of R-PWI

(a)

(b)

Figure 6.3: Region of interest for (a) inspection one with a side-drilled hole at 41mm depth for
a 60mm long aluminium block; and (b) inspection two with a 0.5mm notch at the base of the
steel block at 50mm depth.

R-PWI was used in industrially relevant experimental scenarios to show its benefits. One

instance, it was used in contact based imaging for an aluminium block with multiple side-drilled
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hole of diameter 1mm, and in another instance it was used for angled inspection in a steel

block with a 0.5mm notch at the base. In the side-drilled hole inspection from Figure 6.3a,

the side-drilled hole at 25mm is expected not to be seen for both regular PWI and R-PWI.

This due to the angles excited not reaching the targeted reflector, but also due to it being in

the R-PWI deadzone with the given choice of chirp parameters. The data for both inspections

were captured by the use of an array controller (Verasonics Vantage 128 system) and 5MHz 64

element 0.6mm (half wavelength) pitch array (Imasonics). Figure 6.3a represents inspection

parameters for the aluminium block, and Figure 6.3b represents the inspection parameters for

the wedge inspection. Table 6.1 displays the R-PWI chirp parameters used for the inspection.

Property Symbol Value

Number of elements N 64

Element pitch p 0.60 mm (�2 )
Element width Ew 0.50 mm
Array length L 38.4 mm

Centre frequency fc 5 MHz
Chirp Duration T 10�s

Chirp Bandwidth range Br 3-7 MHz

Table 6.1: R-PWI parameters used for inspection examples.
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(a)

(b)

Figure 6.4: Inspection scenario one with (a) PWI and (b) R-PWI with � = 50�s.
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(a)

(b)

Figure 6.5: Visual Representation of error in Chirp generation with (a) being the desired input
Up-Chirp for generation and (b) the chirp generated by the array controller (Verasonics Vantage
128).
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set The result of inspection of the aluminium block displayed by Figure 6.4b show resolution

and the defect identifiable over the noise. The expected dead-zone is 32mm, calculated by using

Equation 4.14, therefore any defect inside that depth will not be identified. While compared

to a regular inspection of PWI in an aluminium block shown by Figure 6.4a, there is usually

low noise presence, but the noise displayed around the defect and back-wall is generated due

to imperfect compression. This occurred due to the electronic generation of the chirps from

the array controller not being perfect compared to the desired chirp inputted into the system,

as displayed by Figure 6.5. This is a limitation with current hardware, in which only tri-state

(1,0,-1) systems are able to generate these sort of waveforms. With better arbitrary waveform

generation techniques, the image quality is expected to increase and become closer to the

expected regular PWI.
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(a)

(b)

Figure 6.6: Captured images of inspection two with (a) PWI using TWI Crystal Software and
(b) R-PWI with � = 20�s.

Figure 6.6 shows a comparison of angled inspection from the steel block inspection using

regular PWI and R-PWI. In both instances, the angles generated within the steel specimen
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ranged from 40 to 80 degrees with 10 firings for PWI and 5 firing scenarios for R-PWI with

the use of orthogonal chirps defined in Table 6.1. To generate these waves, Snell’s law is used

to induce angled waves into the medium, this is used for the transmission part of the PWI

algorithm [76], defined by Equation 6.3.

(6.3)
sin(�a)
ca

=
sin(�b)
cb

Where �a and ca are the angle of wave and speed of sound in the wedge material, and �b and
cb are the angle of wave and speed of sound in steel. For imaging reception, since the PWI

algorithm used TFM for reception, Fermat’s principle of least time is implemented [136]. Figure

6.6b shows good agreement compared to regular PWI using TWI’s Crystal software, which is

commercially available, represented by Figure 6.6a. Again there is some increase in noise in

the R-PWI result due to the imperfect compression described above in Figure 6.5, however

again in the case of R-PWI, the defect is easily identifiable, showing R-PWI’s effectiveness. In

this instance, the inspection carried out by TWI’s Crystal software had a PRF set to 5kHz,

this achieved a frame-rate of 109 fps, with R-PWI being carried out with an array controller

(Verasonics Vantage 128 system), the output frame-rate was 198fps, which is an increase of 89

frames per second. There are many factors that can effect frame-rate, such as data transfer

rate of the controller to computer, the length of wire from the array to the controller, the

optimisation of the data capture and imaging codes etc. Because of this, the differences in

Crystal software and TWI’s equipment compared to the array controller and code used for

R-PWI, this is not the absolute expected increase, but it shows the capability of R-PWI in

inspection.

6.3 Comparison of PWI adapted fast algorithms

From the simulations carried out from chapters 4 and 5, another parametric study was carried

out. The effect of the signal-to-noise ratio (SNR) was calculated by increasing the PRF in

the simulation domain to gather a comparison between each algorithm of PWI, R-PWI and

UR-PWI. Since the back-wall artifact is the largest contributing factor to deterioration of

the image quality, the simulations were carried out using the space defined in Figure 5.13. In

each instance the area excluding the back-wall was used to identify the level of noise and the

back-wall amplitude was used as the main signal. Signal to Noise ratio (SNR) was calculated

using the following equation:

(6.4) SNR = 20 log10

�
maxjSj
Nrms

�

Where jSj is the maximum absolute signal response in the image domain and Nrms is the root

mean square (rms) of the noise in the noise area defined. This was characterised for all three

algorithms.
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(a)

(b)

Figure 6.7: Effect of SNR due to theoretical frame-rate of effected algorithms, (a) showing
maximum theoretical frame-rate resolution of 10000 and (b) 5000.

The theoretical frame-rates were calculated using Equations 4.15, 4.16 and 5.3. Figure 6.7

displays the optimal range of each algorithm from an SNR point of view. For the low frame-rate

region of less than 1300 fps, PWI displayed the best performance shown by Figure 6.7b. In
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the range considered fast frame-rate of 1300 to 2500 fps, R-PWI had the best performance,

with SNR 3dB higher than the other algorithms. Finally, at the ultra-high frame-rates of 2500

to 10000 fps and higher, UR-PWI performed 3dB better than R-PWI and 8dB higher than

regular PWI. In context, fast frame-rate would be desirable where large inspection speeds in

time-critical situations would be ideal, for example scanning a large nuclear site, which requires

the nuclear site to be turned off for the duration due to safety concerns. By being able to scan

faster, this would reduce the downtime of the site. For ultra-fast frame rates, one could use it

to visualise crack generation or visualise bubbles and particles in fast moving fluids for study.

6.3.1 R-PWI benefits and limitations

This subsection lists the potential benefits that can be gained from using the R-PWI algorithm,

defined by Table 6.2, and the limitations to be considered in future use.

Benefits Limitations

Low sidelobe levels Only has two partially orthog-
onal signals with same TB

Sidelobes can be re-
duced with weighted filter

weighted filter causes pulse width to
increase and loss of degree of orthogonality

Increases rate of data acqui-
sition by up to a factor of 2

maximum data acquisi-
tion increase is factor of 2.

Adaptable with different chirp properties Chirp Properties are lim-
ited by transducer properties

Table 6.2: Table defining R-PWI benefits and limiations.

6.3.2 UR-PWI benefits and limitations

This subsection lists the potential benefits that can be gained from using the UR-PWI algorithm,

defined by Table 6.3, and the limitations to be considered in future use.

Benefits Limitations

Many signals have partial or-
thognality (based on bit length)

Sidelobe levels are high (� 16dB)
when compared to R-PWI

Pulse compression to increase SNR very low adaptability, increase of bit
length means increase in signal length.

Simple form of coded-excitation, easy
to implement discrete phase shifts

SNR is relatively stagnant
due to sidelobes in images

Increases data acquisition rate large
factors (can be over a factor of 12.5)

Table 6.3: Table defining UR-PWI benefits and limiations.
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6.4 Summary

Firstly, this chapter introduced a flowchart diagram to aid in standardisation of VSA and PWI

algorithms. The flowchart follows the findings from Chapter 3 and uses the results as reference

points. The flowchart is currently being used by TWI for the use of VSA and PWI in their

Crystal Software.

Secondly, R-PWI was implemented into inspection scenarios that could exist in real life,

the first inspection is described as an aluminium block with side-drilled holes, this represents

calibration blocks which are used to calibrate arrays for inspection of samples. A contact

inspection was carried out using R-PWI with � = 55�s and the defect and back-wall were able

to be realised. The second inspection used an angled inspection strategy, which are used in

industry today to detect crack like defects, in this case a steel sample with a notch of size

0.5mm which represents a small crack-like defect in the back wall was inspected with R-PWI

with a � = 20�s. For this, the value of � could be smaller due to the back-wall reflection not

being captured in angular inspection and the artifact caused by the front-wall crosstalk was

contained within the wedge. The R-PWI technique has shown validation for detection and

characterisation with the two case studies presented in this thesis for industrial application,

from both cases, and could be used in inspection today with upgrades to hardware to enable

the algorithm to be used in real time.

Finally, a comparison of UR-PWI, R-PWI and PWI was carried out, comparing the SNR

of all three algorithms with relation to frame-rate increase, with R-PWI showing the best

performance between 1300-2500 fps and UR-PWI showing the best performance >2500 fps. A

summary of the benefits and limitations of R-PWI and UR-PWI is also presented. The next

and final chapter summarises the findings of this thesis and presents potential future work to

advance the findings of this thesis.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

This thesis has investigated existing and new techniques to increase the rate of data acquisition

and therefore increase the speed of inspection with the use of array based methods. Initially

a comparison of existing techniques used to increase data acquisition was carried out. This

was used to find optimised characteristics for these techniques and aid in standardising them

for use in industry. Then one of these techniques, Plane-Wave Imaging (PWI), was adapted

by the use of coded-excitation signals to further increase its rate of data acquisition. The

results were analysed by measuring the level of artefact generated compared to the back-

wall amplitude and signal-to-noise ratio compared to regular PWI. The applicability of these

algorithms were then determined based on the analysis. This thesis contributed in finding

optimisation characteristics for PWI and VSA which can be implimented into the respected

algorithm on industry standard software; in this instance TWI Crystal Software. This enables

and aids standardisation of these algorithms for use in industrial applications for the sposoring

company TWI. Further contribution by the use of coded-signals to enhance PWI in rate of

data acquisition by reducing the firing numbers was also presented, these methods require

hardware adaption to be implemented into industrial use, but this thesis provides the backbone

to these techniques. This can be used in niche applications, such as scanning large surface areas

in nuclear sites in faster speeds to the current state of the art to reduce down-time of the site.

7.2 Summary of Findings

7.2.1 Comparison of existing techniques

Chapter 3 explored three existing algorithms in the form of PWI, VSA and VSA-R. Each

algorithm was described and showed the potential to increase frame-rate without losing imaging

quality. This was evaluated by calculating the focusing performance (API) for each algorithm,
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with an aluminium block of thickness 68mm and a side-drilled holed at depth of 43mm, using

an array with properties of 5MHz and 0.6mm pitch. For PWI, it was determined a minimum

of 5 firings was required to retain the focusing performance standard of FMC-TFM, however

to minimise imaging artifact generated in the form of sidelobes, which at 5 firings this was

approximately �25dB, at least 10 firings would be required. Furthermore, the largest contributor

to loss of image quality in PWI was the angular choice, choosing a sweep range between �20�

to �30� showed the best results in retaining focusing performance at a standard close to

FMC-TFM. At low numbers of firings, PWI showed deterioration of focusing performance at

the edges of the fired planar-wave, where the plane-wave’s form became circular, therefore

creating an imaging error in the algorithm. Thus causing a loss of image quality in the image if

an artefact was present at those wave-edge positions, where the focusing performance would

become 40% worse than FMC-TFM. By increasing the firing numbers, this effect reduced.

Furthermore, due to firing planar waves, at larger depths (approximately >100mm), it was

determined that the range of PWI angles would need to be adjusted so that the planar waves

would illuminate the region of interest.

In the case of VSA, it was found to perform consistently similar to FMC-TFM throughout

in terms of focusing performance, approximately 10% worse in value. A minimum firing number

was described to determine the difference between VSA and sparse firing technique, and the

relationship between VSA and focusing performance showed that the aperture size was the

main contributor to focusing performance change. From the simulation results and experimental

validation, it showed that the smaller the aperture size, the closer the focusing performance

was to FMC-TFM, with the performance deteriorating as the aperture size became larger. For

the example considered, ideal aperture size was determined to be approximately between 10

- 20 elements, with the best choice being a factor of the array size in elements. Furthermore,

the virtual source location relationship to aperture size was characterised, and an ideal virtual

source location was identified to be equivalent to approximately 0.5 aperture size. With the

number of firings minimised for VSA, for a 16 aperture of a 64 element array this was 4 firings,

the results again showed the presence of sidelobes, and to minimise these it was determined

again that a minimum of 10 firings would be required.

The VSA-R algorithm was shown to behave similarly PWI, and it was found when the

virtual source is moved further away from the array, the algorithm will become PWI. VSA-R

displayed better focusing performance performance as depth increased. It was found that this

was due to the generated wavefronts not being circle waves, but rather chord-shaped waves

travelling similarly to PWI. This caused an error in the imaging algorithm, causing deterioration

in the focusing performance. When the angled waveform started missing the targeted region

of interest, the wave edges behaved as circular waves, and therefore inadvertently improved

the algorithm. As a result of this study, the industrial sponsors (TWI) have surpassed this

algorithm by VSA.
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7.2.2 R-PWI and UR-PWI

The use of coded-excitation within PWI was explored in chapter 4 and 5. R-PWI uses partial

orthogonal chirp pairs to directly increase the data acquisition rate of PWI by potentially

reducing the number of firings by a factor of 2, UR-PWI uses a similar approach but uses

multiple partially orthogonal psuedo-random sequences to further increase the rate of data

acquisition. In chapter 4, the use of equal and opposite linear frequency modulated signals

(LFM) or chirps were described, and pulse compression was discussed. By use of their partial

orthogonality it was shown the capability of firing two angled pair waves simultaneously as

part of PWI termed R-PWI, and therefore increasing the rate of data acquisition by a factor

of 2. The control variable, a time delay denoted as �, and its effect on the output response

based on different simulation and material parameters were investigated, finding that R-PWI

performs better for attenuating materials, where the artefact level which appeared at various

� values became lower for higher attenuating materials. For example, at � = 22�s with no

attenuation, the expected artefact level for an aluminium block with a back-wall situated at

60mm was �25dB, but with if the material had an attenuation coefficient of 0:0261 dB mm�1,

the artefact level was shown to be �28dB, a decrease by 3dB. Materials which have low

reflection coefficients at the transducer - material interface also showed a similar performance,

where the low reflection coefficients led to better performance. In this instance, for a material

with a reflection coefficient, R = �1, the expected artefact level for the same aluminium block

was �25dB, and with R = �0:5, the artefact level was found to be �31dB, a decrease of 6dB.

Furthermore, experimental validation showed that an artefact is present at low values of �,
for an aluminium block with a back-wall situated at 60mm this was between � = 0 to 27�s,
which is caused by the crosstalk between elements at the front-wall. This led to the realisation,

to choose an optimum � value, the second reverberation artefact was an acceptable limit, which

relates to equation 4.23. An angled inspection strategy was performed with an extra interface

in the form of an angled wedge placed between the transducer and the steel block sample to

see the potential of reducing the delay variable, �. From the example inspection carried out for

R-PWI, the angled inspection strategy of a steel block showed that the crosstalk artefact was

absorbed by the wedge region, and the lack of back-wall reflections being captured, allowed for

lower � values to be acceptable, in this instance � = 22�s.
Chapter 5 was an investigation of the use of pseudo-random signals in the form of pseudo-

random bipolar sequences (PRBS). First, due to the generation of PRBS signals for ultrasound

had two variables for consideration, a parametric study was conducted in the form of information

retention, to determine the ideal PRBS pulse shape for a specific ultrasonic transducer. This

was found to be when the two parameters, �f1j�1g and �f0g were equivalent to 1
2fc , where fc

is the centre frequency of the transducer. Furthermore, it was shown that PRBS have a good

range of partial orthogonality and, unlike LFM signals, is not limited to 2 partially-orthogonal

signals. This led to the creation of the UR-PWI algorithm, and a study of the effect of the
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artefact generated based on the value of the delay variable, �. While the results were promising,

it must be noted that the use of PRBS leads to large signal sidelobes of approximately 18dB
for a signal length of 10�s, which in turn appears in the imaging domain, and therefore there is

a trade of SNR for super fast acquisition.

In Chapter 6, a comparison of R-PWI and UR-PWI was made by comparing the SNR

based on the frame-rate increase of each algorithm, for fps of 1300-2500 R-PWI was the best

performing in terms of SNR, and for frame-rate of 2500 to >10000, UR-PWI was determined

to be the best performing.

7.3 Suggestion for Future Work

7.3.1 Further investigation of PWI and VSA

Chapter 3 covered a detailed analysis of PWI and VSA for fast ultrasound imaging. A possible

extension of this analysis is by using multi-mode analysis of these compared to FMC-TFM, such

as half-skips and full-skip techniques. Proof of concept of multi-mode PWI and VSA has already

been established [76, 137] but lacks optimisation for real-world cases. The use of multi-mode

TFM has enabled sizing and detection of non-specular defects, such as small surface cracks [74].

By enabling VSA and PWI techniques to do the same with optimised firing patterns, it could

lead to more rapid inspection. Furthermore, as VSA is limited to a set number of elements

for an aperture for imaging performance, whereas PWI fires on all elements with delay laws

in-place, it would be interesting to see the advantage of using larger arrays which contained

more elements as this could have a potential effect of increasing SNR, without the need to

increase the number of firings in the case of PWI. Comparing PWI, VSA and FMC with respect

to maximum number of elements on the array, number of firings and the resulting SNR or

focusing performance would lead to a good study case for further research.

7.3.2 Further investigation of R-PWI and UR-PWI

Chapter 4 and 5 provided proof of concept for rapid algorithms, R-PWI and UR-PWI. These

algorithms provide methods of increasing the rate of data acquisition within ultrasound imaging,

the initial simulation and experimental data displayed promising results for R-PWI, and the

simulations showed the capibility of UR-PWI. However, further detailed analysis is required

with more experimentation and defect based analysis to further move these algorithms to

deployment. Furthermore, the array controller used (Verasonics Vantage 128) has a tri-state

arbitary waveform generator, but its capability are limited due to its generation techniques,

this leads to imperfect pulse generation with approximately 10-22dB error. Advancements in

hardware and methods to generate better desired signals could lead to even better results, such

as reduction in noise response and better compression rates of the coded signals, and would be

an interesting topic for further research.

120



7.3. SUGGESTION FOR FUTURE WORK

7.3.3 Implementation of coded-excitation signals for VSA

In this thesis, coded-excitation signals in the form of chirps and PRBS were adapted for PWI

to increase the algorithms’ speed of data acquisition. The method used to do this could be

adapted for VSA, by having partially orthogonal signals fired either simultaneously or with a

set delay, such as the delay variable, �. An analysis of the resulting image quality and potential

comparison to R-PWI or UR-PWI would be a good case study.

7.3.4 Use of PWI and VSA in 2D arrays for fast three dimensional imaging

2 dimensional (2D) arrays have been used for 3 dimensional reconstruction of ultrasound images

with the use of an adapted TFM-FMC algorithm [138, 139]. By the use of 2-D arrays, PWI

could be adapted into 3 dimension (3D) imaging, by firing on all elements of a 2D array, these

could be fired in 360 field in the x-y direction while being emitted in the z direction. The

reconstruction algorithm could also be adapted similarly to how it was done in Chapter 3,

where limited sized plane-waves would be transmitted and illuminate a specific region, the

reception would then use TFM allowing for rapid 3D inspection. In theory, VSA could also be

adapted in a similar manner, where select elements surrounding a central element would fire

with set delay laws depending on a virtual source point located somewhere above the array,

the VSA algorithm then can be adapted for 3D imaging. Enabling 3-D imaging at very high

frame-rates could open various possibilities, such as monitoring the opening and closing of crack

surfaces, or enable fast sheer wave elastrography and visualise blood flow and various other

medical uses.
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