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Europa’s small impactor flux and seismic detection predictions
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Abstract

Europa is an attractive target for future lander missions due to its dynamic surface and potentially habitable sub-surface environment. Seismology has the potential to provide powerful new constraints on the internal structure using natural sources such as faults or meteorite impacts. Here we predict how many meteorite impacts are likely to be detected using a single seismic station on Europa to inform future mission planning efforts. To this end, we derive: (1) the current small impactor flux on Europa from Jupiter impact rate observations and models; (2) a crater diameter \textit{versus} impactor energy scaling relation for icy moons by merging previous experiments and simulations; and (3) scaling relations for seismic signal amplitudes as a function of distance from the impact site for a given crater size, based on analogue explosive data obtained on Earth’s ice sheets. Finally, seismic amplitudes are compared to predicted noise levels and seismometer performance to deter-
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mine detection rates. We predict detection of 0.002–20 small local impacts per year based on P-waves travelling directly through the ice crust. Larger regional and global-scale impact events, detected through mantle-refracted waves, are predicted to be extremely rare (10^{-8}–1 detections per year), so are unlikely to be detected by a short duration mission. Estimated ranges include uncertainties from internal seismic attenuation, impactor flux, and seismic amplitude scaling. Internal attenuation is the most significant unknown and produces extreme uncertainties in the mantle-refracted P-wave amplitudes. Our nominal best-guess attenuation model predicts 0.002–5 local direct P detections and 6\times10^{-6}–0.2 mantle-refracted detections per year. Given that a plausible Europa landed mission will only last around 30 days, we conclude that impacts should not be relied upon for a seismic exploration of Europa. For future seismic exploration, faulting due to stresses in the rigid outer ice shell is likely to be a much more viable mechanism for probing Europa’s interior.
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1. Introduction

Europa, the second of Jupiter’s Galilean satellites, has long been considered an attractive target for lander missions due to its active surface processes and potentially habitable interior (Pappalardo et al., 2013). So far, Europa has been investigated using remote sensing by Voyagers 1 and 2 (1979, flyby missions passing through the Jovian system), Cassini-Huygens (2000, en route to Saturn), New Horizons (2006, en route to Pluto), and the Galileo Jupiter orbiter (1995–2003). Results from these missions are reviewed in de-
tail by Pappalardo et al. (2009). Following these spacecraft observations the existence of liquid water beneath an icy outer shell has been proposed (e.g., Cassen et al., 1979; Carr et al., 1998; Kivelson et al., 2000). The sub-surface ocean is predicted to be in direct contact with a rocky mantle, giving rise to conditions analogous to those on Earth’s seafloor (Gowen et al., 2011). The possibility of chemical interaction across the rock-water boundary has led to active discussion of a habitable sub-surface environment (e.g., Reynolds et al., 1983; McCollom, 1999; Chyba, 2000; Chyba and Phillips, 2001, 2002).

Although previous missions have taught us much about Europa and the Jovian system, many exciting questions remain unanswered (Squyres, 2011), particularly regarding surface activity and internal structure. Recently, the Jupiter Icy Moon Explorer (JUICE) orbiter mission was selected for the L1 launch slot of ESA’s Cosmic Vision science programme to explore Jupiter and its potentially habitable icy moons including Europa (Grasset et al., 2013). Future missions could include a lander and one of the aims of NASA’s recently announced Europa Clipper mission is to perform reconnaissance for future landing sites (Pappalardo et al., 2015). Some of the most recent mission configurations even include a lander element, with the potential to deliver instruments to the surface.

One of the best ways to probe icy moon interiors in any future mission will be with a surface-based seismic investigation. The Apollo seismic experiment, installed by astronauts, enhanced our knowledge of the lunar interior dramatically, including: lunar density (Bills and Ferrari, 1977), velocity structure (Goins et al., 1981; Nakamura, 1983; Lognonne et al., 2003), and seismic attenuation (Nakamura, 1976; Goins et al., 1981; Nakamura and
Koyama, 1982). On Mars, the Viking seismometer was intended to measure martian seismicity, but its position on the lander deck meant it was unable to capture any definitive seismic events due to poor coupling with the ground and sensitivity to wind noise (Anderson et al., 1976). NASA’s 2018 InSight Mars lander aims to obtain more representative seismic data and will use a robot arm to deploy dual seismometers directly onto Mars’ surface protected by a wind and thermal shield (Banerdt et al., 2013). On Europa, future missions may be able to deploy compact seismometers (e.g. Pike et al., 2010) to the surface in a cost effective way using penetrator technology (Collinson and UK Penetrator Consortium, 2008; Gowen et al., 2011).

Europa has a relatively small number of impact craters (Zahnle et al., 2003), which suggests a young and geologically active surface (Pappalardo et al., 2009). This makes it a promising target for seismic investigation as natural sources could be used to probe the internal structure (Lee et al., 2003; Panning et al., 2006). To aid future mission design it is important to predict in advance which kind of sources will produce the most detectable seismic signals. Two of the most promising seismic source candidates are: (1) fracturing or cracking of the ice crust driven by tidal forces; and (2) surface impacts by small comet- or asteroid-derived meteorites.

Fracturing of Europa’s ice crust driven by tidally induced stresses is expected to be the main source of seismicity (Lee et al., 2003; Panning et al., 2006) and has been the main focus of research to date. The types and likely seismic magnitudes of such faulting are reviewed in detail by Panning et al. (2006) and include tensile cracks, normal faults, and strike-slip faults. The most common fracturing events are expected to be tensile cracking of the
rigid outer ice shell driven by diurnal stresses induced by Europa’s eccentric orbit around Jupiter. Estimates of diurnal stress range from 40–100 kPa (Hoppa et al., 1999; Leith and McKinnon, 1996) and should result in many small seismic events during each orbit, with crack depths of a few hundred metres and moment magnitudes of $M_w \sim 2$ (Lee et al., 2003; Panning et al., 2006). Note that moment magnitude $M_w$ is commonly used to describe the size of an earthquake or planet-quake and is defined from the seismic moment $M$ released in Nm according to $M_w = 2/3(\log_{10} M - 9.1)$ (Kanamori, 1977). Larger stresses of ~3-10 MPa can build up over longer time periods due to various mechanisms including Europa’s asynchronous orbit, obliquity, polar wander, or ice shell freezing (McEwen, 1986; Wahr et al., 2009; Rhoden et al., 2011). These could result in much larger faulting events, such as the normal faults observed by Nimmo and Schenk (2006) that were estimated to require a driving stress of around 6–8 MPa and produce Europa-quakes with moment magnitudes of $M_w \sim 5$–6. Large strike-slip faults (McEwen, 1986) could result in similar sized events (Panning et al., 2006).

Large normal or strike-slip faults with $M_w \sim 5$ should be detectable globally at long-period with a reasonably high performance surface seismometer deployment, whereas much smaller events from diurnal tensile cracking would only be detectable locally (Panning et al., 2006). However, the exact occurrence rate of such seismic events includes extreme uncertainties as it depends on fracture/crack depth, crustal thickness, and the crust’s depth-temperature profile, which are difficult to determine from current data. In addition, under the most plausible mission scenarios, which include only a single seismometer, it will be challenging to obtain the location and source
mechanism details of a complex fault source. This will increase the uncertainty in any determinations of internal structure.

In contrast, meteorite impacts generate seismic energy during crater formation with a relatively simple isotropic source function (Teanby and Wookey, 2011), and could potentially be located using other methods such as surface imaging from an orbiting spacecraft (Malin et al., 2006; Daubar et al., 2013). The frequency of meteorite sources are also somewhat more predictable than that of fault sources and can be constrained by recent observations of impacts into Jupiter (Hueso et al., 2013) and crater populations on the Galilean satellites (Zahnle et al., 1998; Zahnle et al., 2003). In addition, future missions such as JUICE will improve our understanding of the small impactor population with high resolution imaging of Europa and Ganymede of up to 6 m/pixel (Grasset et al., 2013). Small locally detectable impacts would allow determination of the ice crust structure, whereas larger impacts could release enough energy to be detectable at teleseismic (global-scale) distances, which would be well suited to determining deep internal structure.

In this paper, we estimate how many impacts could be detected using a single surface-deployed seismometer, and determine whether impacts could provide a reliable additional source for a future seismic investigation of Europa.

2. Impacts on Europa

2.1. Current impactor flux

According to high-resolution images from the Galileo spacecraft, small impact craters are abundant on Europa (Bierhaus et al., 2001). However,
the rate of small impacts that produce craters with diameters less than 1 km is poorly constrained by direct surface observations as a large number of small craters on Europa are “secondaries”; i.e. craters formed by material ejected from large primary impact craters (Bierhaus et al., 2005; Zahnle et al., 2008). Fortunately, the current small impactor flux into Jupiter is relatively well constrained by observations of impact flashes (Hueso et al., 2013). Therefore, to avoid the issues of secondary craters, our approach is to use Jupiter’s impact flux observations, combined with the relative impact probability on Europa compared to Jupiter, to determine Europa’s current impact rate.

Hueso et al. (2013) report the impact rate of small objects into Jupiter’s atmosphere based on regular amateur astronomer observations of impact flashes, which provide a direct estimate of impact energy. In total three flashes were observed at times close to Jupiter’s opposition, when many amateurs were able to observe the planet: one on June 3, 2010, one on August 20, 2010, and one on September 10, 2012. Hueso et al. (2013) used the measured light curves to estimate impactor energies and determine equivalent impactor diameters in the 5–20 m range by assuming a typical impact velocity of 60 km s\(^{-1}\) and densities in the range 250–2000 kg m\(^{-3}\). Hueso et al. (2013) then compare the impactor diameters with impactor diameter distributions estimated from crater counts (Zahnle et al., 2003; Schenk et al., 2004) and dynamical modelling (Levison et al., 2000). Based on estimates of the effective observation time coverage, Hueso et al. (2013) propose that around 12–60 objects with diameters of 5–20 m impact Jupiter each year and conclude that the impact rate of ecliptic comets estimated by Levison et al.
(2000) is the most consistent with their observations.

In the Jovian system, ecliptic comets (e.g. Jupiter-family comets) are generally regarded as the dominant source of primary craters (Zahnle et al., 1998; Zahnle et al., 2003; Burger et al., 2010). Asteroids from the main belt, Trojan, or Hilda groups provide a potential secondary impactor population. For example, Sánchez-Lavega et al. (2010) used orbital analysis to determine that the 2009 Jupiter impact event had a roughly equal probability of being an asteroid or comet. Subsequent near infrared observations of the impact site by Orton et al. (2011) indicated silicate spectral features, which favour an asteroidal origin for this impact. Conversely, the 1994 Shoemaker-Levy 9 impact displayed no such signature and a cometary origin is favoured for this impact (Orton et al., 2011). Burger et al. (2010) review the recent literature and conclude that the main belt asteroid contribution is likely to be negligible. However, modelling by Brunini et al. (2003) suggests that the Hilda group may provide a significant additional contribution to small crater production in the Jupiter system - perhaps comparable to the Jupiter-family comets - although this depends strongly on what is assumed about the unobserved small asteroid population and collision processes. Brunini et al. (2003) also suggest that impacts from the Trojans are approximately an order of magnitude less frequent than the Hildas. Furthermore, Di Sisto et al. (2005) find that asteroids escaped from the Hilda group can often mimic Jupiter-family comet orbits and so may be indistinguishable when it comes to cratering events. On balance it appears that while asteroids do impact Jupiter and its moons, their contribution is around an order of magnitude less than that from Jupiter-family comets.
In any case, independent of the source of the material, the model of Levison et al. (2000) provides the best agreement with the most direct observations of present-day impactor diameters available (Hueso et al., 2013). Zahnle et al. (2003) show Europa’s ecliptic comet impact probability relative to Jupiter, $P_{EC} = 6.6 \times 10^{-5}$, by using the Monte Carlo algorithm described by Zahnle et al. (1998, 2001). Using this scale factor, we rescale the Levison et al. (2000) model to compute the impactor diameter distribution on Europa, which is shown in Fig. 1 along with previous observational and model estimates. We employ a factor of two estimated uncertainty on this rate following Sánchez-Lavega et al. (2010). Note that for a given impactor size, the impact energy will be different for Jupiter and Europa as they have different typical impact velocities: $\sim 60$ km s$^{-1}$ for Jupiter and $\sim 26$ km s$^{-1}$ for Europa.

2.2. Crater diameter - impactor energy relation in Ice

We now consider the relation between impactor energy and crater diameter for icy surfaces. This allows both impactor and cratering rates for Europa to be considered and will later allow cratering events to be compared with analogue explosive experiments on ice sheets. The relation between an impactor’s kinetic energy $E$ and the resulting crater diameter $D$ is usually expressed as a simple power-law form: $D = \alpha E^\beta$, where $\alpha$ and $\beta$ are positive constants. The exponent $\beta$ theoretically takes different values between $1/3$ and $1/4$ depending on the regime of the cratering conditions, which can be derived by a simple scaling approach (Katsuragi, 2015). The small craters considered here are in the strength regime (Melosh, 1980, 1989). The exponent $\beta$ is also influenced by effects such as target/impactor material properties and impact angle (Holsapple and Schmidt, 1982; Horedt and Neukum,
To avoid such complexity, a single scaling law for the $D - E$ relation is used for this study, and variations in target and impact conditions are included as an extra uncertainty term.

We used the craters database (CDB) of Holsapple (2015) to determine the scaling law for ice, which includes high energy impact studies and explosive experiments. Compared to the number of CDB measurements for rocky surfaces, the data for icy surfaces is rather sparse due to the more complex experimental setups required. To cover a wider range of impact energy, and obtain enough data to determine an accurate scaling law, we also include additional ice experimental data (Lange and Ahrens, 1987; Iijima et al., 1995) and impact crater simulations (Turtle and Pierazzo, 2001; Bray, 2009; Bray et al., 2014).

Lower gravity in general makes craters easier to excavate and the gravity on Europa is $1.31 \text{ m/s}^2$ compared to $9.81 \text{ m/s}^2$ on Earth. Horedt and Neukum (1984) present a compilation of crater-related scaling laws, which are applicable to different gravity conditions. For impacts into icy bodies, the gravity affects crater diameters by a factor of $(g_{\oplus}/g)^{0.25}$, where $g$ and $g_{\oplus}$ are the surface gravity on the planet and on Earth respectively. Kawakami et al. (1983) have previously applied this gravity scaling to craters on Mimas (Saturnian satellite) and Callisto (Jovian satellite). Therefore, the general scaling law for crater diameter as a function of impactor energy, including the gravity effect, is of the form:

$$D = \alpha_{\oplus} E^\beta \left( \frac{g_{\oplus}}{g} \right)^{0.25} = \alpha E^\beta,$$

where $\alpha = \alpha_{\oplus} (g_{\oplus}/g)^{0.25}$ relates experimental results obtained on Earth to a general planet.
Figure 2 shows energy versus crater diameter for our overall ice database under Earth gravity conditions. Because the simulations of Turtle and Pierazzo (2001), Bray (2009), and Bray et al. (2014) were carried out under Europa and Ganymede gravity conditions respectively, the results were rescaled to Earth gravity first by applying the above gravity scaling, which allows all the data to be compared on the same plot. Although the data are quite sparse, most of the data lie on a single line on a double logarithmic plot. The parameters $\alpha_\oplus$ and $\beta$ were fitted using least squares. Our overall scaling law for general icy bodies including uncertainties for unknown source/target parameters and a gravity correction is given in SI units by:

$$D = 1.82^{+0.85}_{-0.57} \times 10^{-2} E^{0.29\pm0.002} \times \left( \frac{g_{\oplus}}{g} \right)^{0.25}.$$  \hspace{1cm} (2)

Note that error bars on the constant of proportionality are chosen so that the resulting uncertainty range encompasses 68% of the measured data, while those on the power are formal 1$\sigma$ errors from the least-squares fitting method. Therefore, these error bars are representative of a single cratering event with unknown impactor density and incidence angle. Figure 2 also shows the scaling relation for rocky surfaces derived by Teanby and Wookey (2011) for comparison, which is not so different from that for icy surfaces in this diameter range. The main difference between impacts in ice and rock is that $\beta$ is slightly larger for rock than for ice, meaning that small craters are easier to form in ice. This agrees with laboratory studies, which show craters in ice are about 2–3 times larger than in rock for experiments at low impact energies $E < 1$ KJ (Lange and Ahrens, 1987).
Previously, Zahnle et al. (2003) proposed a more complex scaling relation:

\[
D = 11.9 \times 10^3 \left( \frac{v^2 \times 10^{-6}}{g \times 10^2} \right)^{0.217} \left( \frac{\rho_i}{\rho_t} \right)^{0.333} (d \times 10^{-3})^{0.783},
\]

(3)

where the \(d\) is the impactor diameter (all parameters are given in SI units), which was based on scaling relations derived for small impacts and explosions in sand by Schmidt and Housen (1987). Zahnle et al. (2003) assume an impact velocity \(v = 2.6 \times 10^4 \text{ ms}^{-1}\), Europa’s surface gravity \(g = 1.31 \text{ ms}^{-2}\), an impactor density \(\rho_i = 600 \text{ kg m}^{-3}\), and a target density \(\rho_t = 900 \text{ kg m}^{-3}\).

Under these assumptions and Earth’s gravity, their relation simplifies to:

\[
D = 5.69 \times 10^{-2} E^{-0.261}
\]

(4)

We plot this against our scaling relation in Fig. 2 as an additional check. The resulting predictions are within our calculated scaling law uncertainties for crater diameters over 100m. However, for smaller craters the Zahnle et al. (2003) relation predicts crater diameters up to three times larger than our scaling law. This is due to the fact that at low energies craters are much easier to form in sand than in ice so the Zahnle et al. (2003) relation becomes less applicable. We consider our compilation of ice impacts more appropriate for the present study and so use our simplified scaling relation (Eq. 2) for the rest of this paper. This has the additional advantage of not requiring assumptions about impactor densities. Instead, using Eq. 2 enables us to convert directly between impact energy and a corresponding crater diameter on Europa, including an uncertainty, which is more useful for the analysis in this study.
3. Seismic signals from impacts in ice

In this section we determine the amplitude of a seismic signal as a function of distance for a given crater forming impact. Explosions are commonly used as analogues for impact processes (Teanby and Wookey, 2011). Therefore, our approach is to use analog explosive data obtained on Earth’s icy surfaces to empirically determine seismic signal amplitudes and associated uncertainties. The advantage of this approach compared to entirely theoretical waveform modelling is that we do not need to explicitly consider seismic efficiency, the fraction of impact energy converted into seismic waves, which is extremely uncertain (Richardson et al., 2005; Teanby and Wookey, 2011). Both impacts and explosives are high frequency sources, meaning that the bulk of the near-field seismic energy will be in high frequency waves, which are quickly attenuated in an attenuating medium like ice. Therefore, accurate seismic efficiency determination would require extremely high frequency seismic measurements to be taken at multiple locations close to the source, which are typically not obtained. Using analogue data avoids the need for such measurements and intrinsically accounts for near-field and source effects. However, scaling relations base on terrestrial ice sheet data must be modified before they can be applied to Europa.

For our case of impact induced seismicity we focus on first arrival P-waves (primary or compressional waves) rather than S-waves (secondary or shear waves) because the most energetic phases for non-shear sources like impacts are P-waves (Teanby and Wookey, 2011). Therefore, S-wave amplitudes are not considered in this study. In addition, we suppose the seismometer established on Europa is a velocity sensor and measures the ground velocity.
induced by seismic waves. Here the peak signal amplitude (i.e., the maximum ground velocity) of the first arrival wave is regarded as a representative distinct amplitude.

3.1. Terrestrial distance-energy-amplitude relation for ice covered rock

First arriving P-waves in terrestrial ice sheets are either direct ice waves, which only propagate through the ice, or refracted phases, which are refracted at the ice-rock interface. For typical ice velocities (4 km s\(^{-1}\)) and rock velocities (6–8 km s\(^{-1}\)) with an ice sheet thickness of 2–4 km, the direct ice wave arrives first for source-receiver distances of <5–10 km and the refracted wave arrives first for distances >5–10 km. We note that the refracted wave provides a reasonable analogue to Europa, with suitable corrections for the presence of an ocean and differences in layer thicknesses. However, the direct P-wave in terrestrial ice sheets is a poor analogue for offsets (source-receiver distances) much greater than 10 km as an ice layer bounded at the bottom by high velocity rock acts as a wave guide for moderate to high incidence angle waves, which maintains a relatively high amplitude (see e.g. Shulgin and Thybo, 2015). This will not be the case on Europa where the low velocity ocean layer refracts waves impinging on the ice bottom boundary downwards, where they are either refracted into the mantle (low incidence angles) or trapped in the low velocity ocean layer (moderate to high incidence angles).

3.1.1. Analogue dataset 1: East Antarctica

Explosive experiments on ice were carried out in East Antarctica by the Japanese Antarctic Research Expedition in 1979–1981 (Ikami et al., 1981;
Ito and Ikami, 1984). In these studies, 5 small shots were fired in shallow 
drill holes (depth: $\leq 64$ m, explosive size: $\leq 560$ kg TNT) along with a 
couple of large explosions in deeper drill holes (depth: $\geq 64$ m, explosive size: 
$\geq 1000$ kg TNT). Several seismometers were deployed on the ice and seismic 
amplitudes were measured as a function of source-receiver offset. Because the 
thickness of ice on East Antarctica is a few kilometres, which is within an 
order of magnitude of the predicted thickness of Europa’s crust (Carr et al., 
1998; Greenberg et al., 1998, 1999; Turtle and Pierazzo, 2001; Nimmo et al., 
2003; Moore, 2006; Bray et al., 2014), these explosive experiments can, with 
suitable adjustment, be used as an impact analogue for Europa.

The analogue ice data imply that the seismic efficiency of large shots is 
higher than that of small shots. This is most likely due to the ice density 
at the explosion locations; shot points for the shallow small explosions are 
covered with very porous ice (i.e., snow or firn) in contrast to more solid ice 
(density: 850–900 kg m$^{-3}$) for the deeper holes of the large shots. In other 
words, the denser the ice at the point of explosion, the higher the seismic 
efficiency. Europa’s surface is unlikely to be snow-like or have a significant 
thickness of highly gardened material, otherwise the detailed tectonic features 
and cracking would be difficult to see (e.g., Greeley et al., 2000; Greeley et al., 
2004). Therefore, we assume Europa has a more competent solid ice surface, 
which implies shots in solid ice will be better analogues of impact processes 
on Europa.

The overall frequency response of the seismometers used was flat from 
2 to 20 Hz, which was sufficient to observe the most energetic P-wave ar-
rivals, which had frequencies in the range 5–15 Hz (Ito and Ikami, 1984).
Interestingly, Ito and Ikami (1984) also report that the amplitudes generated in deep solid ice show a similar dependence on the source-receiver distance to explosive experiments in rock. No distinction was given between direct and refracted waves in this study. However, given offsets in this experiment ranged from 0.5–200 km the amplitudes reported represent those of both the direct ice wave (distances \( \lesssim 10 \) km) and the crustal refracted wave (distances \( \gtrsim 10 \) km).

3.1.2. Analogue dataset 2: East-central Greenland

Shulgin and Thybo (2015) report results from more recent explosive experiments in East-central Greenland. They fired 8 shots in total, whose explosive charge sizes were in the range 500–1000 kg in deep boreholes with depths of about 80 m. The thickness of the ice sheet in East-central Greenland is 2–3.5 km, also within an order of magnitude of Europa’s estimated ice crust thickness. For source-receiver distances of 10 km or less the direct P-wave (passing though the ice only) was the first arrival, whereas at greater distances the crustal refracted wave was the first arrival. Shulgin and Thybo (2015) report the dependence on source-receiver distance of the maximum amplitude of the direct ice wave, refracted crustal phases, and refracted mid-crustal phases/Moho reflections. The frequency of the direct ice wave covered a broad frequency band from \(~5–40\) Hz at small offsets, while the refracted waves had peak frequency content of 5–15 Hz at large range (>100 km).

3.1.3. Terrestrial scaling relation - refracted P-wave

Seismogram amplitude for a general terrestrial ice sheet can now be estimated using the above explosion experiments. The amplitude data are
shown as a function of source-receiver distance in Fig. 3. Data with offsets over 10 km are representative of the refracted P-wave. To allow data with different explosive yields to be shown on the same plot, measured ground velocities are normalised relative to a 1000 kg TNT reference shot by using the scaled velocity-amplitude:

$$A_{\text{scaled}} = A_{\text{measured}} \left( \frac{E_{\text{ref}}}{E} \right)^c$$  \hspace{1cm} (5)

where $A_{\text{measured}}$ is the peak amplitude of ground velocity measured from the seismogram, $E_{\text{ref}}$ is the energy corresponding to 1000 kg TNT, $E$ is the yield of the explosive used, and $c$ is 0.5 (Teanby, 2015). Note that Ito and Ikami (1984) report peak-to-peak amplitudes of seismic waves so we use half of those values for the representative maximum amplitudes. Also, for the explosives in East-central Greenland, we only show the refracted wave data for shot point 1 of Shulgin and Thybo (2015) in Fig. 3 (extracted from their Figure 9) as this shot has physical amplitude units specified.

Fig. 3 also shows the impact and explosion data for rocky surfaces presented by Teanby (2015) for comparison, which cover ranges ≤1200 km. For unit conversions from kg TNT into Joules, we assume 1kg TNT = 4.18×10^6J (Shoemaker, 1983). The linear trend in Fig. 3 suggests that for explosions recorded on terrestrial ice sheets the relation between the velocity-amplitude $A_{\text{\explosion}}$ and the source-receiver distance $x$ can be empirically expressed as:

$$A_{\text{\explosion}} = A_{\text{ref}} \left( \frac{x}{x_{\text{ref}}} \right)^b \left( \frac{E}{E_{\text{ref}}} \right)^c,$$  \hspace{1cm} (6)

where $A_{\text{ref}}$ is the amplitude of a reference event with yield $E_{\text{ref}}$ at distance $x_{\text{ref}}$, $b$ is a power law exponent for distance which includes the effects of attenuation and geometrical spreading, and $c$ is a power law exponent for the
yield dependence. Parameter $A_{\text{ref}}$ includes the effects of source coupling and seismic efficiency. Here we chose a reference event with a yield equivalent to 1000 kg TNT and a reference distance of 10 km. From energy conservation only, $c$ should be $1/2$ because the kinetic energy of an elastic wave is proportional to the ground velocity squared. However, values of $c$ from $1/3$–$1$ have been reported in the literature, as reviewed by Kohler and Fuis (1992). Here we follow Teanby (2015) and use $c = 1/2$, which also fits the ice data used here. Parameter $b$ should be approximately $-1$ for spherically propagating waves in an isotropic medium without intrinsic/scattering attenuation (Shearer, 2009). However, in a general case the value of $b$ tends to be less than $-1$. Note that parameter $b$ can be assumed to be the same for both explosions and impacts because the effect of source-receiver distance entirely depends on crustal properties and wave propagation (Teanby, 2015).

The best fitting $A_{\text{ref}}$ value has a different value for explosions and impacts, with explosions giving higher peak velocity-amplitudes than impacts (Teanby, 2015). This is primarily because explosives are buried to improve seismic coupling, whereas impacts occur at the surface. Therefore, when estimating the amplitude of meteorite impacts from explosive experiment data, a scaling factor $s$ needs to be included in Eq. 6, which gives the velocity amplitude due to impacts $A_{\text{impact}}$ as:

$$A_{\text{impact}} = s A_{\text{ref}} \left( \frac{x}{x_{\text{ref}}} \right)^b \left( \frac{E}{E_{\text{ref}}} \right)^c,$$

where the value of $s$ is $\approx 0.1$ with a factor of four uncertainty (Teanby, 2015), implying that buried explosions are approximately 10 times more effective at generating seismic waves than impacts. For the rocky data presented by Teanby (2015), all raw data were bandpass filtered between 1 and 16
Hz, which covered the most energetic phases. Since this frequency range also corresponds to the most energetic phases of explosive data in ice, the amplitude data of Ikami et al. (1981) and Shulgin and Thybo (2015) can be directly compared with the rocky surface velocity-amplitudes.

For the explosions in East Antarctica, scaled velocity-amplitudes of large shots (1000 and 1400 kg TNT), which were fired in dense ice, lie within the error of the explosions scaling law for rocky surfaces (Fig. 3). This was also noted by Ito and Ikami (1984). Explosions in East-central Greenland were also conducted in deep holes, so as expected the data of Shulgin and Thybo (2015) overlap with that of Ito and Ikami (1984). In contrast, the data from small shots (10, 20, 45, 100, and 560 kg TNT) exploded in shallow/porous ice fall below the line of best fit for the large explosions, due to a reduced seismic efficiency. As noted earlier, we consider shots in solid ice as the best analogue for Europa’s surface. The seismic data from small shots in Ito and Ikami (1984) are then not an appropriate analogue for Europa’s surface conditions, so only the two largest shots (1000 and 1400 kg TNT) from this study are used here.

The ice data in Fig. 3 show that the explosions scaling law of Teanby (2015) - derived from nuclear explosives, chemical explosives, and impact events at ranges of 0–1200 km - can also be directly used for icy conditions as it fits the ice analogue datasets well.

Parameter values are summarised in Table 1. These parameters are representative for a refracted wave propagating through Earth’s rocky or ice covered crust. The parameters are valid over the range of source data used, i.e. offsets ≤1200 km and the 1–16 Hz frequency range.
3.1.4. Terrestrial scaling relation - direct ice wave

The direct ice wave is a much simpler case and can be derived from a reference explosion in ice with amplitude $A'_{\text{ref}}$, energy $E_{\text{ref}}$, and distance $x_{\text{ref}}$. The direct P-wave distance trend reported by Shulgin and Thybo (2015) is not directly applicable to Europa because of the waveguide effect of the low velocity ice sheet. Therefore, we use the measured direct ice wave amplitude at 10 km distance. At this small offset the waveguide effect can be neglected and the amplitude is representative. Using a reference explosion the amplitude of the direct ice wave $A'_{\text{impact}}$ is thus given by:

$$A'_{\text{impact}} = s A'_{\text{ref}} \left( \frac{x}{x_{\text{ref}}} \right)^{-1} \left( \frac{E}{E_{\text{ref}}} \right)^{c} \exp \left( -\frac{\pi f (x - x_{\text{ref}})}{v_i Q_p} \right), \quad (8)$$

where the $(x/x_{\text{ref}})^{-1}$ term accounts for spherical geometric spreading in an isotropic medium and the exponential term allows for intrinsic attenuation at frequency $f$ for ice velocity $v_i$ and P-wave quality factor $Q_p$. The seismic quality factor $Q$ allows quantification of the energy lost due to anelastic processes, such as grain boundary friction, during propagation of seismic waves. If a seismic wave with energy $e$ loses $\Delta e$ per cycle then $Q = 2\pi e/\Delta e$ (Shearer, 2009). High $Q$ materials have low attenuation and low $Q$ materials have high attenuation. For a given medium, $Q$ for compressive P-waves $Q_p$ is generally higher than for S-waves $Q_s$, which generally suffer more intrinsic attenuation.

For $x_{\text{ref}}=10$ km and $E_{\text{ref}} = 4.18 \times 10^9$ J (\equiv 1000 kg TNT) measured amplitudes are between $10^{-5}$ ms$^{-1}$ (Ito and Ikami, 1984) and $10^{-4}$ ms$^{-1}$ (Shulgin and Thybo, 2015). Therefore, we use the geometric mean value of $A'_{\text{ref}} = 3 \times 10^{-5}$ ms$^{-1}$ with a factor of three uncertainty. Parameters $s$ and $c$
are the same as for the refracted wave case as they relate to source processes only.

3.2. Seismic amplitude distance relations for Europa

We now consider application of our terrestrial ice sheet amplitude scaling relations to the specific case of Europa. First, we develop a reasonable set of seismic models for Europa’s interior. Second, we determine which seismic phases are most important for our study. Finally, we use a simple ray tracing approach to determine correction factors to allow the terrestrial ice sheet amplitude scaling relations to be applied to Europa.

3.2.1. Europa interior structure

Observations of Europa’s mass and moment of inertia support a four layer internal structure comprising a thin ice crust, a liquid ocean layer, a silicate mantle, and a dense iron core (Anderson et al., 1998; Kuskov and Kronrod, 2001, 2005; Sohl et al., 2002).

The ice crust is thought to comprise two distinct sub-layers: (1) a cold rigid (stagnant) lid with a steep temperature gradient, where internal heat is transferred by conduction, and (2) a warmer convecting deeper layer with an approximately isothermal or adiabatic temperature profile (Mitri and Showman, 2005; Moore, 2006). The total ice shell thickness is estimated to be \(~20\) km (Nimmo et al., 2003; Moore, 2006), with a conductive lid thickness of \(~5\) km (Nimmo and Manga, 2002; Nimmo et al., 2003). Thermal models estimate the convective layer temperature to be \(~250\) K, around \(20\) K below the estimated ocean temperature of \(~270\) K (Nimmo and Manga, 2002).

Cammarano et al. (2006) present a range of possible internal models for
Europa’s deep structure assuming pyrolitic or chondritic mantles, pure iron or iron plus 20% sulphur core, and two end member temperature profiles. The composition, temperature, and size of the core and mantle cannot be uniquely constrained based on the available data. Despite this, for physically consistent models the seismic velocities and densities in the ice crust, ocean layer, and mantle are relatively similar for all models, as is the ocean layer depth (110–140 km) (Cammarano et al., 2006). However, mantle attenuation, core size and core seismic velocities and densities can take a wide range of values. Most importantly for this study are the extreme uncertainties in attenuation and seismic quality factor $Q$ in the interior, originating from uncertainty in the internal temperature profile. End member models from Cammarano et al. (2006) have shear wave quality factor $Q_s$ spanning values from 100 (highly attenuating) to above $10^7$ (effectively no attenuation at seismic frequencies). This uncertainty will have a strong influence on the amplitude of seismic waves.

In this paper, we use a representative set of internal models with average seismic velocities, densities and layer boundaries based on the “cold” scenario from Cammarano et al. (2006). The choice of this model is not critical as seismic velocities are similar for both “cold” and “hot” cases. For simplicity we also assume a uniform velocity and density in each layer, which we consider reasonable as the pressure gradients in Europa’s interior are relatively modest, leading to shallow gradients in layer properties. To account for the large uncertainty in $Q$ we consider three attenuation models:

1. **Low** $Q$ (high attenuation): $Q_p=20$ is assumed in the outer ice shell, which is similar to frozen water-NaCl mixtures with temperatures above
the eutectic, resulting in partial melting (i.e. water ice and brine pockets) (Spetzler and Anderson, 1968). $Q_p=225$ is assumed in the mantle based on a typical mid-mantle value from Cammarano et al. (2006)’s “hot” model. This is very much a worst-case scenario with the maximum possible attenuation that could be considered reasonable.

2. **Nominal $Q$**: $Q_p=65$ is assumed in the outer ice shell; similar to the Athabasca glacier (Canada), which is very close to its melting point (Clee et al., 1969). $Q_p=1350$ is assumed in the mantle based on the value for Earth’s mid-crust (Dziewonski and Anderson, 1981), which falls between Cammarano et al. (2006)’s end member cases. We regard this case as a reasonable approximation to Europa’s interior.

3. **High $Q$ (Low attenuation)**: $Q_p=200$ is assumed in the outer ice shell, which is similar to values in cold terrestrial ice sheets 20 K or more below their freezing point (Bentley and Kohnen, 1976; Peters et al., 2012). $Q_p=2.25 \times 10^4$ is assumed in the mantle based on a typical mid-mantle value in Cammarano et al. (2006)’s “cold” model. This case has effectively no attenuation in the interior, very little attenuation in the outer ice shell, and in our view is extremely optimistic.

For non-liquid layers $Q_s$ is assumed to be $\frac{4}{9}$ths of $Q_p$, i.e. the value for a standard linear solid (Shearer, 2009). P-wave propagation in water is known to suffer very little attenuation (Sheehy and Halley, 1957) and attenuation in the ocean layer will have a negligible effect on seismic amplitudes. For all models the ocean layer is assumed to have $Q_p=5000$. This is the value for a 2 Hz seismic wave extrapolated from a least squares fit of explosion measurements in the Pacific (Vadov, 2006) to an attenuation power law derived
by Sheehy and Halley (1957). For Europa’s core we assume $Q_p=190$ in all models, a rather pessimistic value based on Earth’s core (Dziewonski and Anderson, 1981). We could reasonably expect much higher $Q_p$ for Europa’s core because of the lower internal temperature. For example, Cammarano et al. (2006)’s cold model has $Q_p=2.25 \times 10^4$. However, this assumption does not affect our analysis as we do not consider core phase amplitudes. Our simplified interior models are summarised in Table 2.

3.2.2. First arriving seismic phases

To inform the corrections required for applying the analogue ice sheet measurements to Europa, we use full waveform modelling to predict the first arriving and most energetic phases. Full-waveform synthetic seismograms were generated using the direct solution method (DSM) (Geller and Ohminato, 1994; Geller and Takeuchi, 1995; Takeuchi et al., 1996) with our nominal $Q$ simple interior model. The DSM method was too computationally expensive to model a high frequency surface event, so as an approximation we chose to model an isotropic explosive source at 10 km depth to a maximum frequency of 0.5 Hz using a 4000 layer model with a maximum spherical harmonic degree of 4000. This was sufficient to determine the first arrival phases and approximate relative amplitudes to guide modifications to the scaling relations. Arrivals were identified using the Tau-p toolkit (Crotwell et al., 1999). Both the DSM and Tau-p codes are used extensively for terrestrial applications and only required a minor modification for planet radius for our application. Figure 4 shows the resulting seismic record section. We make a slight addition to the usual seismic phase nomenclature and use “M” to denote propagation though the mantle and “K” to denote propagation
through the core (Europa has no known inner core). Hence, the direct ice
wave is called “P”, the refracted mantle phase is called “PMP” and the wave
passing through the core is called “PMKMP”.

Europa has a low velocity ocean layer underlying the ice crust and the
modelling shows that this structure simplifies the first arriving phases into:
the direct P-wave (passing though the ice) for offsets from 0–35°, the refracted
mantle PMP-wave (passing though the ice, ocean, and mantle) for offsets
from 35–140°, and the weak core diffracted PMP P-wave for offsets over
140° (although the core traversing PMKMP P-wave is expected to be much
stronger). Note that as the core is relatively small its shadow zone only affects
offsets over 140°, so our simple assumptions about its seismic properties will
have limited effects on the results. Based on this modelling, the main phases
we need to consider for impact detection are the direct P-wave through the
ice crust and the PMP-wave which passes though the ice crust, ocean, and
mantle. We do not consider core phases further in this paper.

3.2.3. Seismic ray tracing

The waveform modelling shows that direct P and refracted PMP are the
most important phases for impact detection. Application of the amplitude
scaling relations in Eqs. 7 and 8 to Europa will require calculation of cor-
rection factors, which depend on details of the path travelled by the waves.
Therefore, we now develop a simple ray tracing approach to calculate path
lengths and incidence angles as a function of source receiver offset. Figure 5
compares ray paths for the ice sheet data and Europa’s interior.

First consider the terrestrial case. We approximate the terrestrial ice
sheet data with a two layer planar model, as the curvature of the Earth
can be neglected over the scales of the surveys. From the ice sheet data we know the amplitude for a given source-receiver distance $x$ from Eq. 7, which comprises propagation distances of $x_r$ in rock and $2x_i$ in ice (see Figure 5a). For a refracted wave, the angle of incidence $\theta$ at the ice-rock boundary will be close to the critical angle $\theta_c$ determined using Snell’s law:

$$\sin \theta_c = \frac{v_i}{v_r}$$

(9)

For typical velocities $\theta_c = 30–45^\circ$. Therefore, in terms of the ice layer thickness $z$ we have:

$$x_r \approx x - 2z \tan \theta_c$$

(10)

For the ice sheet data $z = 2 – 3.5$ km, so at the large offsets of interest the $\tan \theta_c$ term can be neglected and $x \approx x_r$. Therefore, for refracted arrivals in terrestrial ice sheets the scaling relation in Eq. 7 can be considered a function of propagation distance through the rock only, coupled by a negligible layer of surface ice, i.e. $A_E(x) \approx A_E(x_r)$.

Now consider Europa’s top three layers: layer 1 the ice crust; layer 2 the water ocean; and layer 3 the rocky mantle. We define $s_{1,2,3}$ as the single segment path lengths in each layer (Figure 5b); $r_{1,2,3}$ as the planet centre to layer top distances (note that $r_1$ is the planet radius); and $v_{1,2,3}$ as the P-wave velocities. Because the layer velocities are uniform in our simple model, ray paths can be calculated analytically using ray theory (Aki and Richards, 2002). The spherical ray parameter $p$ is conserved along a ray path and is defined by $p = ru \sin \theta$, where at any given point along the ray path $r$ is the distance to the planet centre, $u$ is the slowness (1/velocity), and $\theta$ is the
incidence angle (Shearer, 2009). Using the sine and cosine rules, the path lengths in each layer can be shown to be:

\[ s_1^2(p) = r_1^2 + r_2^2 - 2r_1r_2 \cos \left( \sin^{-1} \frac{pv_1}{r_2} - \sin^{-1} \frac{pv_1}{r_1} \right) \]  
(11)

\[ s_2^2(p) = r_2^2 + r_3^2 - 2r_2r_3 \cos \left( \sin^{-1} \frac{pv_2}{r_3} - \sin^{-1} \frac{pv_2}{r_2} \right) \]  
(12)

\[ s_3^2(p) = 2r_3^2 \left( 1 - \cos \left( \pi - 2 \sin^{-1} \frac{pv_3}{r_3} \right) \right) \]  
(13)

with an overall source-receiver offset angle of:

\[ \Delta(p) = 2 \left( \sin^{-1} \frac{pv_1}{r_2} - \sin^{-1} \frac{pv_1}{r_1} + \sin^{-1} \frac{pv_2}{r_3} - \sin^{-1} \frac{pv_2}{r_2} - \sin^{-1} \frac{pv_3}{r_3} + \pi \right) \]  
(14)

Equations 11–14 can be used to tabulate the angular offset \( \Delta \) (or the linear offset \( x = r_1 \Delta \)) and the path lengths \( s_{1,2,3} \) as a function of \( p \) for our simple interior models. The angle of incidence at each boundary can be trivially determined from the ray parameter \( p = ru \sin \theta \) at each interface encountered by the ray. Figure 6(a–e) shows \( p \), travel time, and \( s_{1,2,3} \) as a function of \( \Delta \) for the PMP-wave.

3.2.4. Europa direct P-wave

For the direct ice P-wave, the amplitude scaling relation (Eq. 8) can be used directly, with a slight modification for differences in \( Q \) between Europa’s crust and terrestrial ice sheets.

\[ A_{E_{\text{impact}}} = sA_{E_{\text{ref}}} \left( \frac{x}{x_{\text{ref}}} \right)^{-1} \left( \frac{E}{E_{\text{ref}}} \right)^c \exp \left( -\frac{\pi fx}{v_1Q_1} \right) \exp \left( +\frac{\pi fx_{\text{ref}}}{v_1Q_{1\oplus}} \right), \]  
(15)

where \( Q_{1\oplus} \) is the P-wave \( Q \) in terrestrial ice sheets, assumed to be \( Q_{1\oplus} = 65 \) (Clee et al., 1969) and \( v_i \) is the P-wave velocity in ice, which can be assumed
to be the same on Europa and Earth ($v_i = v_1 = 4 \text{ km s}^{-1}$). The $4 \text{ km s}^{-1}$ P-wave velocity in ice is consistent with the direct ice wave observed by Shulgin and Thybo (2015) in the Greenland ice sheet.

3.2.5. Europa mantle-refracted P-wave

For the mantle-refracted PMP-wave, the amplitude scaling relation (Eq. 7) requires significant modification to account for differences in structure and geometry between the analogue ice sheets and Europa’s interior. The three main differences are: (1) Increased geometrical spreading due to differences in path lengths in the ice, water, and rock layers; (2) Differences in transmission coefficients due to the additional water ocean layer on Europa; and (3) Attenuation in Europa’s ice crust, water ocean, and rocky mantle.

Therefore, when applied to Europa the most relevant length is the propagation distance through Europa’s rocky mantle $s_3$.

The corrected version of Eq. 7 for mantle-refracted waves then becomes:

$$A_{E_{\text{impact}}} = s_{A_{\text{ref}}} \left( \frac{s_3}{x_{\text{ref}}} \right)^b \left( \frac{E}{E_{\text{ref}}} \right)^c f_{\text{trans}} f_{\text{geom}} f_{\text{atten}}, \quad (16)$$

where $f_{\text{trans}}$, $f_{\text{geom}}$ and $f_{\text{atten}}$ are correction factors for transmission coefficients, geometrical spreading, and attenuation respectively. Note that $s_3$ is analogous to $x_r$ ($\approx x$) in the terrestrial ice sheet data.

Correction for geometrical spreading: The path length though the rocky mantle $s_3$ is analogous to $x_r$ in the ice sheet data, so geometric spreading in the mantle is already accounted for in Eq. 7. However, we must also include extra geometric spreading due to the additional ice and ocean paths. As the layers have a uniform velocity we can assume spherical wave propagation (amplitude proportional to $1$/distance). Therefore, the amplitude correction
factor for geometric spreading is:

\[ f_{\text{geom}} = \frac{s_3}{s_3 + 2s_1 + 2s_2} \]  

(17)

**Correction for transmission at internal boundaries:** A major difference between Europa and East Antarctica/East-central Greenland is the existence of liquid water beneath an icy layer. When a body wave impinges on a boundary or discontinuity at which the seismic velocity changes, the wave reflects or refracts (Lay and Wallace, 1995). The transmission coefficient \( T_{\text{coef}} \) is defined as the ratio of transmitted wave amplitude \( A_{\text{trans}} \) to incident wave amplitude \( A_{\text{inc}} \):

\[ T_{\text{coef}} = \frac{A_{\text{trans}}}{A_{\text{inc}}}. \]  

(18)

Subsequently, we use \( T_{\text{I} \rightarrow \text{II}} \) to denote the transmission coefficient of the P-wave transmitted from material I to II. The \( A_{\text{ref}} \) parameter in the derived refracted wave scaling law (Eq. 7) already implicitly includes the effect of two transmission coefficients, \( T_{\text{ice} \rightarrow \text{rock}} \) and \( T_{\text{rock} \rightarrow \text{ice}} \). However, in the case of teleseismic (PMP) events on Europa, seismic waves go through the layer of ice, ocean, and mantle, thus \( T_{\text{ice} \rightarrow \text{water}}, T_{\text{water} \rightarrow \text{rock}}, T_{\text{rock} \rightarrow \text{water}}, \) and \( T_{\text{water} \rightarrow \text{ice}} \) should be accounted for. Therefore, to convert the case of East Antarctica/East-central Greenland to Europa, the following correction factor \( f_{\text{trans}} \) should be applied:

\[ f_{\text{trans}} = \frac{T_{\text{ice} \rightarrow \text{water}} T_{\text{water} \rightarrow \text{rock}} T_{\text{rock} \rightarrow \text{water}} T_{\text{water} \rightarrow \text{ice}}}{T_{\text{ice} \rightarrow \text{rock}} T_{\text{rock} \rightarrow \text{ice}}}. \]  

(19)

Transmission coefficients depend on layer densities, velocities, and incidence angles. For non-vertical incidence, P-waves generate S-wave conversions due to the shear stress component at the interface (Shearer, 2009; Aki
and Richards, 2002), which reduces the P-wave transmission coefficient. For
the ice-rock (solid-solid) interfaces in terrestrial ice sheets we calculated the
transmission coefficients using the expressions in Aki and Richards (2002).
For the ice-water and water-rock boundaries (solid-liquid) we use the ex-
pressions derived for the inner-outer core in Tkalčić et al. (2009). Incidence
angles above and below internal boundaries were determined from the ray
parameter, which is equivalent to using Snell’s law. Note that for simplicity
the properties of each layer (i.e., ice, water, and rock) are assumed to be the
same in both Europa’s and Earth’s interiors when determining transmission
coefficients (values given in Table 2). The combined P-wave transmission
from ice-rock-ice ($T_{\text{ice}\rightarrow \text{rock}}T_{\text{rock}\rightarrow \text{ice}}$) for the refracted wave is 0.36 to a good
approximation for angles close to the critical angle. The combined refracted
PMP-wave transmission coefficient ($T_{\text{ice}\rightarrow \text{water}}T_{\text{water}\rightarrow \text{rock}}T_{\text{rock}\rightarrow \text{water}}T_{\text{water}\rightarrow \text{ice}}$)
is plotted in Figure 6f and is maximum for vertical incidence and minimum
close to the critical angle, where much of the energy is lost to S-wave con-
versions and P-wave reflections.

**Correction for attenuation:** The attenuation for a path length $l$ at fre-
quency $f$ is given by $\exp(-\pi lf/vQ)$ (Shearer, 2009), so the combined atten-
uation correction factor for the refracted P-wave is:

$$f_{\text{atten}} = \exp \left[ - \left( \frac{2\pi fs_1}{v_1Q_1} \right) + \left( \frac{2\pi fx_1}{v_1Q_{1\oplus}} \right) - \left( \frac{2\pi fs_2}{v_2Q_2} \right) - \left( \frac{\pi fs_3}{v_3Q_3} \right) + \left( \frac{\pi fs_3}{v_3Q_{3\oplus}} \right) \right]$$

(20)

where $Q_{1\oplus}$ is the $Q_p$ in the terrestrial ice sheet and $Q_{3\oplus}$ is the $Q_p$ in the
terrestrial crust. We assume $Q_{1\oplus}=65$ (Clee et al., 1969) and $Q_{3\oplus}=1350$
(Dziewonski and Anderson, 1981). The factors of 2 in the exponents are to
account for upward and downward ray path segments. The negative expo-
ments are the attenuation due to Europa’s layers and the positive exponents are to correct for terrestrial attenuation so that predicted amplitudes are not attenuated twice. For an ice crust thickness of 20 km, as listed in Table 2, $s_1 \gg x_i$ and $x_i$ can be neglected to give:

$$f_{\text{atten}} = \exp \left[ - \left( \frac{2\pi f s_1}{v_1 Q_1} \right) - \left( \frac{2\pi f s_2}{v_2 Q_2} \right) - \left( \frac{\pi f s_3}{v_3 Q_3} \right) + \left( \frac{\pi f s_3}{v_3 Q_{3\oplus}} \right) \right]$$

(21)

For the nominal $Q$ model, $Q_3 = Q_{3\oplus}$, so the last two terms will cancel.

3.2.6. Overall relations between crater diameter and seismic amplitude

The key relations developed so far can be summarised as follows, where all quantities are in SI units:

- The relation between crater diameter $D$ (metres) and impactor energy $E$ (Joules) is given by:

$$D = a_E E^\beta \left( \frac{g_{\oplus}}{g} \right)^{1/4} = \alpha E^\beta$$

(22)

- The amplitude $A'_{E_{\text{impact}}}$ (ms$^{-1}$) of the direct P-wave travelling though Europa’s ice crust at great circle distance $x$ (metres) with a dominant frequency $f$ is given by:

$$A'_{E_{\text{impact}}} = s A'_{\text{ref}} \left( \frac{x}{x_{\text{ref}}} \right)^{-1} \left( \frac{E}{E_{\text{ref}}} \right)^c \exp \left( - \frac{\pi f x}{v_1 Q_1} \right) \exp \left( + \frac{\pi f x_{\text{ref}}}{v_1 Q_{1\oplus}} \right)$$

(23)

- The amplitude $A_{E_{\text{impact}}}$ (ms$^{-1}$) of the refracted PMP-wave travelling though Europa’s ice crust, water ocean, and rocky mantle with a dominant frequency $f$ is given by:

$$A_{E_{\text{impact}}} = s A_{\text{ref}} \left( \frac{s_3(x)}{x_{\text{ref}}} \right)^b \left( \frac{E}{E_{\text{ref}}} \right)^c f_{\text{trans}} f_{\text{geom}} f_{\text{atten}}$$

(24)

$$f_{\text{geom}} = \frac{s_3}{s_3 + 2s_1 + 2s_2}$$

(25)
\[
f_{\text{trans}} = \frac{T_{\text{ice-water}} T_{\text{water-rock}} T_{\text{rock-water}} T_{\text{water-ice}}}{T_{\text{ice-rock}} T_{\text{rock-ice}}}
\]

(26)

\[
f_{\text{atten}} = \exp\left[-\left(\frac{2\pi f s_1}{v_1 Q_1}\right) - \left(\frac{2\pi f s_2}{v_2 Q_2}\right) - \left(\frac{\pi f s_3}{v_3 Q_3}\right) + \left(\frac{\pi f s_3}{v_3 Q_3^{\Delta}}\right)\right]
\]

(27)

where for a given source-receiver distance \(x = r_1 \Delta\), the path lengths in each layer \(s_{1,2,3}\) and transmission coefficients are derived by interpolating a forward model ray tracing tabulation.

Parameters are summarised in Tables 1 and 2, where major error sources are combined using the formulae in Bevington and Robinson (1992), giving an overall factor of five error in the predicted amplitudes. Note, as the parameters derived here contain considerable uncertainty, they are only appropriate for providing order of magnitude level estimates of predicted seismic impact signals.

While we have quantified potential error sources as much as possible, there are also extra uncertainties related to the internal structure. The largest extra uncertainty source is due to the lack of constraint on the icy crust and mantle \(Q\). This is dealt with explicitly by using three interior \(Q\) models (Table 2), which cover the range of plausible attenuation properties. It will later become apparent that the effect of this uncertainty is larger than that due to the scaling relation uncertainties.

Ice crust thickness is also somewhat uncertain at present. If a 5 km crust thickness is assumed instead of 20 km, then predicted amplitudes of the PMP refracted arrivals are approximately a factor of two higher for a given impact. The amplitudes of the direct P-waves are unaffected as these propagate laterally and remain within the ice crust.

We have neglected possible scattering effects in this study, which could
also have an effect on seismogram amplitude. The most likely place for
scatters is in the rigid conductive stagnant ice lid. However, Cammarano
et al. (2006) and Panning et al. (2006) predict that strong scattering effects
are not expected on Europa because this lid is relatively thin. Furthermore,
Nimmo et al. (2003) have also shown that ice flow in the top kilometre
will remove all porosity, which is the most likely candidate for scattering
effects. Since seismometers on East Antarctica/East-central Greenland were
established on somewhat porous icy surfaces, resultant amplitudes on Europa
could be slightly larger than predicted by Eqs. 23–27.

A final source of uncertainty is the frequency content of the impact events.
Gudkova et al. (2011) note a roll off in lunar impact events above 2 Hz, which
they suggest is related to the finite crater excavation timescale, compared to
more impulsive explosive events which retain higher frequencies. Therefore,
we consider 2 Hz as a representative frequency for the impact generated signal
for the rest of this study. This frequency overlaps with the analog data and
provides a realistic central frequency.

Figure 7 shows predicted amplitudes of the direct P and refracted PMP-
waves assuming a 2 Hz signal for 1, 10, and 100 m diameter craters using
the scaling relations in Eqs. 22–27 for low-, nominal-, and high-Q interior
models. At large offsets the uncertainty in Q introduces extreme uncertain-
ties of up to four orders of magnitude in the predicted amplitudes. However,
these uncertainties are extremely conservative and cover all plausible interior
attenuation models. We regard the nominal-Q case as our best estimate of
seismic amplitudes.
4. Number of detectable impacts

Thus far, seismic amplitudes of direct P-waves and refracted PMP-waves for a given impact energy have been derived. We now compare these predicted amplitudes to the threshold at which a representative seismometer could potentially identify seismic signals. This threshold is either controlled by levels of ambient noise or seismometer performance.

Both ambient and seismometer noise are typically specified in terms of power spectral density (PSD) with units m$^2$s$^{-4}$Hz$^{-1}$ (Peterson, 1993; Havskov and Alguacil, 2004). However, it is also common to report the square root of the PSD, which we adopt here. Before considering likely instrument and ambient noise levels it is useful to discuss how the power spectral density $P_a$ relates to seismogram amplitude. First, let the acceleration noise spectral density $p_a$ be defined by:

$$p_a = \sqrt{P_a}$$  \hspace{1cm} (28)

so that $p_a$ has units ms$^{-2}$Hz$^{-1/2}$. At dominant frequency $f$ the velocity noise spectral density $p_v$ is given by:

$$p_v = \frac{p_a}{2\pi f}$$  \hspace{1cm} (29)

The peak noise amplitudes for acceleration $n_a$ and velocity $n_v$, as would be measured from a seismogram, in frequency band $f_1$–$f_2$ are then given by (Havskov and Alguacil, 2004):

$$n_a = 1.25 p_a \sqrt{f_2 - f_1}$$  \hspace{1cm} (30)

$$n_v = 1.25 p_v \sqrt{f_2 - f_1}$$  \hspace{1cm} (31)

Earth seismic noise is dominated by oceanic waves, wind, and anthropogenic sources, which have a strong dependence on frequency (Peterson,
1993; McNamara and Buland, 2004). For example, at periods of around 5 seconds, in the microseismic noise band, the dominant noise source is ocean waves, whereas at higher frequencies wind and anthropogenic noise dominate. Earth is a high seismic noise environment, with a quiet site having a noise level of $\sim 10^{-8}$ ms$^{-2}$ Hz$^{-1/2}$ at 2 Hz and a noisy site having a noise level of $\sim 10^{-6}$ ms$^{-2}$ Hz$^{-1/2}$ at 2 Hz (Peterson, 1993).

On Europa, atmospheric noise can be effectively ruled out as the atmosphere is too tenuous (McGrath et al., 2004). Wave noise and anthropogenic sources will also be absent. Ambient noise is expected to be dominated by frequent small-scale fracturing in the rigid outer ice shell driven by diurnal stress variations (Lee et al., 2003). This is very difficult to accurately predict a priori as it depends on crack spacing, recurrence interval, and crack depth, all of which are highly uncertain. For a crack spacing of 100 m, 1 minute recurrence intervals, and 50 m crack depths, Lee et al. (2003) predict a peak noise level of 35 decibels below 1 $\mu$ms$^{-1}$ ($\sim 2 \times 10^{-8}$ ms$^{-1}$) in the 1–4 Hz frequency band. This is equivalent to a noise spectral density of $p_a=10^{-7}$ ms$^{-2}$ Hz$^{-1/2}$ at 2 Hz, which falls between high and low noise sites on Earth. Lee et al. (2003) regard this as a worst case scenario, with all cracks active and maximum diurnal stress.

Seismometer sensitivity is another limiting factor to impact detection. Kovach and Chyba (2001) summarise the performance of Apollo and early martian seismometer attempts, with application to Europa. However, the NASA InSight mission seismometers allow more current comparisons; specifically the Very Broad Band (VBB) seismometer (Lognonne et al., 2014; Dandonneau et al., 2013) and the Short Period (SP) seismometer (Pike
et al., 2005; Delahunty and Pike, 2014). The VBB noise level at 2 Hz is $10^{-9}$ ms$^{-2}$ Hz$^{-1/2}$ and that of the SP is $10^{-8}$ ms$^{-2}$ Hz$^{-1/2}$ (Lognonne et al., 2014). Due to its compact size, an SP-like seismometer is perhaps a more likely instrument to incorporate into a future Europa lander and it is plausible that future development could lead to further reductions in noise level. In any case, based on current instrumentation, a seismometer sensitivity in the $10^{-9}$–$10^{-8}$ ms$^{-2}$ Hz$^{-1/2}$ range seems reasonably achievable.

An impact event will be detectable if it produces a P or PMP amplitude greater than or equal to the noise level. Because of the gross uncertainty surrounding current ambient noise level estimates on Europa, we consider two noise level end members: (1) low noise case where the seismometer sensitivity is the limiting factor, $p_a = 3 \times 10^{-9}$ ms$^{-2}$ Hz$^{-1/2}$ based on an SP-like instrument with modest future development (T. Pike pers. comm.); and (2) high noise case where crack noise is the limiting factor, $p_a = 10^{-7}$ ms$^{-2}$ Hz$^{-1/2}$ (Lee et al., 2003).

Figure 8 shows the maximum source-receiver distance $x_{max}(D)$ and angular offset $\Delta_{max}(D)$ where an impact would be detectable, as a function of crater diameter $D$, for both high and low noise cases and all three $Q$ models. We calculate detection ranges of direct P-waves and refracted PMP-waves separately and assume a frequency bandwidth of 1–16 Hz for calculating the peak seismometer noise levels (see Table 1).

The maximum angular detection offset $\Delta_{max}(D)$ can be converted into the fractional area of Europa $f_a$ over which the impact is detectable using simple geometry (Teanby and Wookey, 2011):

$$f_a(D) = \frac{1}{2} \left[1 - \cos (\Delta_{max}(D))\right],$$ (32)
Finally the number of detectable impacts per year for each crater diameter
bin $N_{\text{det}}(D)$ can be derived by multiplying the detectable fraction by the
crater production function:

$$N_{\text{det}}(D) = f_a(D) N(D).$$  \hspace{1cm} (33)

where $N(D)$ is the incremental cratering rate in $\sqrt{2}$-width bins centred on
diameter $D$ (Hartmann, 2005). The incremental crater production functions
are derived from the cumulative impactor rates in Fig. 1 assuming an impact
velocity of $v = 2.6 \times 10^4$ ms$^{-1}$ and an impactor density of $\rho_i = 600$ kg m$^{-3}$
(Zahnle et al., 2003). The nominal production function $N(D)$ is given in
Table 3.

The number of detections for each noise case are shown in Fig. 8, with
numerical values given in Table 3. For the high noise case the predicted num-
ber of impact-generated direct P-waves detected is 0.002–1 per year and the
number of PMP-waves detected is $7 \times 10^{-9}$–0.01 per year, where the uncer-
tainty ranges span estimates from all $Q$ models and include all error sources.
For the low noise case the predicted number of impact-generated direct P-
waves detected is 0.05–20 per year and the number of PMP-waves detected
is $4 \times 10^{-6}$–1 per year. The dominant source of uncertainty in these estimates
is due to the choice of $Q$ model, especially for the mantle, which results in
up to six orders of magnitude uncertainty in the PMP detection rates.

For our nominal $Q$ model, the high noise case predicts 0.002–0.4 direct
P and $6 \times 10^{-6}$–$2 \times 10^{-3}$ PMP detections per year, whereas the low noise case
predicts 0.1–5 direct P and $9 \times 10^{-4}$–0.2 PMP detections per year.

The most frequent detections of P-waves are for very small craters with
diameters D~1 m, at the lower cut off of our extrapolation of Levison et al.
(2000)’s impact rate curve. These small events occur within a few hundred kilometres of the seismometer and may be detectable up to a few times per year. It is possible that many more very small impacts, with craters smaller than 1 m, could be detected on more local scales (<10–100 km) if extrapolation to even smaller impactor sizes is valid. However, impactors much smaller than a millimetre are unlikely to follow this distribution as such small particles will be removed by Poynting-Robertson drag (Grun et al., 1985). Also, while small events could be used to probe the ice crust layer, they would not be energetic enough to probe the deep interior.

PMP-waves, which would probe the deep interior, are much harder to detect than direct P-waves. Nominally, an impact event in which a seismometer could detect a refracted PMP-wave would occur only once every 10–105 years.

The most optimistic case for impact detection is the high-Q interior model, corresponding to a cold interior, with noise limited by the seismometer performance (low noise). In this case there would be 0.3–20 direct P waves and 0.006–1 PMP waves detected per year. Therefore, even for optimistic assumptions our results suggest that probing the deep interior and mantle using impacts will be challenging with any reasonable landed mission duration.

5. Discussion and conclusions

In this paper we predict detection rates of seismic waves induced by meteorite impacts on Europa for a range of internal models and noise levels. To obtain impact detection rates we derived amplitude scaling relations as
a function of distance and crater diameter using analogue explosive experiments in terrestrial ice sheets, which could potentially be applied to other icy satellites. These relations were combined with extrapolated impactor rate distributions, instrument sensitivity, and noise estimates to give detection rate estimates. Seismic waves were classified into two phases: direct P-waves passing only through the ice crust; and refracted PMP-waves passing through the ice crust, ocean layer, and mantle.

For a nominal interior attenuation model, we predict that only 0.002–5 direct P-waves would be detected per year by a single seismic station. Refracted PMP-waves will be even more difficult to detect, with a nominal detection rate of \(6 \times 10^{-6} \)–0.2 per year. Furthermore, current Europa lander scenarios limit surface operations to \(\sim 30\) days because of the harsh radiation environment (Pappalardo et al., 2013), suggesting fewer than one instance of any type of impact induced signal during the landed phase of a mission. Therefore, we conclude that impacts should not be considered a reliable seismic source for future exploration of Europa. Future seismic exploration of Europa should primarily rely on surface faulting and cracking, which have the potential to provide much more frequent and energetic sources (Lee et al., 2003; Panning et al., 2006).

However, we caution that our detection rate estimates contain considerable uncertainties. The most important uncertainty source is Europa’s internal attenuation properties, for which we considered a nominal case and two extreme end member cases. In this paper we assume an ice crust thickness of 20 km. Thinner crusts would be slightly more favourable for detection of mantle refracted waves as less ice attenuation would occur. The magnitude
of this effect would depend on the ice attenuation properties, but for a 5 km
ice crust and a nominal $Q=65$ the refracted amplitudes would be increased by
roughly a factor of two. However, this uncertainty has less effect on predicted
detection rates than the large uncertainty in interior attenuation properties.
Other major sources of uncertainty are the small impactor source population
and ambient noise levels, which we consider in turn below:

**Impactor source population:** When estimating the number of detectable
impacts, the small impactor rate is one of the most important factors. Unfort-
utunately, most global-scale measurements of Europa’s crater population are
for larger craters and extrapolation to small impacts is required. Although
small craters have been investigated locally in some regions, the power index
of their differential size-frequency distributions are highly variable due to the
effect of secondaries (Bierhaus et al., 2005). Therefore, for the current small
cratering rate on Europa, we use the relative impact probability of Europa
compared to Jupiter of $P_{EC} = 6.6 \times 10^{-5}$ (Zahnle et al., 2003) and an ex-
trapolation of the Jupiter impact model from Levison et al. (2000), which
is the most consistent with recent impact flash observations (Hueso et al.,
2013). This gives us reasonably well constrained cratering rates for $\sim 100$ m
scale craters ($\sim 10$ m diameter impactors). In this paper, we have effectively
extrapolated the impactor diameter population by three orders of magnitude
from $\sim 10$ m down to 0.01 m by using the dynamical model of Levison et al.
(2000). These small diameters are currently unconstrained by observations
and this extrapolation may be somewhat questionable. In fact, the most fre-
quent detections are for the smallest 1 m size craters close to the seismometer,
so this extrapolation becomes important when considering overall detection
rates or very local events. However, it is less important when considering
detection of PMP phases, which require much larger craters \((D \sim 100 \text{ m})\)
whose rates are reasonably well constrained.

Therefore, in future missions it will be important to constrain the small
impactor flux by observing the surface at high resolution. ESA’s JUICE mis-
sion, scheduled to launch in 2022 will arrive in the Jupiter system in 2030,
perform several Europa flybys and enter orbit around Ganymede in 2032 with
end of nominal mission in 2033 (Grasset et al., 2013; ESA, 2014). Selected
areas on Ganymede and Europa will be imaged at high resolutions of up to
6 m/pixel. Approximately 0.1% of Ganymede will be imaged at the highest
6 m/pixel resolution, 20% at 100 m/pixel, and global coverage at 400 m/pixel
(ESA, 2014). This is at least an order of magnitude improvement over Galileo
and will improve our understanding of the small impactor population. How-
ever, at these coverage levels, it is unlikely that new craters will be found
using differential imaging as has been possible at Mars (Malin et al., 2006;
Daubar et al., 2013). For example, at 6 m/pixel resolution, \(\sim 12 \text{ m diameter}
\) craters (two pixels) may be just discernible. Assuming the Jupiter impactor
flux model of Levison et al. (2000) and the relative impact probability on
Ganymede of \(1.2 \times 10^{-4}\), implies \(\sim 10\) craters over 12 m diameter per year for
the whole of Ganymede, which translates into a probability of less than 1%
of seeing a new crater by differential imaging. These odds may improve if
new craters cause more widespread ejecta patterns, as observed by Schenk
and Ridolfi (2002) for larger craters \((D > 13 \text{ km})\).

*Noise levels:* The major noise source on Europa is expected to be tidally
induced thermal cracking of the ice shell. Our results show that the nominal
noise estimates by Lee et al. (2003) (\(\sim 10^{-7} \text{ ms}^{-2} \text{Hz}^{-1/2}\)) would swamp any
seismic signal from impacts for all but the largest or most local events, although the exact noise levels contains many orders of magnitude uncertainty. Therefore, we have also considered the more tractable seismometer performance as a limiting detection factor. We also note that if ambient noise due to cracking is much higher than \(\sim 10^{-9} \text{ ms}^{-2} \text{Hz}^{-1/2}\) then the focus of a seismic mission would be dominated by faulting and surface activity, so an absence of impact seismic source would be less important for studying the internal structure. In terms of an overall seismic study the distinction between signal and noise would be somewhat subjective; low noise would favour impact detection and large isolated faulting events, whereas high noise would favour intrinsic surface activity such as cracking and small scale fracturing.

To summarise, we have presented seismic detectability of meteorite impacts on Europa under reasonable assumptions. In an optimistic case, a few detections of small local impacts may be possible, which will give information on the ice crust, but global-scale impact events refracted through the mantle are very unlikely to be detected by a short duration mission. Our results suggest that fracturing is likely to be the most important source of seismic energy on Europa, with impacts providing a potential secondary seismic source. Our results should be considered order of magnitude only due to the present large uncertainties in small impact rates, internal attenuation, and ambient noise conditions. Despite the gross uncertainties, these results are useful for planning the next generation of outer solar system missions. Further refinement of these estimates would require greater constraints on the small \((D < 100 \text{ m})\) cratering rater and Europa’s internal attenuation.
Finally, we note that a seismometer would be an extremely valuable addition to any surface mission. In addition to fault activity it would potentially be able to measure normal modes (ringing) excited by large Europa-quakes or crack noise, ocean resonance modes, ambient noise levels and frequency characteristics, and perhaps even cryovolcanic activity.
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Parameter | Value | Fractional error | Notes
--- | --- | --- | ---
**Crater diameter scaling relation:**
\[ D = \alpha_0 E^{\beta \left( \frac{g}{g_0} \right)^{0.25}} \]
\[ \sigma_{\alpha_0} = 1.82 \times 10^{-2} \quad \sigma_{\beta} = 0.39 \]
\[ \sigma_{\frac{g}{g_0}} = 0.0069 \]
Earth value fitted to experimental/simulation data in Fig. 2
**Amplitude scaling relation for explosions in rock/ice:**
\[ A_{\text{ref}} = 1.45 \times 10^{-5} \text{ ms}^{-1} \]
\[ \sigma_{A_{\text{ref}}} = 2.45 \]
Reflected wave amplitude; 1000 kg TNT explosion in rock/ice at 10 km (Teanby, 2015)
\[ A'_{\text{ref}} = 3.0 \times 10^{-5} \text{ ms}^{-1} \]
\[ \sigma_{A'_{\text{ref}}} = 3.0 \]
Direct wave amplitude; 1000 kg TNT explosion in ice at 10 km
\[ b = -1.60 \quad \sigma_b = 0.023 \]
Distance power law index in Fig. 3 (Teanby, 2015)
\[ c = 0.5 \quad \sigma_c = 3.82 \]
Energy power law index in Fig. 3 (Teanby, 2015)
\[ s = 0.099 \]
Scaling parameter from explosions to impacts (Teanby, 2015)
\[ x_{\text{ref}} = 1 \times 10^4 \text{ m} \]
Reference distance (10 km)
\[ E_{\text{ref}} = 4.18 \times 10^5 \text{ J} \]
Reference energy (\( \approx 1000 \) kg TNT)
\[ Q_{\text{E}} = 65 \]
Assumed \( Q_p \) in terrestrial ice sheets (Clee et al., 1969)
\[ Q_{\text{E}} = 1350 \]
Assumed \( Q_p \) in Earth’s crust (Dziewonski and Anderson, 1981)
\[ T_{\text{ice rock ice}} = 0.34 \]
P-wave transmission coefficient for terrestrial ice sheets close to critical angle.

**Constants:**
\[ q = 4.18 \times 10^5 \text{ J kg}^{-1} \]
Specific energy of TNT (Shoemaker, 1983)
\[ r_1 = 1569 \text{ km} \]
Europa radius
\[ R = 6371 \text{ km} \]
Earth radius
\[ g = 1.31 \text{ ms}^{-2} \]
Europa gravity
\[ g_0 = 9.81 \text{ ms}^{-2} \]
Earth gravity
\[ f_1, f_2 = 1.16 \text{ Hz} \]
Nominal frequency range of impact energy
\[ f_0 = 2 \text{ Hz} \]
Nominal frequency of impact energy

**Low noise case (instrument sensitivity limited):**
\[ p_a = 3 \times 10^{-9} \text{ ms}^{-2} \text{Hz}^{-1/2} \]
Acceleration spectral density
\[ p_v = 2.4 \times 10^{-10} \text{ ms}^{-1} \text{Hz}^{-1/2} \]
Velocity spectral density (Eq. 29)
\[ n_a = 1.2 \times 10^{-9} \text{ ms}^{-1} \]
Peak velocity noise (Eq. 31)

**High noise case (crack noise limited):**
\[ p_a = 10^{-7} \text{ ms}^{-2} \text{Hz}^{-1/2} \]
Acceleration spectral density
\[ p_v = 8.0 \times 10^{-9} \text{ ms}^{-1} \text{Hz}^{-1/2} \]
Velocity spectral density (Eq. 29)
\[ n_a = 3.0 \times 10^{-8} \text{ ms}^{-1} \]
Peak velocity noise (Eq. 31)

Total \( \sum \Delta A \approx 5 \]
Total fractional amplitude error from major uncertainties

Table 1: Summary of scaling law parameters discussed in the main text and fractional errors. The total fractional amplitude error \( \sigma_A \) is obtained by assuming independence of each parameter and summing the variances using the error propagation expressions in Bevington and Robinson (1992). For the overall seismogram amplitude relationships (Eqs. 23, 24–27), the dominant uncertainty is caused by \( s \), \( A_{\text{ref}} \), and \( A'_{\text{ref}} \). \( \Delta A_{\text{ref}} \) is related to \( a_0 \) in Teanby (2015) by \( A_{\text{ref}} = a_0 (x_{\text{ref}}/1000)^b (E_{\text{ref}}/q)^c \), where \( a_0 = 1.825 \times 10^{-5} \), 1000 converts metres to km, and \( q \) converts Joules to Kg TNT.
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<table>
<thead>
<tr>
<th>Layer</th>
<th>Depth Range (km)</th>
<th>$v_p$ (km s$^{-1}$)</th>
<th>$v_s$ (km s$^{-1}$)</th>
<th>Density ($g$ cm$^{-3}$)</th>
<th>$Q_p$ (low-Q)</th>
<th>$Q_p$ (nominal-Q)</th>
<th>$Q_p$ (high-Q)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ice crust</td>
<td>0–20</td>
<td>4.00</td>
<td>2.00</td>
<td>1.00</td>
<td>20</td>
<td>65</td>
<td>200</td>
</tr>
<tr>
<td>Ocean</td>
<td>20–123</td>
<td>1.55</td>
<td>-</td>
<td>1.10</td>
<td>5000</td>
<td>5000</td>
<td>5000</td>
</tr>
<tr>
<td>Mantle</td>
<td>123–1092</td>
<td>8.20</td>
<td>4.73</td>
<td>3.40</td>
<td>225</td>
<td>1350</td>
<td>22500</td>
</tr>
<tr>
<td>Core</td>
<td>1092–1560</td>
<td>5.25</td>
<td>3.03</td>
<td>8.15</td>
<td>190</td>
<td>190</td>
<td>190</td>
</tr>
</tbody>
</table>

Table 2: Simplified interior models. Velocities, densities, and layer boundaries are based on the cold pyrolitic case of Cammarano et al. (2006) with a pure iron core. The three $Q_p$ attenuation models cover the suspected range of properties in Europa’s interior and are discussed further in the main text (Section 3.2.1).
Table 3: Impact rates and predicted detections, as plotted in Fig. 8. The impact model is based on the extrapolation of Levison et al. (2000). Columns are: \( D \) crater diameter bin centre; \( N(D) \) incremental cratering rate; \( N_{\text{det}}(D) \) number of detectable P/PMP-waves. Results are shown for three \( Q \) attenuation models and two different noise cases. Bins are spaced by a factor of \( \sqrt{2} \) following Hartmann (2005).
Figure 1: Cumulative impact rate estimates for Europa and Jupiter. An extrapolation of the dynamical model for Jupiter-family comets proposed by Levison et al. (2000) is supported by recent observations of impact flashes into Jupiter (Hueso et al., 2013) and is employed throughout this paper. The contribution from asteroids is predicted to be between one and three orders of magnitude lower than from comets. Note that impact rates on Europa are related to those on Jupiter by using the scale factor $P_{EC} = 6.6 \times 10^{-5}$ (Zahnle et al., 2003).
Figure 2: (a) Relation between impactor energy and crater diameter under Earth’s gravity for icy surfaces. Symbols show measurements and simulations of ice impacts and explosions. Lines show scaling relations for ice (Zahnle et al., 2003, and this study) and rocky surfaces (Teanby and Wookey, 2011) for comparison. (b) Scaling relation between impactor diameter and crater diameter derived from Eq. (2) under Earth and Europa gravity conditions for an impact velocity of 26 km s\(^{-1}\) and an impactor density of 600 kg m\(^{-3}\) (Zahnle et al., 2003).
Figure 3: Relationship between the source-receiver distance and P-wave amplitudes scaled to those of a 1000 kg TNT explosion for icy conditions. Compiled data are explosive experiments on East Antarctica (Ito and Ikami, 1984) and East-central Greenland (Shulgin and Thybo, 2015). Explosive and impact data for rocky conditions compiled by Teanby (2015) are also shown for comparison. Note that for the data of Ito and Ikami (1984) half the peak-to-peak amplitudes are regarded as peak signal amplitudes, and for the data of Shulgin and Thybo (2015) the maximum amplitudes of refracted waves are reported as these cover our primary range of interest (>10 km distant). The scaling law of Teanby (2015), which was based on rocky data, also fits the ice sheet data well, so is used in this study.
Figure 4: Record section of synthetic seismograms for an impact on Europa. The first arrival phase is the direct P-wave for offsets $\Delta < 35^\circ$ and the mantle-refracted phase (here referred to as PMP) for $\Delta > 35^\circ$. Late arriving low frequency reverberations are the mantle reflections (e.g. PcP) and multiples. Here “M” refers to propagation through the mantle, “c” is a reflection from the mantle, and “K” is propagation through the core. For numerical reasons the maximum frequency modelled was 0.5 Hz so the relative amplitudes are only approximate; amplitudes will be underestimated for high frequency body wave P and PMP phases. Therefore, this record section is used purely as a guide to aid the ray tracing calculations; it shows that P and PMP are the main phases that must be considered.
Figure 5: Ray geometry for (a) terrestrial ice sheet analogue explosion experiments and (b) Europa impacts. (a) For the terrestrial ice sheet experiments the path length through ice $x_i$ is small compared to the path length through rock $x_r$, so $x_r \approx x$. (b) For Europa the curvature must be considered and requires calculation of the path lengths $s_{1,2,3}$ in each layer using simple spherical ray theory. Each layer has P-wave velocity $v_{1,2,3}$, seismic quality factor $Q_{1,2,3}$, and layer-top to planet-centre radial distance $r_{1,2,3}$. Using spherical ray theory the distance travelled through each layer can be tabulated as a function of $x$ or $\Delta$, where $x = r_1 \Delta$. 
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Figure 6: Ray tracing results as a function of source-receiver offset for the mantle-refracted PMP-wave. (a) The spherical ray parameter $p = ru \sin \theta$ is conserved along each ray path, where $r$ is the distance to the planet centre, $u$ is the slowness (inverse velocity), and $\theta$ is the angle of inclination to the local vertical. A ray parameter of $p=0$ represents an incidence angle of $0^\circ$ (vertical propagation). (b) Travel time of the PMP-wave. (c,d,e) Path lengths through the ice crust ($s_1$), water ocean ($s_2$), and rocky mantle ($s_3$). (f) Combined transmission coefficient for the PMP-wave, including the effects of the ice-water, water-rock, rock-water, and water-ice interfaces encountered along the ray path. Transmission efficiency increases for decreasing incidence angle as less energy is reflected or converted into S-waves. Note that $\Delta=140^\circ-180^\circ$ is not modelled as this is the core shadow zone.
Figure 7: Maximum seismogram amplitude for P and PMP-waves as a function of distance for 1, 10, and 100 m diameter cratering events. High-, nominal-, and low-Q interior models are shown with the upper, middle, and lower curves for each arrival. P amplitude is calculated using Eq. 23 and PMP amplitude is calculated using Eqs. 24–27 with a nominal frequency of 2 Hz. The scaling law for the crustal/upper mantle-refracted P-wave in a rocky planet from Teanby (2015) is shown for comparison. Direct P-waves dominate for offsets less than 10°, beyond which PMP is the most energetic. Direct P-wave amplitude reduces rapidly with distance due to the large attenuation of ice compared to rock. The largest contributor to amplitude uncertainty is uncertainties in Q. Amplitudes have an additional factor of five uncertainty (not shown) due to conversion from crater diameter to amplitude (see Table 1). Horizontal dotted lines indicate different noise level assumptions. An arrival is considered detectable if it has an amplitude above the noise.
Figure 8: Seismic detectability of meteorite impacts on Europa. Upper panels show the maximum source-receiver distance/offset for a detection above the noise as a function of crater diameter for P and PMP phases. The light blue dotted line labelled $\Delta_{\text{max}}$ indicates an offset of 35°, where PMP takes over from P as the first arriving phase. However, due to the strongly attenuating ice crust the amplitude of the direct P-waves is smaller than the refracted waves for offsets $>10^\circ$, so at moderate to large offsets PMP becomes the more detectable phase. Lower panels show the number of detectable impacts per year based on the impact rate model of Levison et al. (2000). Crater diameter bins are in $\sqrt{2}$ intervals following Hartmann (2005). Results are shown for three Q attenuation models: (left) Low-Q, (centre) Nominal-Q, and (right) High-Q models. Dashed curves represent 1σ uncertainties.