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High-fidelity aerodynamic shape optimization using efficient orthogonal modal design variables with a constrained global optimizer

D. J. Poole¹, C. B. Allen², T. C. S. Rendall³

Department of Aerospace Engineering, Queens Building, University Walk, University of Bristol, Bristol, BS8 1TR, U.K.

Abstract

Aerodynamic shape optimization of aerofoils using efficient orthogonal design variables is considered using a global search algorithm. A novel approach is presented for deriving shape design variables, using a proper orthogonal decomposition of a set of training aerofoils to obtain an optimally efficient set of aerofoil deformation modes that represent typical design parameters such as thickness and camber. A major advantage of this extraction method is the production of orthogonal design variables, and this is particularly important in aerodynamic shape optimization. These design parameters have previously been tested on geometric shape recovery problems and been shown to be efficient at covering a large portion of the design space, hence the work is extended here to consider their use in aerodynamic shape optimization. A global search algorithm with an efficient constraint handling method has been developed and used here to optimize a suite of inviscid and viscous compressible aerofoil test cases using varying numbers of modal parameters. Often, an artefact of inviscid optimizations is an oscillatory pressure distribution, so to alleviate this drag minimization with a modulus of curvature penalty is also considered for the inviscid optimizations, where the penalty is used to force smoother pressure distributions; this is not necessary in the viscous optimizations. Results indicate that often fewer than 10 design parameters are required to obtain shock free solutions even from highly-loaded aerofoils with significant shocks.
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1. Introduction and Background

Aerodynamic shape optimization (ASO) is the process often used to optimize a given aerodynamic shape within a computational environment to improve on a design requirement. Numerical simulation methods to model fluid flows are used routinely in industrial design, and increasing computer power has resulted in their integration into the optimization process to produce the ASO framework. The aerodynamic model is used to evaluate some metric against which to optimize, which in the case of ASO is an aerodynamic quantity, most commonly drag, subject to a set of constraints which are usually aerodynamic or geometric. Along with the fluid flow model, the ASO framework requires a surface parameterization scheme, mathematically describing the aerodynamic shape being optimized by a series of design variables. Changes in the design variables, which are made by a numerical optimization algorithm, result in changes in the aerodynamic surface. Numerous advanced optimizations using compressible computational fluid dynamics (CFD) as the aerodynamic model have previously been performed for aerofoil sections [1, 2], full aircraft [3, 4, 5], aeroelastic aircraft [6], and rotor blades [7, 8, 9, 10]. The authors have also presented work in this area, having developed a modularised, generic optimization tool, that is flow-solver and mesh type independent, and applicable to any aerodynamic problem [11, 12].

The fidelity of results obtained by the optimization process is dependent on the fidelity and quality of each of the three individual components of the ASO process. To facilitate optimum compatibility between these components, each is often designed in a modular manner such that, for example, the aerodynamic model is independent of the parameterization scheme used. A high fidelity numerical aerodynamic model with good capturing of the true physics is important in producing optimum aerodynamic designs, particularly at transonic conditions. The aerodynamic model also defines the parameter space of the problem, which is the definition of the aerodynamic outputs based on flow field inputs such as Mach number and angle of attack.

The quality of the optimization result obtained is driven primarily by the quality and type of
numerical optimization algorithm used in the ASO framework. The two primary types of optimization algorithms are local methods and global methods. The local methods are usually built around the gradient-based approach, which uses the local gradient of the design space as a basis around which to construct a search direction. The optimization algorithm therefore traces a movement path through the design space until the gradient values become very small where the result has converged. These approaches are the most common methods used in the ASO framework ([13, 14, 5] for example), driven primarily by the low cost associated with them compared to global methods [15]. Global optimization algorithms, on the other hand, tend to be based around a swarm intelligence approach, where candidate solutions scattered throughout the design space cooperate together to locate the global optimum solution. Each candidate solution, of which there are typically around the order of 100, requires an objective function evaluation, which in ASO is a flow solution, and therefore are often considerably more expensive than the local algorithms. Furthermore, handling of constraints using global methods can be difficult and is often done on an ad hoc basis. The primary advantage, however, is that global algorithms are much less prone to converging in locally optimum solutions that are not necessarily close to the global optimum. Due to the high cost associated with such algorithms, and their issues in handling constraints (which is an important consideration for ASO), their use in ASO is more restricted than local methods but is becoming more common [16, 17, 18].

The aerodynamic model defines the parameter space of the problem, however, the problem design space, which the optimization algorithm interrogates, is constructed by the definition of a surface parameterization scheme. The ability of the optimizer to fully interrogate the true design space (which contains every possible design) is driven by the ability for the degrees of freedom of the parameterization scheme to represent any shape within the design space, and so this is a critical aspect of any optimization scheme. Furthermore, the use of a low number of design variables is highly advantageous, particularly if global optimization algorithms are used where the so-called ‘curse of dimensionality’ means that performance of global search algorithms deteriorates with increasing dimensions.

An important aspect of any parameterization scheme is orthogonality of the design variables. Orthogonal design variables means that a shape is represented by a unique set of inputs, often
leading to a design space that is more efficient, meaning it can be represented with fewer design variables [19]. It also tends to simplify the design space against non-orthogonal design variables and leads to greater coverage of the design space, i.e. the design variables can represent a greater number of aerodynamic shapes; the design space of \( N \) design variables is always contained within the design space of \( N + n \) design variables.

The work presented in this paper considers the optimization of aerofoils using a novel method of deriving design variables. Proper orthogonal decomposition (POD) is used on a training library of aerofoils, the selection of which can be considered a type of dimensional filtering, to mathematically extract optimum aerofoil shape modes, and these shape modes have the major advantage of being orthogonal. The method, which has recently been presented by the authors [20], was shown to be highly effective at representing the aerofoil design space often requiring less than a dozen variables to recovery aerofoil shapes. Furthermore, Masters et al. [21] demonstrated that for aerofoil design space representation, deriving aerofoil modes by SVD produced the most efficient and compact set of design variables, outperforming many other commonly used aerofoil parameterization schemes. The aim of the work presented here is to analyse the effectiveness of these novel orthogonal design variables when applied to aerodynamic optimization. Using POD means that advanced global search algorithms can be introduced into the ASO process; this has future implications on allowing investigations into aerodynamic multimodality. Hence, in this paper, an advanced constrained global search algorithm with an effective constraint handling framework is also employed to allow full design space exploration and exploitation. The use of a global search algorithm also means that any issue of multimodality in the design space can be effectively handled, thereby ensuring a true test of the design parameters.

2. Aerofoil Parameterization and Deformation Approaches

A surface parameterization scheme defines a design space by a number of design variables. A separate problem to this, though often considered alongside, is the deformation of the subsequent surface during the optimization process, which is required to allow deformation of a body-fitted CFD mesh. The effectiveness of a parameterization method is i) being flexible and robust enough to cover the design space, and ii) efficient enough to represent a given shape with as few design
variables as possible. Methods are classified as either constructive, deformative or unified. These are outlined below but more in-depth reviews have been presented by Samareh [22, 23], Nadarajah et al. [19, 24] and Masters et al. [25].

Constructive methods are those that consider the definition of the surface and the deformation of the surface separately. Examples of these methods are CST [26], PARSEC [27], PDEs [28] and splines [29]. Other approaches that combine various parameterizations in a hybrid approach, such as that of Zhu and Qin [30] can also be found. Due to the constructive nature of these approaches, perturbation of the base geometry through the optimization process therefore requires that the new surface be reconstructed which subsequently requires automatic mesh generation tools for production of a new surface and volume mesh. This extra difficulty can make it advantageous to consider approaches that manipulate an existing mesh.

An alternative to constructive are deformative methods which unify the geometry creation and perturbation. This tends to make them simpler to integrate with mesh deformation tools and allows the use of previously generated meshes – a considerably cheaper alternative to regeneration – though the mesh deformation is a separate algorithm. Analytic [1, 31] and discrete [32] methods are examples of deformative approaches.

A further refinement of combining geometry creation and perturbation is the integration with a mesh deformation algorithm, and these types of methods are unified. Methods of this type typically have some interpolation that describes a link between the surface and volume, often via a set of control points that are independent of both, such that deformation of the control points results in deformation of the surface and CFD mesh. These are the most common approaches found in ASO, and the methods included in this unified category are free-form deformation [33], domain elements[11] and direct manipulation [34].

A novel method, recently developed by the authors, is to consider deriving aerofoil design variables using a matrix decomposition approach [20]. The approach utilises singular value decomposition (SVD) in a manner that analyses an initial library of aerofoils and decomposes that library into a set of optimum, reduced design variables that are geometrically orthogonal to each another. Masters et al. [25] has shown the method to be able to represent the boundary shape of a wide range of aerofoils using a small subset of design variables. It was also shown that for this
inverse geometric design problem, that the modal design variables outperformed other commonly used aerofoil parameterization methods in terms of a minimum number of design parameters required to represent the boundary shape. This emphasises that having orthogonal design variables, which the SVD method provides, results in a more effective and efficient coverage of the aerofoil design space.

The SVD method can be formulated in either a constructive or deformative manner, and the deformative formulation is used in this work. It can also be linked to a unified approach to allow the design variables to be applied to the unified method, which is also the method used in this work to allow application of the parameters to ASO. Previous work has only considered the ability for the method to represent a wide-range of aerofoil shapes [20, 25], however, this work extends the method from just a geometric test to benchmarking against a suite of aerodynamic optimization problems.

3. Parameterization Scheme

The orthogonal design variables used here are based on aerofoil surface deformations and are linked to a unified parameterization scheme which uses control points to deform the CFD mesh, which is also called the domain element approach. The method for deriving the mathematical design variables is outlined first, followed by the control point-based approach for deforming the CFD mesh.

3.1. Aerofoil Deformations by Singular Value Decomposition

The derivation of aerofoil perturbation modes come from a proper orthogonal decomposition (POD), via singular value decomposition (SVD) of a training library of aerofoils. The SVD decomposes a matrix into three constituent matrices and orders the dominant features of the input matrix. Hence, the SVD can be used to project a reduced order basis approximation and produce a low-rank approximation to the original input matrix. As shown by Eckart and Young [35], given a low rank approximation found through SVD, \( A^{(k)} \), of a full rank input matrix, \( A \), the following is true:
\[ \| A - A^{(k)} \|_F \leq \| A - B \|_F \]  

where \( B \) is any matrix of rank \( k \) and \( \| \cdot \|_F \) is the Frobenius norm. Hence, the error between the low rank approximation (found from SVD) and the full rank matrix will always be at least as good as the error between any other rank \( k \) matrix and the full rank matrix. In this sense, the SVD produces an optimal low order projection of the higher dimensional space into the lower dimensional one, which is an important result.

In this work, the SVD is used to decompose a training library of aerofoils to produce optimal aerofoil modes. The modes, which form aerofoil design variables used in this work for ASO, are guaranteed to be orthogonal, meaning a given aerofoil shape is described uniquely by a given set of input parameters. This alleviates some multimodality that can be introduced numerically by the given parameterization scheme, and expands design space coverage [19]. An alternative to deriving design variables by a direct decomposition approach is to manipulate already existing ones by Gram-Schmidt orthogonalisation to force orthogonality [36, 37], however, it is ideal to use the SVD method since the resulting low dimensional approximation (modal parameters) to a high dimensional design space (full training library) will be optimal, as shown in equation 1 i.e. no other set of aerofoil deformation parameters will be able to represent the original aerofoil library better than the SVD modes. Initial studies of the feasibility of using the SVD method to derive design variables have previously been demonstrated by Toal et al. [38] and Ghoman et al. [39], however, the work here develops more fully their use for performing aerodynamic shape optimization.

The SVD method requires a training library of \( m \) aerofoils to be collated from which the aerofoil deformation modes are extracted [20]. This library can be chosen based on some aerodynamic metric, and this can be considered a form of dimensional filtering. However, the suitable selection of the training library is of paramount importance in producing effective design variables. It has been shown that selecting a training library that is made primarily of transonic aerofoils results in more efficient modes for performing transonic design [20]. In general, it is best to select a training library that represents aerofoils with performance designed for the type of flow being considered.

The SVD method requires each aerofoil surface be parameterized by \( N \) surface points, where
the $i$-th surface point has a position in the space $(x_i, z_i)$. To ensure consistency of the surface description of the training data all aerofoils are parameterized with the same parametric distribution, followed by each aerofoil having a rigid body translation, scaling and then rotation applied to it to map the geometry into a consistent form where the leading edge is located at the origin and the trailing edge at unit chord along the horizontal axis. A matrix is built from which SVD is performed, by evaluating the vector difference of the $i$-th surface point between all aerofoils, producing $m_{def} = m(m - 1)/2$ aerofoil deformations. The $x$ and $z$ deformations are stacked into a single vector of length $2N$, for each aerofoil deformation, so a matrix is built of the aerofoil deformations which has $2N$ rows and $m_{def}$ columns:

$$
\Delta X = \begin{pmatrix}
\Delta x_{1,1} & \cdots & \Delta x_{1,m_{def}} \\
\vdots & \ddots & \vdots \\
\Delta x_{N,1} & \cdots & \Delta x_{N,m_{def}} \\
\Delta z_{1,1} & \cdots & \Delta z_{1,m_{def}} \\
\vdots & \ddots & \vdots \\
\Delta z_{N,1} & \cdots & \Delta z_{N,m_{def}}
\end{pmatrix}
$$

(2)

Performing an SVD decomposes the matrix into three constituent matrices:

$$
\Delta X = U\Sigma V^T
$$

(3)

where $U$ is a matrix of vectors, each of length $2N$. The structure is analogous to the decomposed matrix, so the columns of this matrix are the aerofoil mode shapes. $\Sigma$ is a diagonal matrix of the singular values, arranged in descending order. These can be considered the ‘relative energy’ of the modes, and represent the ‘importance’ of the mode shapes in the original library. The total number of possible mode shapes is governed by the number of singular values, which is the minimum of the number of columns and rows of the decomposed matrix. A truncation of the $U$ matrix, based on a certain total energy required, then gives the number of design variables used in the optimization. The training library is based on deformations and this is an important choice such that design variables that result from the decomposition are also deformations, ensuring they are independent of the class of the aerofoils that are used. This allows direct insertion into an aero-
dynamic shape optimization framework where deformation of the surface and mesh is important. If the constructive formulation is used, however, then the columns of the training matrix, $\Delta X$, are absolute positions of the aerofoil surface points as opposed to deformations between surface points.

In this work, two different training libraries are considered based on the optimization being performed. The first is a generic, non-symmetric library containing 100 different aerofoils containing a variety of performances in the transonic regime. As outlined above, it is important to consider a training library containing aerofoils that have been designed to perform well in the flow regime that is being considered. The second library contains entirely symmetric aerofoils such that performing the SVD results in symmetric modes. The first six modes of the generic library are shown in figure 1, while the first six symmetric modes are shown in figure 2. It should be noted that all modes are scaled up for illustration purposes, and as such, sometimes crossover of the upper and lower surfaces is observed. This is unlikely to happen during the optimization process as the magnitude of the deformations tends to be much smaller than is shown here. If, however, the surfaces do cross, then the solution is an infeasible one and is handled as such by the optimization algorithm described below.

![Generic non-symmetric aerofoil modes.](http://m-selig.ae.illinois.edu/ads/coord_database.html)

The raw surface data of the aerofoils is from an online database\(^4\). However, while the database in question contains a large archive of aerofoil sections, the data of the aerofoils is of mixed quality. For example, figure 3 shows the surface gradient of two example aero-

\(^4\)http://m-selig.ae.illinois.edu/ads/coord_database.html
foils from the database demonstrating this. Smoothing can be performed on the database to obtain aerofoil surfaces of better quality (such as that done by Masters et al. [21]) but smoothing of the sections can lead to surfaces that are not exactly defined by the data points from the database. Therefore for this work, to ensure consistency with the online database, the definition of the aerofoil surfaces is forced through the raw data. To ensure a consistent parameterization of the aerofoil sections (needed for the SVD), a cubic b-spline is fit through the data points and a set of surface points is generated that have a consistent parametric distribution through the entire aerofoil library. The aerofoils are all normalized such that the leading edge is at the origin and the trailing edge is at unity along the horizontal coordinate. Only sharp trailing edge aerofoils are considered.

Figure 3: Raw surface gradients along normalised periphery of two aerofoils from online database.
Once the design variables have been extracted, and the total number of modes has been truncated then a new aerofoil is formed by a weighted combination of the modal parameters, as shown in equation 5. The weighting vector, $\beta$, represents the magnitude of the modal deformations which are then the design variable values that the optimizer works with. The truncation of the total number of modes, which is often very large, down to a number which is useful for the optimization can either be done by a user specified number or based on the requirement for a total amount of energy to be preserved i.e. if 99.0% of the energy of the original library is required to be preserved then the first, say, six modes may cumulatively have 99.1% of the energy so six modes would be used. Alternatively, in this work, a number of modes is specified and those modes with the highest amount of energy are taken i.e. if six modes are used then these are the six modes with the highest energy. All modes are scaled so that their maximum deformation is the same.

$$
\begin{bmatrix}
{x_{1,1}^{\text{new}}} \\
\vdots \\
{x_{N,1}^{\text{new}}} \\
{z_{1,1}^{\text{new}}} \\
\vdots \\
{z_{N,1}^{\text{new}}}
\end{bmatrix} = 
\begin{bmatrix}
{x_{1,1}^{\text{old}}} \\
\vdots \\
{x_{N,1}^{\text{old}}} \\
{z_{1,1}^{\text{old}}} \\
\vdots \\
{z_{N,1}^{\text{old}}}
\end{bmatrix} + 
\sum_{j=1}^{m_{\text{modes}}} \beta_j 
\begin{bmatrix}
U_{1,j} \\
\vdots \\
U_{N,j} \\
U_{N+1,j} \\
\vdots \\
U_{2N,j}
\end{bmatrix}
$$

(4)

$$
X^{\text{new}} = X^{\text{old}} + \sum_{j=1}^{m_{\text{modes}}} \beta_j U_j
$$

(5)

3.2. RBF Coupling of Point Sets for Aerofoil Deformation

The SVD method is used to derive a set of aerofoil design variables, however, these are surface deformations and must therefore be coupled to a control point-based approach to allow flexible deformation of the CFD mesh. The control point method links deformations of the CFD mesh to deformations of a small set of control points on or near the surface. At the centre of this technique is a multivariate interpolation using radial basis functions (RBFs), which provides a direct mapping between the control points, the surface geometry and the locations of grid points in the CFD volume mesh. The approach is meshless, so requires no connectivity and is applicable to any mesh type; control points and volume mesh points are simply treated as independent point
clouds. The system is only the size of the number of control points, and so is not related to the mesh size.

The general theory of RBFs is presented by Buhmann [40] and Wendland [41], and the basis of the method used here is described in detail by Rendall and Allen [42]. Let \( f(x) \) be the original function to be modelled, and \( f_i \) be the scalar values at \( n \) discrete points \( x_i, i = 1, \ldots, n \), where \( x_i \) is the vector of inputs at the \( i \)-th sample point in \( d \)-dimensional space \( x = \{x^1, \ldots, x^d\} \). The set of data points \( \mathcal{X} = \{x_1, \ldots, x_n\} \) is confined to a domain \( \Omega \) in \( d \)-dimensional space. A RBF model is then a linear combination of basis functions, whose argument is the Euclidean distance between the point \( x \) at which the interpolation is made and the \( n \) points in the known data set. If \( \phi \) is the chosen basis function and \( \| \cdot \| \) is used to denote the Euclidean norm, then an interpolation model \( s \) has the form

\[
s(x) = \sum_{i=1}^{n} \alpha_i \phi(\|x - x_i\|) + p(x) \tag{6}
\]

where \( \alpha_i, i = 1, \ldots, n \) are model coefficients, and \( p(x) \) is an optional polynomial. The polynomial term is excluded in the current work, since these will transfer unwanted deformations throughout the entire mesh. The coefficients are found by requiring exact recovery of the original data, \( s_{\mathcal{X}} = f \), for all points in the training data set \( \mathcal{X} \). Hence the model is an interpolant, and all original solution information is preserved.

Control points (sometimes named domain element points) are used here to decouple the shape parameters from the surface mesh, and provide a flexible framework through which to control the shape of a base geometry. Setting up a global RBF volume interpolation for \( n_c \) control points then requires a solution to a linear system, see [11] for more details, to ensure exact recovery of the control point deformations:

\[
\Delta x_c = M \alpha^x \tag{7}
\]

These define exact recovery of the data, \( \Delta x_c \) (analogous definitions hold for \( y \) and \( z \)), where
The linear system defined by equation 7 is then solved to find the unknown coefficients.

For surface and volume mesh deformation, it is sensible to use decaying basis functions, to give the interpolation a local character and ensure deformation is contained in a region near the moving body, and Wendland’s $C^2$ function [41] is used here.

Hence, for the case considered here (which is in two dimensions) the global influence on any point in the aerodynamic mesh from the control points is determined by equation 6, which is applied as

$$
\Delta x_a = \sum_{i=1}^{n_c} \alpha_i^x \phi(||x_a - x_i||)
$$

$$
\Delta z_a = \sum_{i=1}^{n_c} \alpha_i^z \phi(||x_a - x_i||)
$$

where the subscript $a$ refers to the aerodynamic mesh and $n_c$ is the number of control points. The control point perturbations represent the design variables, which are decoupled from the surface and volume meshes.

3.3. Control Point Deformations

The method for deriving surface design parameters and the methods for perturbing the CFD mesh have been presented. The derived parameters are, however, surface deformations but for the aerodynamic optimization process, control point parameters are required. Previous work has involved placing control points away from the surface, to form off-surface domain elements, and this has proven very effective. Here, the control points to define the modal deformations are located on the surface of the aerofoil section. This ensures that there is direct coupling between the control point deformations and the surface deformations that derived them. To ensure orthogonality is preserved, the procedure of deriving the deformations by SVD is performed on the training
library parameterized by the number of control points and this is demonstrated in figure 4. To ensure sufficient fidelity of representation of the modal deformations on the surface, a suitable number of control points must be used. Masters et al. [21] demonstrated that when using RBF control points on the surface for geometric shape recovery, that 20 to 25 control points provided a good fidelity of surface representation. While RBFs are not being used for surface recovery, but instead for mesh deformation, the general trend is still a useful one. **Hence, 24 control points are used in this work.** Individual deformations of the control points are also possible as design variables (these are tested in this work), and this is demonstrated in figure 5.

![Figure 4: Process of obtaining control points deformations from SVD.](image)

![Figure 5: Illustration of individual control point deformations.](image)
4. Optimization Algorithm

The aim of the work presented in this paper is to test the performance of the aerofoil design variables derived from SVD on aerodynamic optimization problems. Typically, the two main types of numerical optimization algorithm that are chosen for aerodynamic optimization are gradient-based and global search. Gradient-based methods, such as conjugate gradient and sequential quadratic programming (SQP) use the local gradient as a basis from which to construct a search direction. The algorithm starts at an initial solution and marches in a direction towards to minimum solution. Global search methods, however, use a number of agents with different starting positions within the search space. These agents then cooperate and move by various, often nature inspired mechanisms, towards the global optimum solution. Examples of gradient-based [43, 44, 45, 46] and global search [47, 16, 17] optimization algorithms within the ASO environment can be found.

The suitable selection of a gradient-based or a global search algorithm to perform aerodynamic optimization is highly dependent on the optimization case analysed, specifically the degree of modality present in the situation. Multimodal problems are characterised by multiple local optima, where one or more of those local optima is the globally optimum solution. This can be particularly problematic for gradient-based optimizers due to premature convergence in a local minimum that is not necessarily the global optimum. Agent-based methods can alleviate this issue somewhat. Within the context of aerodynamic shape optimization, the presence of a multimodal search space is highly dependent on the extent of the surface representation and the fidelity of the flow analysis tool. The issue of degree of multimodality in aerodynamic optimization problems is an unanswered question, with work presented showing that multimodality exists in a number of cases, but unimodal cases also exist [48, 49, 50, 15]. Chernukhin and Zingg [15] have considered this issue by testing a number of different optimization problems with both gradient-based and global optimizers and shown that for a b-spline parameterization of the surface, viscous, compressible drag minimization of the RAE2822 aerofoil has one global optimum i.e. the gradient-based approach converged to the same answer irrespective of starting location, as did the global optimizers. However, they also showed multiple local optima for other problems using the same optimizers.
For this work, to minimise the issue of multimodality, a global search algorithm is employed to perform aerodynamic optimizations. This ensures a true test of the new, orthogonal design parameters and therefore gives a fair comparison of their performance. Global search algorithms are more expensive compared to gradient-based approaches, however, they alleviate the issues of convergence in local minima that gradient-based methods are prone to. This is not to say that gradient-based methods are not a good choice for aerodynamic optimization, but to ensure greater robustness of the results, a global search algorithm has been chosen for this work.

An important consideration when using global optimization is the dimensionality of the problem. The so-called ‘curse of dimensionality’ states that the performance of global search algorithms deteriorates with increase dimensionality. This was outlined by van den Bergh and Engelbrecht [51] who used the analogy of random sampling to try to locate the optimal region (i.e. the approximate region of the globally optimal solution). The probability that the optimal region is found through random sampling is given by the volume of the optimal region divided by the volume of the whole design space. If it is assumed that the design space is a unit hypercube of \(d\) dimensions, and the optimal region is a hypercube with some length that is a fraction, \(\eta\), of the length of the total design space, then the probability of randomly locating the optimal region is \(\eta^d\). If, say, \(\eta = 0.01\) (i.e. the optimal region is 1% of the total design space in each dimension) then for a five dimensional design space, the probability is \(1 \times 10^{-10}\). While the performance of global search algorithms alleviates this problem considerably, the trend of decrease performance with increase dimensionality still holds true. It is therefore important, when using global search algorithms, to have a low dimensional design space. In this work, the orthogonal design parameters derived by SVD allow this.

The specific global search algorithm that is employed is the gravitational search algorithm (GSA) [52], which is an agent-based approach that is based on Newtonian gravitational laws and mechanics, where a set of agents in the search space have a fictitious mass depending on their fitness, and gravitational attractive forces transfer data throughout the swarm and move the agents towards other, ‘heavier’ (good fitness) agents. Constraints are handled by the separation-sub-swarm approach (3S) framework [53] which separates out infeasible and feasible particles into separate swarms. The infeasible particles minimize the constraint violation and the feasible
particles minimize the objective function. For completeness, the full 3S-GSA algorithm is outlined below, though full details of the development and thorough testing of the constraint handling framework with benchmarking against other commonly used constraint handling frameworks (such as penalty functions) can be found in [53].

4.1. 3S-GSA Algorithm

The algorithm requires a system of $N$ agents to be initialised within the bounds of the design variables, where the position of the $n$-th agent is denoted by:

$$\mathbf{x}_n = \{x_{n}^1, x_{n}^2, \ldots, x_{n}^d\}^T$$  \hspace{1cm} (11)

where $x_{n}^1$ represents the position of the $n$-th particle in dimension 1. In the design problem considered here, this would be $\beta_1$ in equation 5 i.e. the magnitude of the first modal deformation. The velocity of the agents is also initialised to be a random value that is smaller than the bounds of the search space. For each agent, the objective function and the values of the constraints need to be calculated. The objective function associated with the $n$-th agent is:

$$f(x_n) = \begin{cases} f(x_n) & \text{if } x_n \text{ is feasible} \\ \sum_{j=1}^G \max\{0, g_j(x_n)\} + \sum_{j=1}^H |h_j(x_n)| & \text{else} \end{cases}$$  \hspace{1cm} (12)

The particle’s best ever position, $p_n$, and the swarm’s best ever position, $s$, need to be updated, which is done by comparing the current position with the best positions by the following rules:

1. if current and best positions are feasible, the one with best fitness wins
2. if either the current or best positions are feasible and the other infeasible, the feasible position wins
3. if current and best positions are infeasible, the one with the minimum constraint violation wins

For the $N_f$ feasible particles only, the mass of the $i$-th feasible particle is calculated based on a particle’s feasible fitness:
\[ m_i(t) = \frac{f(x_i(t)) - \max f(x(t))}{\min f(x(t)) - \max f(x(t))} \] (13)

\[ M_i(t) = \frac{m_i(t)}{\sum_{j=1}^{N_f} m_j(t)} \] (14)

where the best and worst fitnesses are from the feasible particles only. The force acting on particle \( i \) from particle \( j \), where both particles are feasible is:

\[ F_{i,j}^d(t) = G(t) \left( \frac{M_i(t)M_j(t)}{R_{i,j}(t) + \epsilon} \right) (x_j^d(t) - x_i^d(t)) \] (15)

\[ G(t) = G_0 \exp(-\alpha t/T) \] (16)

The total force acting on the \( i \)-th feasible particle is:

\[ F_i^d(t) = \min\{N_f, K_{best}\} \sum_{j=1, j \neq i}^{N_f} \text{rand}_j F_{i,j}^d(t) \] (17)

where a random value (uniformly distributed between 0 and 1) is used to allow variability and full design space exploration. The acceleration of the feasible particles uses the cognitive and social memory parameters of particle swarm combined with the global transfer of data through the force mechanism of gravitational search to facilitate faster convergence:

\[ a_i^d(t)_{\text{gsa}} = F_i^d(t)/M_i(t) \] (18)

\[ a_i^d(t)_{\text{pso}} = c_1 r_1 (p_i^d - x_i^d(t)) + c_2 r_2 (s^d - x_i^d(t)) \] (19)

\[ a_i^d(t) = (a_i^d(t)_{\text{gsa}} + a_i^d(t)_{\text{pso}})/2 \] (20)

where \( p_i \) and \( s \) are the particle’s and swarm’s best positions ever, which are always feasible in this part of the optimization process. The cognitive, \( c_1 \), and social, \( c_2 \), parameters do add additional parameters to the problem but it is expected that these have the same value as the cognitive and social parameters is the infeasible search (equation 21).

The acceleration of the \( j \)-th infeasible particles is done by a pure particle swarm approach:
\[ a_j^d(t) = c_1 r_1 (p_j^d - x_j^d(t)) + c_2 r_2 (s^d - x_j^d(t)) \] (21)

The updating procedure for all of the particles is:

\[ v_n^d(t + 1) = \text{rand}_n v_n^d(t) + a_n^d(t) \] (22)

\[ x_n^d(t + 1) = x_n^d(t) + v_n^d(t + 1) \] (23)

If a particle exceeds the boundary of the search space then this is not an infeasible particle but is a particle without a solution so is reinitialised in its last position with a zero velocity.

The 3S-GSA algorithm is independent of objective function evaluation, so for the position of any given agent, that agent need only know a value for the objective function. In the aero-
dynamic shape optimization process implemented here the objective function evaluation requires one flow solution to obtain the aerodynamic forces which are then used to evaluate the objective and constraints. The nature of agent-based search systems means that the objective of particles is independent, so for any given particle it only requires a flow solution from the perturbed mesh that relates to its position, and this makes the algorithm ideal for parallelisation. The implementation of the 3S-GSA algorithm parallelises the objective function evaluations of the particles, which is done in the MPI environment. The algorithm is independent of objective function so the agents call a wrapper which perturbs the surface and CFD mesh, followed by a flow solver to obtain the forces which form the objective function and constraints. Once the agents have the objective function and constraint values, the master processor carries out the position update by the 3S-GSA algorithm.

4.2. Parameter Selection

To investigate, and ensure correct parameters for the optimization are set, the 3S-GSA opti-
mization algorithm has been run on a suite of analytical test functions that are commonly used to benchmark optimization algorithms. The suite, as outlined by Michalewicz and Schoenauer [54] contains 11 analytical test cases that are all minimization problems and contain various numbers
of linear and non-linear inequality and equality constraints, various sizes of feasible search space, and various types of objective function. The solutions of the problems are known so it is possible to analyse the performance of the algorithm exactly. Variations in particle number, maximum number of optimizer iterations, initial gravitational constant and decay constant are shown in figure 6. The settings chosen reflect the results shown. It should be noted that a smaller particle number (96) was chosen as this reflected the best trade-off between computational cost and performance. The optimizer settings used are summarised in table 1.

![Graphs showing the effect of changing constants in 3S-GSA.](image)
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Figure 6: Effect of changing constants in 3S-GSA.

5. Flow Solver

The flow-solver used is a structured multiblock, finite-volume, unsteady, cell-centred scheme solving the compressible Euler or Reynolds-Averaged Navier-Stokes (RANS) equations in cartesian and rotating coordinate system. The convective terms are evaluated using
third-order upwind spatial approximation with the flux vector splitting of van Leer [55]. Diffusive terms are evaluated using second-order central differences, and turbulent viscosity is modelled by the Spalart-Allmaras one-equation model [56, 57]. Multi-stage Runge-Kutta with local timestepping is used for time integration, and convergence acceleration is achieved through V-cycle multigrid [58].

For inviscid flows, single block O-meshes were generated using a conformal mapping approach. Figure 7 shows views of the $257 \times 97$ point meshes, which extend to 100 chords at farfield, of the NACA0012 and RAE2822 aerofoils respectively. This density of mesh is referred to as the L3 mesh and is what the optimization is run on. For the mesh convergence studies presented below, the L1 mesh represents a refinement on the base L3 mesh by two levels. All surface cells have an aspect ratio of one.

For the viscous case considered (see table 2), a three-block C-mesh was generated. Figure 8 shows the blocking structure and two views of the mesh which has 385 points around the aerofoil, 97 points along the wake line and 129 points into the farfield. The initial cell height was chosen to ensure $y^+ \approx 1$ for the case considered.

### 6. Aerofoil Optimization

To test the performance of the mathematically extracted design variables, a number of two-dimensional aerofoil inviscid and viscous drag minimization optimizations are performed. The
cases tested and the optimization results are detailed below.

6.1. Cases Tested

The aerofoil optimization cases considered are given in table 2. These five cases each have differing shock strength with different initial aerofoils or a different design problem. Case 1 had been used previously to consider the performance of the domain element method using design variables that have been designed using user intuition [11]. Case 2 is introduced to investigate the effect of a different starting aerofoil to case 1, but for the same flow conditions. Case 3 provides different flow conditions to case 1 for the same given aerofoil. Case 4 is a symmetric zero lift drag minimization case and represents a difficult optimization case. Finally, case 5 is a viscous optimization based on that performed in the investigations of Chernukhin and Zingg [15]. The angle of attack was chosen to ensure a consistent lift coefficient, which was $C_l = 0.69$. 

22
0.1\% deviations were allowed to be made to the constraints during the optimization to allow full flexibility.

The first four cases are inviscid drag minimization cases. As such, the optimal solution is any solution that eliminates wave drag. For these types of problem, there is no requirement for the final solution to have non-oscillatory pressure distributions, and as long as the shock is eliminated then the optimizer can no longer improve the aerofoil performance. Therefore it is likely that the final pressure distributions could feasibly be oscillatory. To design against this, each of the four inviscid cases was run as the pure drag minimization case, but also as a drag minimization with a penalty added to increase the objective function in the event of oscillations in the pressure distributions. This penalty is the total absolute curvature of the pressure distribution around the aerofoil. Total absolute curvature gives a measure of the variations of the pressure coefficient and is therefore a suitable choice for the penalty formulation. The two objective functions (denoted by $J$) are given below.

\[
J = C_d, \quad J = C_d + \kappa = C_d + \oint |C''_p| ds
\]

Oscillations in the surface or in the pressure coefficient for the viscous optimization case are not an issue due to the added viscous drag or flow separation that arises. As such, the viscous case (case 5) is run as a pure drag minimization case with the appropriate constraints.

6.2. Design Variables

The optimization design variables are $\beta$ in equation 5. These are the scalings of the modal deformations. Different numbers of aerofoil deformation modes were tested to assess the impact of dimensionality on the optimization results, and these are 6, 8 and 10. Larger numbers of design variables are generally avoided for global search algorithms. The use of the modal parameters as design variables therefore allow the use of global search algorithms which can otherwise be prohibitive for many shape deformation techniques. The specific modal parameters selected are taken based on those with the highest energy from the $\Sigma$ matrix, hence if six modes are used then these are the six modes with the highest energy. It should therefore be noted that using different
Table 2: Test cases considered

<table>
<thead>
<tr>
<th>Case</th>
<th>Aerofoil</th>
<th>$M_\infty$</th>
<th>$\alpha$</th>
<th>$Re$</th>
<th>Objective</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NACA0012</td>
<td>0.65</td>
<td>5.0</td>
<td>-</td>
<td>$C_d$ $C_l \geq C_l(0)$ $</td>
<td>C_m</td>
</tr>
<tr>
<td>2</td>
<td>RAE2822</td>
<td>0.65</td>
<td>5.0</td>
<td>-</td>
<td>$C_d$ $C_l \geq C_l(0)$ $</td>
<td>C_m</td>
</tr>
<tr>
<td>3</td>
<td>NACA0012</td>
<td>0.70</td>
<td>3.0</td>
<td>-</td>
<td>$C_d$ $C_l \geq C_l(0)$ $</td>
<td>C_m</td>
</tr>
<tr>
<td>4</td>
<td>NACA0012</td>
<td>0.85</td>
<td>0.0</td>
<td>-</td>
<td>$C_d$ $C_l = 0.0$ $</td>
<td>C_m</td>
</tr>
<tr>
<td>5</td>
<td>RAE2822</td>
<td>0.729</td>
<td>2.05</td>
<td>$7.0 \times 10^6$</td>
<td>$C_d$ $C_l \geq C_l(0)$ $</td>
<td>C_m</td>
</tr>
</tbody>
</table>

numbers of design variables is a true dimensionality study as larger numbers of design variables contain, exactly, the design space of smaller numbers of design variables.

To further compare the effect of using the modal parameters, they are compared to deforming the control points individually. Using a set of 24 surface control points therefore means that there are 24 individual design variables. For case 4, which is a symmetric deformation cases, the control points deform symmetrically resulting in 11 design variables (the control points at the leading and trailing edge do not move in this case). For all cases, except case 4, a global pitch parameter was added to allow balancing of the lift.

6.3. Results

The four inviscid optimization cases outlined in table 2 have been run with both objective functions with the 3S-GSA algorithm using all of the design variables (modes and individual perturbations), while the viscous case has been run for pure drag minimization. Results for the inviscid cases are shown for each case individually in tables 3 to 6, where the L3 mesh is the one used for the optimization, and the L1 optimization is a refined mesh. The results of the viscous case are given in table 7. Surface shapes and pressure coefficients on the surface are shown in figures 9 to 13 for the lowest drag optimization in each of the five cases.
Table 3: Case 1 optimization results ($C_d$ in counts)

<table>
<thead>
<tr>
<th>Variables</th>
<th>$C_l$</th>
<th>$C_d$</th>
<th>$\Delta C_d$</th>
<th>$C_d$</th>
<th>$\Delta C_d$</th>
<th>$C_l$</th>
<th>$C_d$</th>
<th>$\Delta C_d$</th>
<th>$C_d$</th>
<th>$\Delta C_d$</th>
<th>$\Delta J$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0.8231</td>
<td>201.4</td>
<td>- 188.5</td>
<td>- 188.5</td>
<td>-</td>
<td>0.8231</td>
<td>201.4</td>
<td>- 188.5</td>
<td>- 188.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6 modes</td>
<td>0.8231</td>
<td>24.4</td>
<td>-87.6%</td>
<td>16.4</td>
<td>-91.3%</td>
<td>0.8231</td>
<td>28.4</td>
<td>-85.9%</td>
<td>16.6</td>
<td>-91.2%</td>
<td>-75.7%</td>
</tr>
<tr>
<td>8 modes</td>
<td>0.8231</td>
<td>23.7</td>
<td>-88.0%</td>
<td>17.1</td>
<td>-91.0%</td>
<td>0.8231</td>
<td>27.9</td>
<td>-86.1%</td>
<td>19.9</td>
<td>-89.4%</td>
<td>-77.7%</td>
</tr>
<tr>
<td>10 modes</td>
<td>0.8231</td>
<td>20.6</td>
<td>-89.6%</td>
<td>16.0</td>
<td>-91.5%</td>
<td>0.8231</td>
<td>24.1</td>
<td>-88.0%</td>
<td>16.9</td>
<td>-91.0%</td>
<td>-84.8%</td>
</tr>
<tr>
<td>24 Individual</td>
<td>0.8231</td>
<td>22.8</td>
<td>-88.5%</td>
<td>16.5</td>
<td>-91.3%</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 4: Case 2 optimization results ($C_d$ in counts)

<table>
<thead>
<tr>
<th>Variables</th>
<th>$C_l$</th>
<th>$C_d$</th>
<th>$\Delta C_d$</th>
<th>$C_d$</th>
<th>$\Delta C_d$</th>
<th>$C_l$</th>
<th>$C_d$</th>
<th>$\Delta C_d$</th>
<th>$C_d$</th>
<th>$\Delta C_d$</th>
<th>$\Delta J$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>1.208</td>
<td>241.4</td>
<td>- 233.7</td>
<td>- 233.7</td>
<td>-</td>
<td>1.208</td>
<td>241.4</td>
<td>- 233.7</td>
<td>- 233.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6 modes</td>
<td>1.208</td>
<td>42.0</td>
<td>-82.6%</td>
<td>35.9</td>
<td>-84.7%</td>
<td>1.208</td>
<td>44.2</td>
<td>-81.7%</td>
<td>25.3</td>
<td>-89.2%</td>
<td>-71.3%</td>
</tr>
<tr>
<td>8 modes</td>
<td>1.208</td>
<td>41.3</td>
<td>-82.9%</td>
<td>35.0</td>
<td>-85.0%</td>
<td>1.208</td>
<td>42.5</td>
<td>-82.4%</td>
<td>24.9</td>
<td>-89.3%</td>
<td>-71.5%</td>
</tr>
<tr>
<td>10 modes</td>
<td>1.208</td>
<td>40.2</td>
<td>-83.3%</td>
<td>34.7</td>
<td>-85.1%</td>
<td>1.208</td>
<td>42.1</td>
<td>-82.6%</td>
<td>24.6</td>
<td>-89.5%</td>
<td>-74.9%</td>
</tr>
<tr>
<td>24 Individual</td>
<td>1.208</td>
<td>41.8</td>
<td>-82.7%</td>
<td>35.4</td>
<td>-84.9%</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>
Table 5: Case 3 optimization results ($C_d$ in counts)

<table>
<thead>
<tr>
<th>Variables</th>
<th>$C_l$</th>
<th>$C_d$</th>
<th>$\Delta C_d$</th>
<th>$C_d$</th>
<th>$\Delta C_d$</th>
<th>$C_l$</th>
<th>$C_d$</th>
<th>$\Delta C_d$</th>
<th>$C_d$</th>
<th>$\Delta C_d$</th>
<th>$\Delta J$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0.5601</td>
<td>92.8</td>
<td>- 85.8</td>
<td>-</td>
<td>85.8</td>
<td>0.5601</td>
<td>92.8</td>
<td>- 85.8</td>
<td>-</td>
<td>85.8</td>
<td></td>
</tr>
<tr>
<td>6 modes</td>
<td>0.5601</td>
<td>17.3</td>
<td>-80.3%</td>
<td>7.89</td>
<td>-90.8%</td>
<td>0.5601</td>
<td>21.9</td>
<td>-76.4%</td>
<td>8.29</td>
<td>-90.3%</td>
<td></td>
</tr>
<tr>
<td>8 modes</td>
<td>0.5601</td>
<td>16.1</td>
<td>-81.6%</td>
<td>9.11</td>
<td>-89.4%</td>
<td>0.5601</td>
<td>18.7</td>
<td>-79.8%</td>
<td>8.78</td>
<td>-89.8%</td>
<td></td>
</tr>
<tr>
<td>10 modes</td>
<td>0.5601</td>
<td>12.8</td>
<td>-85.4%</td>
<td>7.73</td>
<td>-91.0%</td>
<td>0.5601</td>
<td>20.4</td>
<td>-78.0%</td>
<td>7.81</td>
<td>-90.9%</td>
<td></td>
</tr>
<tr>
<td>24 Individual</td>
<td>0.5601</td>
<td>18.5</td>
<td>-80.1%</td>
<td>9.92</td>
<td>-88.4%</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

Table 6: Case 4 optimization results ($C_d$ in counts)

<table>
<thead>
<tr>
<th>Variables</th>
<th>$C_l$</th>
<th>$C_d$</th>
<th>$\Delta C_d$</th>
<th>$C_d$</th>
<th>$\Delta C_d$</th>
<th>$C_l$</th>
<th>$C_d$</th>
<th>$\Delta C_d$</th>
<th>$C_d$</th>
<th>$\Delta C_d$</th>
<th>$\Delta J$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0.0</td>
<td>467.54</td>
<td>- 465.14</td>
<td>- 465.14</td>
<td>-</td>
<td>0.0</td>
<td>467.54</td>
<td>- 465.14</td>
<td>- 465.14</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>6 modes</td>
<td>0.0</td>
<td>7.75</td>
<td>-98.3%</td>
<td>2.18</td>
<td>-99.5%</td>
<td>0.0</td>
<td>7.81</td>
<td>-98.3%</td>
<td>1.65</td>
<td>-99.6%</td>
<td></td>
</tr>
<tr>
<td>8 modes</td>
<td>0.0</td>
<td>6.79</td>
<td>-98.5%</td>
<td>1.05</td>
<td>-99.9%</td>
<td>0.0</td>
<td>8.65</td>
<td>-98.2%</td>
<td>1.96</td>
<td>-99.6%</td>
<td></td>
</tr>
<tr>
<td>10 modes</td>
<td>0.0</td>
<td>6.75</td>
<td>-98.6%</td>
<td>1.11</td>
<td>-99.8%</td>
<td>0.0</td>
<td>8.55</td>
<td>-98.2%</td>
<td>2.05</td>
<td>-99.6%</td>
<td></td>
</tr>
<tr>
<td>24 Individual</td>
<td>0.0</td>
<td>8.60</td>
<td>-98.2%</td>
<td>1.41</td>
<td>-99.7%</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>
Table 7: Case 5 optimization results ($C_d$ in counts)

<table>
<thead>
<tr>
<th>Variables</th>
<th>$C_t$</th>
<th>$C_{d\text{press}}$</th>
<th>$C_{d\text{visc}}$</th>
<th>$C_d$</th>
<th>$\Delta C_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0.69</td>
<td>57.4</td>
<td>53.5</td>
<td>110.9</td>
<td>-</td>
</tr>
<tr>
<td>6 modes</td>
<td>0.69</td>
<td>44.9</td>
<td>54.0</td>
<td>98.9</td>
<td>-10.8%</td>
</tr>
<tr>
<td>8 modes</td>
<td>0.69</td>
<td>45.5</td>
<td>53.4</td>
<td>98.9</td>
<td>-10.8%</td>
</tr>
<tr>
<td>10 modes</td>
<td>0.69</td>
<td>44.0</td>
<td>54.0</td>
<td>98.0</td>
<td>-11.6%</td>
</tr>
<tr>
<td>24 Individual</td>
<td>0.69</td>
<td>46.1</td>
<td>53.8</td>
<td>99.9</td>
<td>-9.9%</td>
</tr>
</tbody>
</table>
The final optimized solutions shown in tables 3 to 7 demonstrate the high performance of the mathematically derived modal parameters as design variables. There is convergence of the modes for increasing numbers of design variables, such that a better optimization result is always obtained using higher numbers of modal parameters for the mesh used for optimization (L3 mesh). It is interesting to note that when refining the mesh after performing the optimization, that this is not necessarily the case, however, the performance is still better than the alternative set of design variables tested. **It should, however, be noted that once the shock is eliminated from the inviscid cases, the remaining drag is numerical so further reductions in the headline drag number arise due to the optimizer using the modal deformations to reduce the causes of the numerical drag.** For case 2, where (as explained below) a shock is still present, the reduction in the headline drag value results from the higher number of modes having sufficient fidelity of surface deformation to be able to reduce the strength of the shock. For all of the cases tested, the lowest drag result obtained was always an optimization using the modal parameters as design variables, while all optimizations produce results where the lift constraint is active, as expected.

The optimized surface shapes and pressure distributions with lowest drag for each case are given in figures 9 to 13. All of the solutions appear shock free, except for case 2 where a weak shock remains. This is a highly loaded aerofoil \((C_l = 1.208)\) so a shock free-solution may not be possible.

When the optimization is performed with the curvature penalty added, the pressure distributions become slightly less oscillatory, primarily on the lower surface of the aerofoils. **Despite this, for the inviscid optimizations (cases 1 to 4) oscillations in the pressure distribution still remain.** It is worth noting, however, that these are an artefact of performing inviscid optimization. In comparison to the viscous optimizations (an example pressure distribution is shown in figure 13), performing the raw drag minimization problem has resulted in an entirely smooth pressure distribution. All optimizations were performed using the same modal deformations hence, when viscous effects are considered, the expected smoother pressure distribution results.

While the pressure distributions for the inviscid optimizations with the penalty are better be-
haved, there is a trade-off between smoothness and drag. In almost all cases, the final drag values obtained when performing the optimizations with the smoothness penalty results in slightly higher drag values. **Furthermore, when considering the objective with the pressure curvature penalty the convergence of the optimizer is severely degraded, possibly indicating the presence of multimodality for this problem.** Combining the curvature penalty with individual perturbations can cause large changes in the value of the curvature penalty in a local region.
This can therefore cause a large value for the global curvature penalty and therefore cause severe oscillations in the objective function for only small changes in one surface perturbation. Using individual control point deformations is therefore not conducive with the curvature penalty. Using the modal parameters alleviates this as the changes are global so cause a smoothing effect on the curvature penalty.

As noted in section 3.1, the aerofoil library from which the modes are extracted is based
on the raw data from an online database, which is of mixed quality, however, for consistency, the aerofoil surfaces from which the SVD modes are derived are all driven exactly through the raw data. By applying the SVD, the resulting lower frequency modes have some of these issues filtered out. As shown in figure 14, which shows the curvature of the initial and optimized aerofoils for case 1, while the curvature is oscillatory which leads to the oscillatory pressure distributions, it is reasonably well behaved. Adding the pressure coefficient curvature penalty has had the effect of reducing the pressure coefficient oscillations but also the oscillations in the curvature as expected. Further curvature-based smoothing can also be performed by, for example, the method of Li and Krist [59]. Alternatively, the initial aerofoil library can also be smoothed, as was done by Masters et al. [21].
A typical optimizer convergence is shown in figure 15 (this is for case 1). This demonstrates that in the first few hundred iterations, exploration of the design space was the driving force, and once a global optimum region is located, exploitation of that optimum occurs. From around iteration 500 to the maximum number of iterations, the objective function changes are very small and often do not change. The convergence of the curvature penalty objective is considerably slower than the pure drag objective which could be indicative a more oscillatory design space when the penalty function is added. Furthermore, the convergence of the modal parameters is faster than the individual control point perturbations. This is due to the optimization using fewer design variables and having a simpler design space, which comes about due to having orthogonal design variables from the singular value decomposition. This further emphasises that the use of orthogonal design variables can be advantageous for aerodynamic shape optimization. Fast convergence to small drag values is observed, indicating the high performance of the global constrained optimization algorithm developed for these optimizations.

This behaviour is also demonstrated in figure 16 which shows the positions of the particles in two of the 11 design variables of the 10 mode case 1 optimization; these are weightings with the highest values. In all cases, the design space is normalised to a hypercube $[-1, 1]^n$, where $n$ is the number of parameters. The spread of particles over the design space is large up around 200
evolutions, but from then onwards the particles converge on an optimal solution. From around iteration 500 to the maximum number of iterations, the objective function changes are very small and often do not change. The convergence of the modal parameters is faster than the individual control point perturbations and is due to the optimization using fewer design variables and having a simpler design space. Fast convergence to small drag values is observed, indicating the high performance of the global constrained optimization algorithm developed for these optimizations.

Figure 15: Optimizer convergence of case 1 for first 500 iterations

A mesh convergence study of the 10 mode optimized solutions for the inviscid cases is presented in figure 17. Each refinement represents a doubling of the base grid in each direction from the optimized solution. This ensures continuity between the optimized solution and the mesh convergence study. Figure 17 shows that further resolution of the flowfield results in lower drag values. The results for case 4 demonstrate that refining towards a continuous mesh produces almost zero drag, indicating that the result is a truly shock-free result. However, it is not necessarily the case that a refined mesh from an initial, coarser, shock-free solution will be shock-free, as demonstrated by Jameson and Vassberg [60]. In the other shock-free cases (1 and 3), while shock-free solutions have been obtained for the mesh density used for optimization, refined meshes exhibit slightly shocked solutions, hence a small amount of drag is present. This does not detract from the performance of the optimization methodology considered.
here (since shock-free solutions were found on the mesh density used for optimization), but rather raises an important issue regarding the construction of the aerodynamic optimization problem.
7. Concluding Remarks

Optimization of aerofoils using efficient orthogonal design variables has been considered using a global search algorithm. Aerofoil design variables have been extracted by a singular value decomposition (SVD) approach where a training library of aerofoils is analysed and decomposed to obtain an efficient and reduced set of design variables. Using the SVD allows the optimal representation of the original library in a compact set of deformation modes that represent typical aerofoil design parameters such as thickness and camber.

The performance of the modal design variables have been demonstrated on a set of challenging
inviscid and viscous aerofoil optimization test cases. To reduce, as much as possible, the question of multimodality in these problems, a global search algorithm with an effective constraint handling method has been developed and is used to perform the optimizations. An issue with global search algorithms is often the so-called ‘curse of dimensionality’ where the performance of these algorithms degrades with increasing numbers of design variables, which can be a barrier to their use for aerodynamic shape optimization problems. The use of the efficient decomposition-derived design variables, however, reduces this problem substantially by allowing few design variables to be used (10 or fewer) without significant degrading of optimization capability; results have shown that shock free solutions are obtainable in most test cases with 10 or fewer design variables, which is a significant result. A pressure coefficient curvature penalty has also be considered for inviscid optimizations to force a less oscillatory pressure distribution. Results indicate that this is a method that can produce a less oscillatory pressure distribution, which is otherwise common in aerofoils optimized in inviscid flow, however, the convergence of the optimizer is slower so could be indicative of a multimodal design space. For the viscous optimization using the same modal deformations, an oscillatory pressure distribution is avoided while still producing a shock-free solution. Convergence of the optimizations towards lower drag values as the number of modal parameters is increased has been demonstrated, and is indicative of the use of orthogonal parameters; the design space of fewer modes is entirely contained within the design space of a greater number of modes.

Extension of using orthogonal modal design parameters in three-dimensional optimization is to be considered in future work. Commonly, using aerofoil design parameters in wing optimization (for example) will implement sectional-based optimization of the wing sections combined with spanwise blending to ensure a smooth surface, and this can be combined with planform design parameters too. However, to exploit the advantages of orthogonality that comes with using the derived modal parameters, care must be taken in this regard.
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